THE

CONTINUUM
COMPANIONTO

HISTORICAL

LINGUISTICS

e - i = —_ il A T
A B l? ! li‘ &5 "__‘-_;_)ﬂ"-
;;._.',_ itf'" i ‘_»:‘ ; “‘_:f,_;. i T

EDITED BY
SILVIA LURAGHI
AND VIT BUBENIK

N

cantintum



Continuum Companion to Historical Linguistics



Also available from Continuum

Published
Continuum Companion to Second Language Acquisition
Edited by Ernesto Macaro

Continuum Companion to Research Methods in Applied Linguistics
Edited by Brian Paltridge and Aek Phakiti

Forthcoming

Continuum Companion to Phonology
Edited by Nancy C. Kula, Bert Botma and Kuniya Nasukawa

Continuum Companion to Discourse Analysis
Edited by Ken Hyland and Brian Paltridge

Continuum Companion to Translation Studies
Edited by John Kearns and Jody Bryne

Continuum Companion to Phonetics
Edited by Patricia Ashby, Mark J. Jones and Rachael-Anne Knight

Continuum Companion to Syntax and Syntactic Theory
Edited by Silvia Luraghi and Claudia Parodi

Continuum Companion to TESOL
Edited by Jun Liu



Continuum Companion
to Historical Linguistics

Edited by
Silvia Luraghi

and

Vit Bubenik



Continuum International Publishing Group

The Tower Building 80 Maiden Lane
11 York Road Suite 704
London SE1 7NX New York, NY 10038

www.continuumbooks.com
© Silvia Luraghi, Vit Bubenik and Contributors 2010

All rights reserved. No part of this publication may be reproduced or transmitted
in any form or by any means, electronic or mechanical, including photocopying,
recording, or any information storage or retrieval system, without prior permission
in writing from the publishers.

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library.

ISBN: 978-1-4411-4465-2 (hardcover)

Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available from the Library of Congress.

Typeset by Newgen Imaging Systems Pvt Ltd, Chennai, India
Printed and bound in Great Britain by CPI Antony Rowe, Chippenham, Wiltshire


www.continuumbooks.com

Contents

List of Illustrations
List of Contributors
Editors’ Introduction

1 Historical Linguistics: History, Sources and Resources
Silvia Luraghi and Vit Bubenik
Part I: Methodology

2 Sound Change and the Comparative Method:
The Science of Historical Reconstruction
John Hewson

3 Internal Reconstruction
Brian D. Joseph

4 Typology and Universals
Hans Henrich Hock

5 Internal Language Classification
Soren Wichmann
Part 1l: Phonological Change

6 Segmental Phonological Change
Joseph Salmons

7 Suprasegmental and Prosodic Historical Phonology
Hans Henrich Hock
Part 11l: Morphological and Grammatical Change

8 From Morphologization to Demorphologization
Henning Andersen

vii
ix
xiii

39

52

59

70

89

106

117



Contents

9 Analogical Change
Livio Gaeta

10 Change in Grammatical Categories
Vit Bubenik

Part IV: Syntactic Change
11 Word Order
Jan Terje Faarlund

12 The Rise (and Possible Downfall) of Configurationality
Silvia Luraghi

13 Subordination
Dorothy Disterheft and Carlotta Viti

14 Alignment
Geoffrey Haig
Part V: Semantico-Pragmatic Change

15 Grammaticalization
Elizabeth Closs Traugott

16 Semantic Change
Eugenio R. Lujdan

17 Etymology
Thomas Krisch

Part VI: Explanations of Language Change

18 Language Contact
Bridget Drinka

19 Regional and Social Dialectology
J. K. Chambers

20 Causes of Language Change
Silvia Luraghi

A-Z Historical Linguistics
References
Index of Subjects

Index of Authors
Index of Languages

Vi

147

161

201

212

230

250

271

286

311

325

346

358

371

385
431
441
449



List of lllustrations

Figures

Figure 5.1
Figure 5.2
Figure 5.3
Figure 5.4
Figure 5.5

A starshaped phylogeny

An unrooted tree of 4 taxa (quartet)
A network of four taxa

Another network of four taxa

A network illustration of distinctive branch lengths

Figure 5.6a—b Two versions of the same rooted tree

Figure 5.7

Figure 5.8
Figure 10.1

Figure 16.1
Figure 16.2
Figure 16.3
Figure 16.4
Figure 19.1

Figure 19.2

A frequency plot of distances for pairs of
Uto-Aztecan languages

A rank-by-distance plot for Uto-Aztecan

Systemic values of major aspectual categories within
‘Event Time’ (after Hewson and Bubenik, 1997: 13-14)

Development of color terms (Kay 1975: 257)
Extension of verbs of perception (Viberg 1983: 147)
Abstraction scale according to Heine et al. (1991: 159)
Semantic Map of ‘Dative’ (Haspelmath 1999)

The bundle of isoglosses trace the main dialect division
in France between French in the north and Provencal

in the south (based on Jochnowitz 1973, from Chambers
and Trudgill 1998: 96 used by permission)

(aw)-Fronting in Toronto for males and females (m, f) five
age-groups (indicated by birth-year) based on studies
made in 1979 (dark bars) and 1997 (light bars)

(Chambers 2006: 116)

75
75
76
76
76
76

83
84

182
300
300
306
307

349

355

vii



List of lllustrations

Tables
Table 8.1 Latin kukurristi “‘you.sc ran, have run’ 119
Table 8.2 Latin kukurristi “you.sG ran, have run’ 120

Table 8.3 Ictus change and univerbation in Polish past-tense forms,

robi¢ ‘make, do’ 128
Table 8.4 Metanalysis of Russ. dial. dv’e > dv-’-e 131
Table 8.5 Morphologized prosodic apophonies in Jutish 133
Table 8.6 Inherited and innovated narrative tenses in Bulgarian 137

Table 8.7 Two types of expression reduction in Russian adjectives;

takéj ‘such’ 139
Table 8.8 The chronological development of inflection in “11'—19 139
Table 8.9 Italian alternation types 141
Table 8.10 Some Proto-Slavic nominal stem classes 141
Table 8.11 The OCS reflexes of the paradigms in (12) 141

Table 14.1 Alignment of case marking in selected West Iranian languages 259

viii



List of Contributors

Henning Andersen is Professor Emeritus at the University of California,
Los Angeles. His degrees are from the University of British Columbia and
Harvard University. He has written on synchronic and diachronic phonology,
morphophonemics, morphology and grammaticalization. Several of his publi-
cations (e.g., Actualization, 2001; ‘Grammaticalization in a speaker-oriented
theory of change,” 2008) lay out a theory of language change that recognizes the
central role of synchronic usage norms in change.

Vit Bubenik is Professor of General and Historical Linguistics at Memorial
University of Newfoundland. His research focuses on dialectology, morpho-
logy and syntax of Indo-Iranian, Greek, Slavic and Semitic languages. His major
publications include Hellenistic and Roman Greece as a Sociolinguistic Area (1989)
and A Historical Syntax of Late Middle Indo-Aryan (1998). He was elected Fellow
of the Royal Society of Canada in 2007.

J. K. (Jack) Chambers is Professor of sociolinguistics at the University of
Toronto. He is the lead editor of The Handbook of Language Variation and Change
(Wiley-Blackwell 2002) and author of Sociolinguistic Theory: Linguistic Variation
and Its Social Significance (Wiley-Blackwell 2009, third edition). He works exten-
sively as a forensic consultant, and maintains a parallel vocation in jazz criti-
cism, including the prize-winning biography Milestones: The Music and Times of
Miles Davis (DaCapo 1998).

Elizabeth Closs Traugott is Professor Emeritus of Linguistics and English at
Stanford University. Her current research focuses on ways to bring the theories
of grammaticalization and construction grammar to bear on accounts of
micro-changes. Recent publications include Grammaticalization (1993, 2nd much
revised ed. 2003; with P. Hopper) and Lexicalization and Language Change (2005;
with Laurel J. Brinton). A volume coedited with G. Trousdale on Gradience,
Gradualness, and Grammaticalization is in press.

ix



List of Contributors

Dorothy Disterheft has taught linguistics at the University of South Carolina
since 1979. She is most interested in theories of language change, specifically
syntax. She has done the most research in the areas of nonfinite subordination.

Bridget Drinka earned a PhD from the University of Texas at Austin, special-
izing in Indo-European and historical linguistics. She currently serves as Chair
of the Department of English, University of Texas at San Antonio. Drinka’s
current work concerns languages in contact; she is also collaborating on a cor-
pus analysis of Late Middle and Early Modern English.

Jan Terje Faarlund is Professor in the Department of Linguistics and
Scandinavian Studies, and research coordinator at the Centre for the Study of
Mind in Nature, University of Oslo. He is former professor of Linguistics at the
University of Chicago, where he is still affiliated as a research associate.

Livio Gaeta (PhD 1998, Universita di Roma Tre) is Associate Professor of
German linguistics at the University of Naples ‘Federico II.” His main research
interests include phonology, morphology with special regard to abstract
nouns and productivity, language change and grammaticalization, cognitive
linguistics.

Geoffrey Haig completed his PhD in general and comparative linguistics at
the University of Kiel in 1997. He has published widely on the languages
of Turkey and Iran, specializing on their typology, language contacts and their
diachronic syntax. He is currently assistant professor of linguistics at the
University of Kiel.

John Hewson founded the department of Linguistics at Memorial University in
1968, and was Professor and Head of Department until 1984, when he became
University Research Professor and eventually Henrietta Harvey Professor,
an endowed chair. He is the author of over a dozen books, has presented over
100 scholarly papers, and written almost 200 scholarly articles and reviews. He
is a former President of the Canadian Linguistics Association, and is a Fellow of
the Royal Society of Canada.

Hans Henrich Hock is Professor Emeritus of Linguistics, Sanskrit, Classics, and
Germanic, University of Illinois at Urbana-Champaign. He has taught at UIUC
for over forty years. He is editor of Trends in Linguistics and The Field of Linguis-
tics, and has published extensively in historical and South Asian linguistics.
Major publications include Principles of Historical Linguistics (1986, 1991) and



List of Contributors

Language History, Language Change, and Language Relationship (1996, 2009 with
B. D. Joseph).

Brian D. Joseph (PhD 1978 Harvard University) has taught since 1979 at The
Ohio State University, where he is Distinguished University Professor of
Linguistics and The Kenneth E. Naylor Professor of South Slavic Linguistics.
He is a specialist in historical linguistics, Greek linguistics, Balkan linguistics
and Indo-European linguistics more generally. Dr. Joseph served as editor of
Diachronica from 1999-2001 and as editor of Language from 2002-2008, and is
currently coeditor of the Journal of Greek Linguistics.

Thomas Krisch is Associate Professor of Comparative and General Linguis-
tics at the University of Salzburg. Major publications include RIVELEX
(Rigveda-Lexicon) vol. 1 (2006) (collaborators C. Katsikadeli, S. Niederreiter and
T. Kaltenbacher), Zur Genese und Funktion der altindischen Perfekta mit langem
Reduplikationsvokal (1996) and a number of articles, mainly on Indo-European
syntax.

Eugenio R. Lujan is Associate Professor of Indo-European Linguistics at the
Universidad Complutense de Madrid. His research has focused primarily on
morphological and semantic change in Indo-European languages. His publica-
tions concern Greek lexicography, Mycenaean, pre-Roman languages of Spain
(Iberian and Celtiberian) and comparative Indo-European linguistics.

Silvia Luraghi is Associate Professor of Comparative and General Linguistics
at the University of Pavia. She is a specialist in Greek and Latin linguistics,
Anatolian linguistics and Indo-European linguistics. Her main research inter-
ests concern syntactic and semantic change in the framework of functional-
typological and cognitive linguistics. Recent publications include On the
Meaning of Prepositions and Cases (2003), and Key Terms in Syntax and Syntactic
Theory (with C. Parodi, 2008).

Joseph Salmons is Professor of German and directs the Center for the Study
of Upper Midwestern Cultures at the University of Wisconsin—Madison. His
research focuses on speech sounds and language change. He edits Diachronica:
International Journal for Historical Linguistics and is coeditor of the forthcoming
Oxford Handbook of Historical Phonology.

Carlotta Viti studied linguistics and Indo-European languages in Pisa, Leipzig
and Jena, and is currently Assistant Professor of Greek and Latin Linguistics at

xi



List of Contributors

the University of Zurich. She is mainly interested in historical morphosyntax
and historical pragmatics.

Seren Wichmann is a Senior Scientist at the Max Planck Institute for Evolution-
ary Anthropology and Postdoctoral Fellow at Leiden University. His published
work includes 9 books (e.g., The Relationship among the Mixe-Zoquean Languages
of Mexico, 1995), and 35 papers in refereed journals such as Journal of Linguistics,
Studies in Language, Diachronica and Annual Review of Anthropology.

xii



Editors’ Introduction

Introducing a new handbook such as ours always implies asking what the
new enterprise will bring to the field. Handbooks of historical linguistics are
numerous; especially in the past two decades various introductory textbooks
have appeared, written by leading experts in the field: suffice it to mention
H. H. Hock, Principles of Historical Linguistics, T. Crowley, An Introduction to
Historical Linguistics (1987,1992), H. H. Hock and B. Joseph, Language History,
Language Change, and Language Relationship (1996), L. R. Trask, Historical Linguis-
tics (1996, 2007), L. Campbell, Historical Linguistics: An Introduction (1998, 2004),
M. Hale, Historical Linguistics: Theory and Method (2007). Such a monumental,
and still quite recent, work as B. Joseph and R. Janda (eds.) The Handbook of
Historical Linguistics (2003) could be thought to have exhausted the field, at least
temporarily.

However, the field of historical linguistics is so wide and challenging that it
can hardly be exhausted. Any new effort brings along different points of view,
and any restatement of a specific issue, even by the same author, implies an
advancement. Reconsidering the same matter from a different perspective
and with the opportunity to incorporate recent research leads to new, often
unexpected, results and contributes to the collective effort of advancement in
science. This is not to say that our volume aims only at summarizing or refor-
mulating shared wisdom and does not aim to distinguish itself among current
handbooks of historical linguistics. On the contrary, we aim at opening new
vistas for further research. On the one hand, we strove to cover such well
established subdisciplines of the field as methodology, phonological, morpho-
logical, syntactic and semantic change, grammaticalization, language contact,
regional and social dialectology, and causes of language change; on the other
hand, our contributors endeavored to present fresh new ideas in their theoreti-
cal and empirical approaches. We tried to avoid, at least in part, the Indo-
European bias, which, for practical reasons, remains common to our field, and
included chapters on traditional topics of historical linguistics which draw on
data from non-Indo-European languages. The functioning of the comparative
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Editors” Introduction

method, for example, is demonstrated with data from Algonquian languages,
and change in grammatical categories by data from Afro-Asiatic languages.

Contributors to this volume include both leading scholars, who authored
or contributed to the most authoritative current handbooks, and younger
researchers, who bring new perspectives on historical linguistics; they all share
the spirit that informed our planning of the book, and present original and
often groundbreaking research on the topic of their chapters.

In Chapter 1 we start by outlining the history of research into historical and
comparative linguistics and describing its sources (written and oral tradition,
paying due attention to diatopic and diastratic variation), and we briefly intro-
duce different types of writing systems in terms of their origins and develop-
ment. As a special feature of this book we include a list of resources, consisting
of literary and inscriptional corpora, both printed and electronic, for major
languages as databases for further research in the field.

Part I on methodology features four chapters devoted to the classical com-
parative method, internal reconstruction, typology and universals, and language
classification.

On the basis of data from the Algonquian family of languages, John Hewson
(Chapter 2) concentrates on the continuing relevance of the important method-
ological concept of ‘regularity of sound change’ to the discipline of historical
and comparative linguistics. He demonstrates that much of the low-level com-
parative and reconstruction work can now be done by automated methods, and
suggests that graduate students should be taught to use this technology. In
the case of polysynthetic languages, such as Algonquian, concordances of word
formatives can also be made by automated methods for diachronic and syn-
chronic research on word formation.

Brian Joseph (Chapter 3) shows the limits of the powerful method of inter-
nal reconstruction but also its significance in cases where there is no other
corroborating data available such as when one pushes back the temporal frame
for the proto-language even farther than the comparative method allows for.

Hans H. Hock (Chapter 4) discusses the role of general linguistic typology
and universals in historical and comparative linguistics touching on the
classical issues such as phonological reconstruction and the “glottalic theory’,
and syntactic reconstruction and the PIE word order. Under typology of sound
changes he focuses on the cardinal issue of system-balanced chain shifts;
in morphology he focuses on typology and analogical morphological change in
terms of its systematicity (directions of analogical change and grammaticaliza-
tion); in syntactic change he pinpoints the strong correlation of word order
typology with geography and language contact (e.g. the well-documented shift
from VSO to SOV in Amharic).

Seren Wichmann (Chapter 5) discusses methods of joining languages in
groups based on (different degrees of) genealogical relatedness under two
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Editors” Introduction

headings: character-based classification and distance-based classification. He
deals with external language classification only cursorily and elaborates at great
length on internal classification. He treats language classification as a subfield
of general phylogenetics, a field traditionally dominated by biology.

The two chapters in Part II are devoted to phonological change: Joseph
Salmons deals with segmental phonological change (Chapter 6) and Hans H.
Hock with suprasegmental and prosodic historical phonology (Chapter 7).

Salmons develops key examples of types of sound change and outlines
some major approaches to our understanding of individual sound changes
(such as assimilation, syllable-based change and preference laws, coda neutral-
ization and universal constraints on change, metathesis, dissimilation and
perception, chain shifting and sound change in progress, and the ‘life-cycle of
sound change’). He pleads for a more nuanced approach than most theories to
date which attempt to account for (virtually) all sound change with one entity
or process, and shows the importance of a multipronged approach which pays
equal attention to the issues of articulation, abstract phonological structure,
prosodic structure, perception and social motivations.

Hans H. Hock focuses on change in suprasegmental properties (tone, accent)
and other aspects of prosodic structure (such as prosodic phrasing and its
effects). The issues discussed include tonogenesis, prosodic finality and accent
retraction, accent protraction, avoidance of prominence clash, and phrasal pros-
ody and linguistic change. Hock reminds the readers that the prosodic organiza-
tion of utterances is relevant for the crosslinguistic tendency to place clitics in P-2
position and that, arguably, cliticization and Wackernagel’s Law started out as
prosodic phenomena.

Part III, devoted to morphological and grammatical change, includes three
chapters: Henning Andersen (Chapter 8) in his chapter ‘From morphologiza-
tion to demorphologization” examines the continuity and change in the struc-
ture of words and morphological systems in Slavic, Germanic and Romance
languages. Under morphologization (change by which grammatical expres-
sions become clitics and inflectional affixes) he distinguishes morphologization
from syntax, from word to clitic, from clitic to affix (univerbation) and expres-
sion reduction. Changes in inflectional morphology are subdivided into elabo-
ration (paradigmatization of new grammatical categories), simplification (the
loss of inherited grammatical categories), new combinations of grams, expres-
sion changes (esp. syncretism of expression), and reanalysis changes from
expression to content indexes (within or among paradigms). Demorphologiza-
tion is the reverse of morphologization including the types of changes by
which grammatical affixes change into clitics or words (or expression elements
with no grammatical function). Here Andersen distinguishes morphosyntactic
emancipation (affix > word, e.g. Greek ksana- ‘re’ > ksana ‘again’), demorpholo-
gization due to regrammation (e.g. inflected definite article > focus marker in
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Editors” Introduction

North Russian dialects), and due to degrammation (e.g. the loss of inherited
case systems).

Livio Gaeta (Chapter 9) introduces the concept of analogy and analogical
change from the viewpoint of both earlier and current scholarship. He distin-
guishes the customary types of analogy: four-part proportion, paradigmatic
leveling (both ‘vertical’ and "horizontal type) and less systematic types (contami-
nation, backformation and folk etymology), and suggests that Kurylowicz’s
and Marnczak’s contributions can be reduced to three main tendencies. Gaeta
views analogy as an underlying force of the faculty of language. He pinpoints
that in its ability to refer to local relations (vertical/horizontal) analogy differs
qualitatively from ‘rules,” and submits that analogical models of language stand
a better chance to grasp the forces which underlie our cognitive abilities.

Vit Bubenik (Chapter 10) analyzes changes in the nominal and verbal cate-
gories in Afro-Asiatic languages. The category of nominal gender is discussed
in the context of counting in Semitic languages (the so-called law of polarity);
also discussed are the phenomenon of ‘broken’ plural and collective nouns
in Arabic and Ethio-Semitic; the reconstruction of Proto-Afro-Asiatic case and
state systems and the trajectory to individual branches of the AA phylum;
and the unsettled issue of the reconstructability of Proto-AA as an ergative lan-
guage. The evolution of tense/aspect systems in individual Semitic languages
is carried out in a ‘whole-language perspective’ by considering not only the
exponents of aspect and tense but also those of diathesis and mood. Discussion
revolves around the thorny issue of the rise of the contrast perfect vs. perfective
in Central Semitic languages and the existence of a three-way contrast (imper-
fective—perfective —perfect) permeating the whole system of Akkadian (and
reconstructible for Proto-Semitic). It is argued that its transformation into a
two-way aspectual system of central Semitic is a result of several grammatical-
ization processes giving rise to analytic formations expressing unambiguously
the progressive aspect and perfect (as known from Hebrew, Aramaic and
Classical Arabic).

The four chapters in Part IV explore several standing issues in diachronic
syntax: change in word order, the rise of configurationality, the rise and spread
of subordination, and alignment.

Jan T. Faarlund (Chapter 11) opens his study of word order changes by draw-
ing a fundamental distinction between two approaches: that of ‘formal” vs.
‘functional” syntax. While the formal approach is suitable to study ‘reduction’
(from “free’ to “fixed” word order), the functional approach is more illuminating
in explicating change by reanalysis and extension and reduction (e.g in the
trajectory from OV to verb-second typology.) Both approaches are in a sense
complementary as exemplified by means of data from Old and Modern West
Germanic languages.
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Silvia Luraghi (Chapter 12) describes various phenomena connected with
increasing configurationality in the Indo-European languages and attempts a
unified explanation for them. She submits that free occurrence of discontinuous
constituents and null arguments distinguishes non-configurationality of two
types: head marking and dependent marking type. In the ancient IE languages,
which are dependent marking, null direct objects seem to be relatively com-
mon, which leads to the conclusion, already present in traditional wisdom on
PIE syntax, that an IE verb did not govern the case of its complement, and that
in dependent marking non-configurational languages the verb does not have a
syntactic valence. Put in terms of semantics, nominals are added based on the
meaning of the verb; the change toward increasing configurationality also
implies the grammaticalization of verbal valence.

Two major principles of language change are illustrated by Dorothy Disterheft
and Carlotta Viti (Chapter 13) in their contribution on nonfinite and finite sub-
ordination. In the first section, Disterheft studies the evolution of the formal
category of infinitive from a nominalization to a full member of verbal para-
digms (indeterminate infinitives > acquisition of verbal syntax > acquisition
of verbal morphology > unique infinitives > acquisition of tense and voice).
By means of data from ancient IE languages it is shown that old and new con-
structions can coexist for a long time, and that morphology may be rooted in
nominal paradigms while syntax starts displaying patterns typical of verbal
complements. In the second section, Viti presents the evolution from parataxis
to finite subordination as nonhomogeneous process with multiple paths in dif-
ferent languages. Latin and Ancient Greek, which possess a developed system
of finite subordination (with embedding and consecutio), also possess a highly
developed and grammaticalized system of infinitives. On the other hand, Vedic
and Hittite, which retain nominalized infinitives, present a scarcely syntacti-
cized finite subordination with adjoining and lack of consecutio. It is argued that
this suggests a parallel development of finite (from independent to dependent
sentence, from adjunction to embedding, development of consecutio) and nonfi-
nite subordination.

Geoffrey Haig (Chapter 14) defines three types of alignment: accusative,
ergative and active/stative (or semantic) alignment, and studies the accusative-
to-ergative shift on the basis of Ancient West Iranian data. Two solutions are
offered: the agented-passive interpretation and the noncanonical subject inter-
pretation. He concludes that at this stage of our knowledge we cannot formu-
late general and predictive elements of alignment changes. While an earlier
holistic approach held that alignment constituted a major typological parame-
ter, the later ‘contingency’ view assumes that different alignments may arise in
various sub-domains of the grammar as a result of independent change. Haig
suggests that alignment changes should not be viewed as the mere by-products
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of ‘blind” phonological changes, pointing out that in Kurdish the case marking
in the ergative construction has bifurcated either towards the ergative construc-
tion or towards ‘double Oblique’ systems (as in Pamir languages).

Part V includes three chapters devoted to the study of grammaticalization
and semantic change. Grammaticalization (‘the process by which grammar is
created’) is one of the most thriving branches of historical linguistics.

Elizabeth C. Traugott (Chapter 15) surveys definitional and various sub-
stantive issues pertaining to the model of grammaticalization as reduction
(the hypothesis of unidirectionality and its irreversibility), and grammaticaliza-
tion as expansion (host-class expansion, and syntactic and semantic-pragmatic
expansion). She identifies four major theoretical issues which appeared in the
study of grammaticalization during the past decade: insights from construction
grammar, motivations for the onset of grammaticalization, the mechanisms of
analogy and reanalysis, and areal and contact studies.

Eugenio R. Lujan (Chapter 16) explicates the basic tenets of word-level and
sentence-level semantic change. In the first section he distinguishes mechanisms
of semantic change (metaphor, metonymy, folk etymology, ellipsis), changes in
the scope of meaning (broadening, narrowing) and changes in connotational
meaning (pejoration, melioration). In the section dealing with sentence-level
meaning he introduces the dichotomy of syntagmatic and paradigmatic changes
(i.e. changes due to similarity in form and those due to similarity and contiguity
in meaning). Manifold causes of semantic change (historical, social, psychologi-
cal and those due to language contact) are examined. A deeper understanding
of causation involves considerations of its regularity and directionality, the
issues of polysemy, and diachronic pragmatics (the interface between linguistic
structure and use).

Thomas Krisch (Chapter 17) introduces his chapter on etymology by a short
history of this oldest subdiscipline of linguistics, as instanciated in Plato’s dia-
logue Cratylus. He compares and evaluates classical and modern approaches to
etymology by providing the ‘right” etymology of the theonym Poseidon—the
syntagm ‘Oh lord of waters’—replacing Socrates’ fanciful folk etymology posi-
desmo- ‘(one) being a bond for the feet.” Several etymologies of more recent for-
mations (street, creed and podcasting) are provided.

Part VI features chapters on language contact, regional and social dialecto-
logy and the causes of language change. The study of language contact is
nowadays recognized as a subdiscipline positioned between historical and
sociolinguistics.

Bridget Drinka (Chapter 18) offers a brief synopsis of early works and con-
tinues with the issues of areal linguistics, the role of the study of pidgins and
creoles in the development of modern contact linguistics and the effects of con-
tact (the role of calquing, metatypy and replication). Under theoretical issues
she discusses contact at the micro- and macro-level, contact and typological
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changes, and the role of bilingual/bidialectal speakers who possess access to
the social values of features in both systems.

J. K. Chambers (19) distinguishes two branches of dialectology: dialect
geography and sociolinguistics, the latter beginning in the 1960s with the dis-
semination of W. Labov’s ideas. He elaborates on their fundamental differences
in their approach to independent variables of class, age, sex and other social
attributes: qualitative vs. quantitative, univariate vs. multivariate, and categorical
vs. variable. He demonstrates how to draw historical inferences from regional
variation available in dialect atlases, and inferences from social variation based
on the study of nonmobile, older, rural males (NORMSs) vs. mobile, younger,
urban females. Both branches of dialectology view language change in motion
and shed considerable light on the mechanisms of its change.

Silvia Luraghi (Chapter 20) explores the causes of language change. She
briefly surveys current theories on the issue, especially concentrating on the
‘child-based’ theory, according to which language change is brought about
at the stage of L1 acquisition by children, and the ‘invisible hand’ theory,
which views language change as caused by converging patterns of innovation
introduced by speakers seeking for successful communication. Luraghi also
addresses the issue of directionality and teleology in language change, the dis-
tinction between internally and externally motivated changes, and the tenabil-
ity of the uniformitarian hypothesis, which holds that language change can
be explained on the basis of results from research on synchronic variation.

The structure of this book was outlined during the 18" International
Conference on Historical Linguistics (ICHL), held at Montreal in 2007, where
we met with most of our contributors to discuss its contents. Several other
colleagues joined the team at later stages, but all of them were extremely keen
on meeting our deadlines that we imposed on them, so that we were able to tell
them at the following 19" ICHL (Nijjmegen, 2009) that we were working on the
final version of the manuscript. We acknowledge that two years is quite a short
time for a wide ranging enterprise such as this, and would like to thank all
contributors for tolerating our insistence on deadlines and the length of their
chapters.

Our thanks are also due to our students who were involved in preparing the
final version of this volume according to the specifications of the Continuum
Press. Arianna Zunazzi (University of Pavia) prepared the first revision of
the whole manuscript, and Karen Tucker (Memorial University) assisted us in
fixing the diacritics and composing the final bibliography.

Silvia Luraghi and Vit Bubenik
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1. History of Research
1.1 Relevance

In this chapter we start by introducing historical linguistics through its history.
Apart from general documentary interest, one may wonder why one should
know history of past theories and research when approaching this field: after all,
one does not normally begin a book on phonology with a survey of past knowl-
edge. In the field of historical linguistics, however, there are several turning
points which make it imperative for the understanding of current issues to have
also some knowledge about the historical development of theories which con-
cern them. For instance, when discussing regularities and irregularities in pho-
nological change, the way in which the notion of sound law was implemented
by the neogrammarians and criticized later on remains very much an issue.

1.2 The Rise of Comparative Linguistics

The official act of birth of comparative historical linguistics is conventionally
indicated in Sir William Jones’” The Sanscrit Language, delivered as a lecture at
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the Asiatic Society in 1786, in which the author remarked that the similarities
between Greek, Latin and Sanskrit hinted to a common origin, adding that such
languages might also be related to Persian, Gothic and the Celtic languages.
While there is not much really historical in Jones’ notes, it is nonetheless true
that later work on historical linguistics developed out of the discovery that
some languages had a common ancestor. In any case, during the first few
decades of its life, comparative historical linguistics put the emphasis on the
first part of its name; the main interest of early historical linguists was not on
language history and language change, but rather on comparison and (some-
what later) on reconstruction.

In spite of its birth within the British Empire, historical linguistics was imme-
diately adopted in Germany, where it found its real cradle. Among early step-
fathers was philosopher Friedrich Schlegel, whose 1808 book Uber die Sprache
und Weisheit der Indier (‘On the speech and wisdom of the Indians’) bridged the
gap between his homeland’s orientalists and linguists (Sanskrit had already
been studied in the last decades of the eighteenth century in German universi-
ties, although the first chair was founded by Schlegel’s elder brother August
Wilhelm in 1818).2 Schlegel correctly pointed to grammatical, rather than lexi-
cal, similarities as evidence for genetic affiliation among the Indo-European
languages, including, besides the above-mentioned ones, the Slavic languages
and Armenian, and added that complete divergence from the grammar of
Sanskrit showed that lexical similarities with Hebrew and Coptic, as well as
with Basque, must be considered an accident. According to Schlegel, Sanskrit
was either the ancestor of all other Indo-European languages, or at least the
closest language to the unknown ancestor, given its higher level of morphologi-
cal regularity. We can thus date to Schlegel the origin of the Sanskrit-biased
model of Proto-Indo-European, which has characterized (or plagued, as some
would argue) Indo-European linguistics along its whole history.

The next important step in the development of comparative historical lin-
guistics is the discovery of the first Germanic sound shift, commonly referred to
today as ‘Grimm’s Law.” Indeed, the first scholar to describe the sound shift was
Dane Rasmus Rask in his 1818 essay Undersogelse om det gamle nordiske eller
islandske Sprogs Oprindelse (‘Introduction to the grammar of the Icelandic and
other ancient northern languages’); Grimm then elaborated on Rask’s findings in
the second edition of his Deutsche Grammatik (‘Germanic grammar’), published
in 1822. Even though Grimm’s Law represents nowadays the prototype of all
sound laws, it was only later, in the second part of the nineteenth century with
the work of the neogrammarians, that the concept of sound law (and hence of
regularity) came to light, indeed through the explanation of putative irregulari-
ties to the first sound shift, which had remained unexplained in Grimm'’s work.

Although phonology remained the privileged field of research for nineteenth-
century comparative historical linguistics, comparative grammar also had an
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early birth, which can be dated to the publication of Franz Bopp’s 1816 Uber das
Konjugationssystem der Sanskritsprache in Vergleichung mit jenen der griechischen,
lateinischen, persischen und germanischen Sprache (‘On the conjugation system
of Sanskrit in comparison with that of Greek, Latin, Persian and Germanic’). In
this work, Bopp explained his Agglutinationstheorie, or ‘agglutination theory,’
according to which bound morphemes such as verb suffixes and endings origi-
nated from earlier free morphemes, notably auxiliaries (which including the
verb ‘be’) and personal pronouns. Today, Bopp’s idea of Agglutination can easily
be conceived of as a predecessor of grammaticalization, and consequently be
taken seriously; it must be said, however, that Bopp’s description of develop-
ments due to coalescence of morphemes is far from accurate. This fact, together
with a general lack of interest in the reconstruction of the origins of morpho-
logy, led his theory to early discredit. Only in the second part of the twentieth
century some of his hypotheses have been shown plausible, as is the general
idea of the origin of bound from free morphemes.

Among Bopp’s merits, one must further mention his appointment, in 1821, to
the first chair of linguistics, then called Orientalische Literatur und allgemeine
Sprachkunde (‘Oriental literature and general language studies’), at the univer-
sity of Berlin. This university had been founded in 1810 by another famous
philosopher and linguist, Wilhelm von Humboldyt, at that time Prussian minis-
ter of education. Humboldt’s interest in language was manifold, and could rely
on his knowledge of a wide number of languages, including many exotic ones
which had never been described before. He is best known for laying the foun-
dations of linguistic typology in his 1836 book, Uber die Verschiedenheit des
menschlichen Sprachbaus und seinen Einfluss auf die geistige Entwicklung des
Menschengeschlechts (‘The heterogeneity of language and its influence on the
intellectual development of mankind’), originally intended as an introduction
to a grammar of the Kawi language of Java. In this classical work, Humboldt
classified languages based on their innere Sprachform, or ‘internal structure,” and
divided them into isolating, agglutinating and fusional.* Humboldt’s impact
on the development of linguistics can hardly be overstated. As far as historical
linguistics is concerned, his language typology was later incorporated by
Schleicher in his model of language evolution, although it must be said that
Humboldt thought that languages could not change type, since this would have
meant a change in their internal structure.

In spite of his reassuring remark that any language is equally and fully
representative of human spirit, Humboldt still did not fail to indicate that lan-
guages ranked differently on a value scale based on their internal structure,
which he viewed as molding the mind of each ‘nation’ (conceived of as a
cultural and linguistic, rather than political unit). As mentioned above, it was
E. Schlegel’s idea that the morphological structure of Sanskrit pointed to its supe-
riority: indeed, both F. Schlegel and his brother, August Wilhelm, conceived of
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languages, and consequently of their speakers, as ranking differently on a value
scale. For most nineteenth-century thinkers, the fusional type represented by
Sanskrit constituted the most valuable language type, its trademark being the
possibility of expressing grammatical categories through vowel alternation, or
apophony (as in English sing / sang). As Humboldyt, the Schlegel brothers thought
it impossible for a language to change type; they also rejected Bopp’s Agglutina-
tionstheorie, which predicted that fusion could rise out of agglutination.

German linguists and philosophers mentioned thus far, who were active in
the first part of the nineteenth century, were deeply influenced by Romanticism.
This explains their interest in the reconstruction of early stages of language,
as well as in folk traditions (as well known, Jacob Grimm collected various
volumes of folk tales together with his brother Wilhelm), which were viewed as
building stones of national identity.

The turn of mid century brought along an array of innovations in compara-
tive historical linguistics. One of these was the introduction, in 1853, of the fam-
ily tree diagram, or Stammbaum, by August Schleicher, who was also the first
linguist to seriously attempt a complete reconstruction of Proto-Indo-European
(he even wrote a famous tale in Proto-Indo-European, The Sheep and the Horses,
which enjoyed several revivals in the twentieth century, including a laryngeal-
istic and a glottalic one). Such a reconstruction called for greater accuracy in the
description of sound change, thus opening the way to the work of the neogram-
marians. Schleicher was an amateur botanist, and his Stambaummtheorie is often
regarded as an attempt to introduce the methods of biology into linguistics.*
Indeed, Schleicher also read and commented on Charles Darwin’s Origin of
Species and supported an evolutionary view of language development.

Based on Humboldt’s typology, Schleicher argued that Proto-Indo-European
was the endpoint of a process in which the final fusional language type had
been preceded by an isolating, then by an agglutinative stage. In other words,
Schleicher rejected the idea that languages could not change type; moreover,
he also thought that Sanskrit was not the common ancestor of all other Indo-
European languages, even though his Proto-Indo-European still looked remark-
ably similar to Sanskrit. Schleicher still saw an increasing scale of value in
the evolution that led from the isolating to the fusional stage of Proto-Indo-
European and Sanskrit. To his mind, later stages, attested to in the documented
history of the Indo-European languages, which partly shifted away from the
perfect fusional type, represented an ongoing process of decay. In addition,
Schleicher saw language as an organism independent of its speakers, with a life
and development of its own, which followed the laws of nature.

The language as an organism metaphor was deeply entrenched in mid
nineteenth-century linguistic thought. Even Schleicher’s greatest critic, Max
Miiller, wrote that linguistics must be considered a natural science, and use the
method of natural sciences, rather than adopt a historical perspective, as for
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the study of other human institutions. To his mind, language was not the
product of the activity of speakers, but a product of nature, and as such had not
a history, but rather a growth.

1.3 The Neogrammarians and Their Critics

Thus far, comparative historical linguistics looks very much like an all-German
story. However, in the second half of the nineteenth century, contribution by
scholars from other countries grew more and more relevant. Among the
most influential non-German linguists of the time is American William Dwight
Whitney, professor of Sanskrit and later of comparative philology at Yale Uni-
versity, and author of an important grammar of Sanskrit. Besides his interest in
language description, Whitney also wrote several works on language change,
the most renowned of which is The Life and Growth of Language: An Outline
of Linguistic Science, published in 1875. In this book and in preceding work,
Whitney contrasted Schleicher’s (and Miiller’s) view of language, which he
rather conceived of as a historical product, connected with the activity of
speakers.

A milestone in the development of historical linguistics is constituted by
Karl Verner’s 1876 paper Eine Ausnahme der ersten Lautverschiebung ("An excep-
tion of the first sound shift’), which explained a set of irregularities to Grimm'’s
Law, commonly known today as Verner’s Law. This article opened the road
to August Leskien’s formulation of the doctrine according to which phonetic
laws have no exceptions, the main credo of the Leipzig-based group of scholars
known as ‘neogrammarians’ (German Junggrammatiker). Since another group of
exceptions to Grimm’s Law had already been explained in 1863 by Hermann
Grassmann, who formulated what is known as Grassmann’s Law, the neogram-
marians got the impression that sound laws were exceptionless, similar to
physical laws, which made linguistics look more scientific than before.

With the description of new sound laws, Proto-Indo-European started to
look increasingly different from Sanskrit. A major change was the reconstruc-
tion of the vowel system when linguists realized that the /a/ vowel which was
predominant in Sanskrit resulted from merger of /e/, /o/, and /a/. A far-reaching
contribution to this issue came in 1878, when Swiss linguist Ferdinand de
Saussure, later known as the founder of general synchronic linguistics, published
his Mémoire sur le systéme primitif des voyelles dans les langues indo-européennes
("Thesis on the primitive vowel system in Indo-European languages’), in which
he laid the foundations of the laryngeal theory, since then a major topic of
discussion in the field of Indo-European linguistics. An important fact about
Saussure’s version of the theory is that Anatolian, the only branch of Indo-
European which preserves consonants as traces of laryngeals,® was virtually
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unknown at his time. Thus, his reconstruction of laryngeals is an example of
purely internal reconstruction.

The most complete theoretical account of historical linguistics produced by
the neogrammarians is Hermann Paul’s 1880 book Prinzipien der Sprachgeschichte
(‘Principles of language history’). Indeed, this work constitutes a fuller discus-
sion of linguistics than the title seems to imply, if considered today. We have
mentioned above that Whitney rejected Schleicher’s and Miiller’s view of lan-
guage as a natural phenomenon. Within the mainstream of European theoreti-
cal linguistics, it was the neogrammarians’ merit to make it clear that linguistics
was not a natural, but rather a historical science, in accordance with nineteenth-
century historicist conception of human and social sciences. Thus, only with the
neogrammarians did historical linguistics earn the right to the first part of its
name. Paul’s book is rich with far-reaching implications, not only on language
evolution, but on language in general, including language acquisition, which
he conceived of as responsible for language change, and the true object of
linguistic research, which he viewed as being the structure of the individual
variety used by a native speaker.”

Up to what we have described thus far, historical linguistics virtually only
relied on data from ancient languages. This amounts to saying that linguists
were mainly using literary, fairly standardized varieties, which could not allow
them to understand the reality of synchronic language variation. However,
very much at the same time during which the neogrammarians were working
on sound laws, pioneering field research on regional variation was being done
in Germany, as well as in France, Switzerland and northern Italy. Among the
first to produce field data on diatopic variation was Georg Wenkler, who under-
took the task of mapping spoken varieties of German in 1876. Among other
results, Wenkler’s research showed that dialects in which the High German
sound shift had taken place were not separated by a sharp border from those
in which it had not taken place, but rather by a fuzzy continuum. This result
challenged the idea that sound change could draw borders among varieties,
which, in historical terms, had the consequence of challenging the adequacy of
the family tree model.

Indeed, the family tree model had already proved problematic. A particu-
larly complicated issue was constituted by its implication of intermediate com-
mon stages, such as Balto-Slavic or Italo-Celtic, as well as by the implication
that languages did no longer have contacts with each other once they had split.
Counterexamples led Johannes Schmidt to formulate his famous Wellentheorie,
or ‘wave model,” in his 1872 book Die Verwandtschaftsverhiltnisse der indoger-
manischen Sprachen (‘The relationships of the Indo-European languages’).
According to this model, innovations spread from a center in circular waves
with decreasing strength, which explained the different degree of their regular-
ity in different languages.
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Schmidt’s theory proved useful for capturing data from spoken varieties
and dialectal variation in the work of Hugo Schuchardt, who, in his 1885 publi-
cation Uber die Lautgesetze. Gegen die Junggrammatiker (‘On sound laws. Against
the neogrammarians’), harshly criticized the idea that sound change is excep-
tionless, and suggested that the same type of sound change can take place at
different times (or never take place) independently in different words, a theory
later known as ‘lexical diffusion.” Schuchardt’s broad interests in language vari-
ation and language contact brought him to extend his research outside its
original field of Romance linguistics to embrace also non-Indo-European lan-
guages such as Basque (in this field a notable precursor had been Wilhelm von
Humboldt) as well as to the birth and development of creoles.

Toward the end of the nineteenth century, Indo-European linguistics broad-
ened its field to syntax. A milestone in this respect is the publication in 1892
of Jacob Wackernagel’s article Uber ein Gesetz der indogermanischen Wortstellung
(‘On a law regarding Indo-European word order’), in which Wackernagel
pointed to the existence of second position clitics in the ancient Indo-European
languages. The turn of the twentieth century saw the completion of Karl
Brugmann’s monumental Grundriss der vergleichenden Grammatik der indoger-
manischen Sprachen (‘Outline of the comparative grammar of the Indo-European
languages’) by Bertholdt Delbriick, who contributed three volumes on syntax
(Brugmann’s five volumes on phonology and morphology appeared between
1886 and 1893).

Various levels of language are involved in Antoine Meillet’s definition of
‘grammaticalization,” a term he used for the first time in a paper of 1912. Meillet
observed that frequently used free forms, such as auxiliaries, tend to loose free-
dom in word order, undergo semantic bleaching and phonological reduction,
to such an extent as to become bound morphemes. Meillet’s paper, which, with-
out overt reference revived in part Bopp’s Agglutinationstheorie, had a major
follow-up only more than half a century later. In spite of the delay, research on
grammaticalization is now a major field within historical linguistics.

Throughout the nineteenth century, the linguists’ nationality played a major
role in the choice of languages to be studied. Indeed, Sanskrit became popular
in western Europe because the British Empire extended to India. More gener-
ally, the fact that all linguists were speakers of Indo-European languages gener-
ated the Indo-European bias that dominates historical linguistics up to the
present. In addition, interest in exotic languages could hardly lead to historical
studies, due to lack of written records. In spite of this, it must be mentioned that
the comparative method for demonstrating language relatedness was first
employed, a few years before Sir Williams Jones’ lecture, in the field of Uralic
languages by Hungarian Jesuit Janos Sajnovics, who published in 1770 his
Demonstratio Idioma Ungarorum et Lapponum idem esse ('Proof that the Hungarian
and the Lapp languages are same”). Sajonovics based his argument mostly on
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comparison of bound morphemes, and reached relevant results, even though,
as often happens to precursors, most credits for starting Uralic linguistics went
to another Hungarian, Samuel Gyarmathi, who was active a couple of decades
later.

Yet another language family was available to western scholars, which could
be studied in the same time depth of Indo-European, i.e., Hamito-Semitic.?
Indeed, the study of Near Eastern languages flourished during the nineteenth
century, especially after the discovery of the Rosetta Stone by Napoleon’s troops
in 1799, which led to the decipherment of Egyptian writing. In the following
decades, decipherment of cuneiform allowed linguists to gain a better insight
into the ancient Semitic languages. That the Semitic languages could be related
with some other languages of northern Africa was first suggested by Theodor
Benfey in 1844 (he indicated Cushitic and Berber as genetically related to
Semitic), while the term ‘Hamito-Semitic,” which also included Egyptian,
appears in Friedrich Miiller’s 1876 Grundriss der Sprachwissenschaft (‘Fundamen-
tals of Linguistics”). On the example of Brugmann’s and Delbriick’s Grundriss,
a comparative grammar of Semitic languages (Grundriss der vergleichenden
Grammatik der semitischen Sprachen, ‘Outline of the comparative grammar of
the Semitic languages’) appeared in 1908-13, written by Carl Brockelmann.
Especially in the field of language reconstruction, one must also mention Carl
Meinhof’s work on Bantu languages, with the publication of his 1906 Grundziige
einer vergleichenden Grammatik der Bantusprachen (‘Principles of the comparative
grammar of the Bantu languages’), and Leonrad Bloomfield’s paper The sound
system of Central Algonquian, which appeared in Language 1926, and used the
comparative method for the reconstruction of another language family.

1.4 Historical Linguistics in the Twentieth Century and Beyond

The first two decades of the twentieth century saw the growth of Linguistic
Atlases in many European countries. At the same time, American linguistics
inaugurated its tradition of anthropologically oriented interdisciplinary research,
with growing interest for the languages of native Americans. It was the pioneer-
ing work of anthropologist Franz Boas, who collected data on a large number of
native American languages during the last decades of the nineteenth century,
which stimulated interest of linguists in a new perspective. Boas, who started
out as a geographer, became acquainted with the Inuit language during an
expedition to Baffin island in 1883. He moved to the United States from native
Germany five years later, and got increasingly interested in the native popula-
tions of North America. His research on native languages culminated with the
publication of his Handbook of American Indian Languages in 1911.
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For obvious reasons, field research on native American languages could
hardly profit of a historical orientation, as did at least in part research on lan-
guage variation in Europe (although Bloomfield’s work on the reconstruction of
Proto-Algonquian cannot be forgotten; see Chapter 2 in this volume). American
structuralists had all been involved in research on native varieties, but most of
them did not develop their own theoretical stance on language change, with the
notable exception of Edward Sapir, one of Boas” students at Columbia Univer-
sity. In his book Language, published in 1921, Sapir elaborates on the notion
of “drift.” After pointing to the synchronic variability of language, Sapir also
remarks that the norm tends to level out variation, and wonders how such
a dialectic relation can allow for language change. Drift is his answer to this
question. In his words, ‘Language moves down time in a current of its own
making. It has a drift. If there were no breaking up of a language into dialects,
if each language continued as a firm, self-contained unity, it would still be
constantly moving away from any assignable norm’ (1921: 150). Drift captures
the idea of directionality in language change, but it is not limited to it: indeed,
the idea of drift as indicated in the above quotation is much more far-reaching.
The fact that drift, in Sapir’s thought, could mold language change even if there
were no synchronic variation implies a distinction, albeit not explicitly stated,
between system and usage: as if variation were not a constitutive feature of
language, but rather a supplementary one, the real nature of language being
that of an abstract system (cf. Croft 2000: 4 and Chapter 20 in this volume).

Sapir’s faith in drift, and his previous discussion of the relation between
norm and variation point toward the by then well-established issue of system
vs. usage. Impossibility to account for both was indicated for the first time by
Ferdinand de Saussure, whose 1916 book Cours de linguistique générale (‘Course
in general linguistics’), consisting of class notes by his students and published
posthumously, laid the foundations of general linguistics, intended as the syn-
chronic study of language as a system (and as such not allowing for variation).
In Saussure’s thought synchrony and diachrony were also contrasting notions,
which could not be accounted for in a unified view of language as a system.
In a way, Sapir incorporated the notion of system into diachrony, thus anticipat-
ing later tendencies of European structuralism.

Synchronic orientation did indeed dominate theoretical linguistics in the first
part of the twentieth century, especially in the United States, with Bloomfield
and later with Generative Grammar. This does not mean that historical linguis-
tics did not progress. In the first place, linguistic data regarding the Indo-
European languages were dramatically enlarged by the decipherment of Hittite
by Czech Bedfich Hrozny in 1916. Hittite is the earliest attested Indo-European
language; some of its peculiar features were able to seriously challenge for the
first time the Sanskrit-based traditional reconstruction of Proto-Indo-European.
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Discrepancies between Hittite and the other Indo-European languages led
American linguist Edgar Sturtevant to formulate in 1926 his Indo-Hittite
hypothesis, which viewed Hittite (and Anatolian in general) as having split
away from Proto-Indo-European at a much earlier time than the remaining
languages.

Especially in Europe, historical linguistics profited from the influence of
dialectology. Work by leading scholars such as Wilhelm Meyer-Liibke and espe-
cially Jules-Louis Gilliéron developed in the direction of linguistic geography.
Working on the French Linguistic Atlas, Italian linguist Matteo Bartoli indicated
in 1925 various tendencies of linguistic areas, which he summarized in a num-
ber of principles, the most important of which being that isolated areas tend to
be more conservative, and that if the same feature is found in lateral areas far
from each other and not in the central area, then it is the latter which presents
an innovation.

European structuralists also became interested in language change. Especially
French linguist André Martinet must be credited with a successful attempt to
adapt Saussure’s notion of language as a system to language change. Doing
this, Martinet took over the legacy of the Prague School, whose leading mem-
bers, such as Roman Jakobson, did not draw a sharp distinction between syn-
chrony and diachrony in their functional consideration of language. Already
during their famous presentation at the 1928 International Conference of
Linguists in the Hague, members of the Prague Linguistic Circle indicated that
the dichotomy between synchrony and diachrony as stated by Saussure must
be left behind. Typical of the way in which structuralists conceived of language
change is the notion of teleology, which is implied in the idea of language as a
system in which, as Meillet put it, “tout se tient’ (‘everything hangs together”).
In his 1931 essay Prinzipien der historischen Phonologie (‘Principles of historical
phonology’), Jakobson stated that one must look for the final causes of lan-
guage change, which, to his mind, depended on the tendency of a system to
preserve its systematic nature. Martinet further speculated on the causes of
phonological change. He indicated as contrasting principles the need of being
understandable in communication, which implied keeping a high number of
distinctions, and the tendency toward least effort, which resulted in decrease
in the number of distinctions. He also elaborated the idea of economy, which
he fully illustrated in his 1955 book Economie des changements phonétiques
("Economy of sound change’).

Theoretical linguistics in the United States again turned to language change
during the 1960s. The publication of Robert King’s Historical Linguistics and
Generative Grammar in 1969 followed previous research in the field, especially
by Paul Kiparsky. King described language change in terms of rule addition,
rule insertion and rule change (1969: 39-63), which he mainly discussed based
on examples of phonological change. The turning point for research on syntactic
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change within the framework of Generative Grammar is constituted by David
Lighfoot’s 1979 book Principles of Diachronic Syntax, opening a flourishing
tradition of studies which continues today.

An important issue within such approach to historical linguistics regards
the causes of language change, which generativists conceive of as crucially con-
nected with language acquisition by new generations (see Chapter 20 in this
volume).

In the same decades in which Generative Grammar was turning toward
historical linguistics, language typology knew a major revival with the works
of Joseph Greenberg. Especially important for following developments in his-
torical linguistics is the publication of Greenberg’s paper Some Universals of
Grammar with Particular Reference to the Order of Meaningful Elements in 1963, in
which the author sketched what has since been known as word order typology.
Shortly thereafter, typology became a helpful instrument of language recon-
struction. This did not only concern word order. Following a seminal paper
by Roman Jakobson, Implications of Language Universals for Linguistics (1963)
Gamkrelidze and Vjaceslav Ivanov in 1972, and, independent of them, Paul
Hopper in 1973, propounded what has since been known as the ‘glottalic
theory,” a new reconstruction of the Indo-European obstruents system.’ Bernard
Comrie synthesized the main characteristics of the typological and universalist
approach based on a wide range of languages in his monograph Language
Universals and Linguistic Typology in 1981. At the same time the controversy
regarding the status of universals arose. In the generative approach (such as
Lightfoot 1979) all universals were taken to be part of the human biological
endowment, hardwired in the brain of the infantile language learner, while,
on the other hand, the functionalist approach emphasized the main role of lan-
guage fulfilling its discourse and communicative functions. Research on lan-
guage variation, which had been mainly pursued by dialectologists, became a
major field of research in American linguistics in the 1970s. Sociolinguists
directed their attention to social, or diastratic, rather than diatopic variation.
Field research on this topic soon made it clear that synchronic variation had
intimate connections with diachronic change, as argued by William Labov in his
1972 Sociolinguistic Patterns. Also important for the understanding of language
change are recent developments in the study of language creoles. This recent
tradition, which has its roots in the pioneering work of Hugo Schuchardt, dem-
onstrates the importance of adult language acquisition for language change.

In the meantime, research on language change including historical syntax
further developed from the tradition of Indo-European studies, and took advan-
tage over the decades of insights coming from language typology and studies
of language variation. A significant contribution to the establishment of a gen-
eral framework for the investigation of syntactic change was the monograph
Historical Syntax in Cross-Linguistic Perspective (1995) by Alice C.Harris and Lyle
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Cambell who moved the field closer to explicating the range and nature of
causes of syntactic change (reanalysis, extension, and language contact and
syntactic borrowing) combining historical linguistics with recent advances in
linguistic typology. In 1973 the series of International Conferences on Historical
Linguistics began, which bring together biennially leading scholars in the field.
Much of their scholarship can be found in the following chapters of this book.

2. Sources

Historical research requires some time depth; consequently, it mainly focuses
on language families which rely on a long documented time span. Among the
world’s languages, those that are documented for longer than two thousand
years are Indo-European, Afro-Asiatic and Sino-Tibetan. A number of other
language families, such as Uralic, Altaic, Caucasian, Dravidian, Austronesian
and Japanese are documented to different extents starting from the first half of
the first millennium cg; most language families, however, are known only from
data from the second millennium ce. Ancient documentation also includes a
number of extinct languages, such as Sumerian (third-second millennium BcE)
or Etruscan (first millennium sce), both isolate, which have been in contact with
some Indo-European and Afro-Asiatic languages.

When no direct sources are available, some insight into an otherwise
unknown language may still be gained through indirect sources. They include
evidence from borrowing, onomastics, toponomastics, words quoted in texts
written in other languages. For example, the Celtic languages spoken in conti-
nental Europe are poorly documented in antiquity, via inscriptions (in several
varieties: Gaulish, Celtiberian; some come even from the Balkans), but we can
form some more ideas about them on the basis of anthroponyms and toponyms
found in texts by Roman authors.

2.1 Types of Source and Types of Writing Support

For original sources to have been able to survive for centuries or millennia, the
type of support must obviously be long lasting. Such are epigraphic sources,
available for many early attested languages. Other relatively stable types of sup-
port are clay or metal artifacts, seals, shells or bones. The earliest Chinese texts are
written almost exclusively on such supports: the earliest stages of Old Chinese are
documented by the so-called oracle bones as well as by inscriptions on bronze.
The type of support also has implications on the type and the length of the
recorded texts. Indeed, some of the extant epigraphic texts are long and contain
treaties or poetry, but by the most part inscriptions are short, often similar to
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each other, as e.g. in the case of tomb inscriptions, and formulaic, as in the
case of oracle texts, while seals most often contain little more than personal
names.

A popular support in the Ancient Near East and eastern Mediterranean is
constituted by clay tablets. When baked, clay tablets become virtually as long
lasting as stone. Among languages preserved by clay tablets are some belong-
ing to the Semitic family, such as Akkadian, Ugaritic and Eblaitic, the Anatolian
languages (Indo-European), as well a number of non-Indo-European languages
of Anatolia, such as Hattic and Hurrian, other language isolate such as
Sumerian, all written in cuneiform script. In the area of Mesopotamia and
Anatolia, this type of support is typical of the millennia sce. Clay tablets served
as support for a big variety of texts, some of them comparatively long; obvi-
ously, not all cuneiform languages are equally well attested: political as well as
religious or cultural matters play an important role in determining a language’s
likelihood of being recorded and the extent of the documentation.

Not all populations which made use of clay tablets also baked them. The
earliest extant Greek texts, the Mycenaean tablets which date back to the twelfth
century BCE (in Crete the Knossos tablets date back to the fourteenth/thirteenth
century) were baked accidentally in the fires that destroyed the archives:
normally, they were not baked because they were not intended for long term
archivization. Since they mostly contained information regarding goods and
expenditures as well as lists of workers belonging to the palaces, such tablets
were intended for preservation only during the current budget period. This
also implies that, with few exceptions, texts recorded in this way are by the
most part quite similar to each other. Indeed, our knowledge of Mycenaean
Greek is impaired by lexical repetition (as well as by the peculiarities of its
syllabographic writing system) and complex syntactic constructions are virtu-
ally unavailable.

The exceptional environmental conditions of the Nile Valley allowed pre-
servation of Egyptian and later Coptic, as well as Aramaic, Greek and Latin
texts written on papyri. The latest papyri are written in Arabic, after the expan-
sion of the Arabs to northern Africa. The number of Egyptian papyri, mainly
found in tombs, is enormous and covers the long time span from the third
millennium BcE to the first millennium ce. Papyri in other languages span from
the fourth century BcE to the seventh century ce. Greek and Latin non-literary
papyri document spoken varieties, while literary ones have often supplemented
texts known from the written tradition.

Apart from texts on bone or bronze, Old Chinese was written on perishable
supports, such as bamboo, wood strips or silk. Chinese were also the first to use
paper (in the modern sense) as a support for writing, in the second century ck,
while in the West parchment replaced papyrus starting from the second century
BCE, and remained the most common support throughout the Middle Ages.
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2.2 Written Tradition

Sources which do not date back to the actual age in which they were written
and are preserved in later copies may have been copied when the language was
still spoken, or when it no longer was. As remarked above, Near Eastern lan-
guages written in cuneiform, such as Akkadian or Hittite, are documented by
a large quantity of clay tablets; such tablets were kept in archives, and, because
they were being used for practical purposes (as in the case of law codes or
rituals), they were often copied. This activity lasted for several centuries, dur-
ing which the languages underwent changes. Consequently, besides possible
scribal errors due to the copying process, the language was sometimes (but not
always and not consistently) updated, which makes it difficult to gauge the age
of the specific variants.

On the contrary, the Egyptian documentation, albeit consisting of texts which
were also often copied, does not present clear traces of linguistic updating.
During the Late Egyptian period, Middle Egyptian texts were still being copied
in the language in which they had originally been written, which by then had
become the literary language, and as such was written until the fourth century
ct (while the Middle Egyptian period ends in 1300 Bce). Some interference from
the spoken language occurs in texts composed in Middle Egyptian during
the Late Egyptian period, but updating in copies of texts composed during the
Middle Egyptian period was not a common practice.

In the case of languages such as Greek and Latin, as well known, most liter-
ary texts were copied during the Middle Ages by copyists who, generally speak-
ing, had a relatively good knowledge of the languages, although they were no
longer spoken. Before the beginning of type setting in the fifteenth century ck,
Latin and Greek literary texts were copied by monks; available codices date to
different periods and are variably preserved. Similar to Greek and Latin, Old
Chinese texts are also mostly known through written tradition.

Different copying practices imply a great deal of philological problems.
Especially in the case of Greek and Latin, the well-established tradition of clas-
sical philology makes it possible for linguists to be able to work with texts that
are reasonably reliable, even though it must be said that it would be preferable
if historical linguists working with a specific language had at least a good
understanding of possible textual problems. For the cuneiform literature, philo-
logical issues are more complex, largely because there is no such long tradition
of philological work; in some cases, most notably in the case of Hittite and the
other Anatolian languages, texts are still emerging today from excavations, thus
adding to the complexities of philological work.

Mesoamerican documentation is also available, especially in form of inscrip-
tions. The Mayas and some other pre-Columbian people also used folding
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books made of bark paper coated with lime; most of them have unfortunately
been destroyed by the European invaders.

2.3 Oral Tradition

In non-literate societies, texts may have an oral tradition, in which case they
tend to preserve older linguistic features, in some cases even a language that is
no longer spoken. The best-studied case of oral tradition is constituted by the
Homeric poems. The Homeric poems were written down in the course of the
eighth century BcEk, but they preserve features of the Greek language which
was spoken two or three centuries earlier. Early stages of Indo-Aryan (Vedic)
and Iranian (Avestan) were also preserved by oral tradition and are reflected
in texts which were written down for the first time several centuries later.

In very much the same way as in written tradition, in oral tradition texts
may undergo linguistic updating, or forms that are no longer understood may
be changed; consequently, an oral text most often preserves a stratification of
linguistic features. Oral composition has its own special features, most notably
a highly formulaic character, which makes it valuable for historical linguistics,
since formulas often preserve different linguistic stages."” Poetic language in
oral societies may have a long tradition, as shown by Calvert Watkins, who
applied the comparative method to the reconstruction of the Indo-European
poetic formulas (Watkins 1995).

In the case of the Homeric poems and the Vedic hymns, oral tradition was
followed by a long written tradition, with the addition of all sorts of philologi-
cal problems. In addition, when such texts were written down editors necessar-
ily had to choose among variants and add their own interpretation. Thus, issues
connected with the use of oral compositions for historical linguistics are
manifold. Written recording of oral tradition can also give us some insight in
earlier stages of non-Indo-European languages which do not have a written
tradition prior to the second half of the second millennium cg, such as the
languages in Africa. In Mesoamerica, the Mayan and Epi-Olmec hieroglyphic
writings were used for recording calendrical events and events at the royal
court. Most likely, Maya kings had real libraries of bark paper books, which
were either destroyed after the conquest or did not survive the climate. The few
extant ones contain almanacs and calendars, while earlier sources on stone
or on small artifacts also record history, and contain lists of kings with their
deeds (see Sharer and Traxler 2006 for further details). After the Spaniards had
conquered their speakers in the late fifteenth—early sixteenth century, many
Mesoamerican languages started a new written tradition which allowed record-
ing a wealth of oral tradition (as in the case of Nahuatl or Quiché).
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2.4 Spoken, Written and Literary Language

Since voice recording only has a century’s history, historical linguistics heavily
relies on written records. Transcription of spoken language by dialectologists
also started late, in the last few decades of the nineteenth century.

Written sources may record various linguistic registers, sometimes close to
the spoken language: this is the case of graffiti written by uncultured speakers,
or personal letters, such as a number of non-literary Greek and Latin papyri
from northern Egypt. The extent to which such texts may be available depends
on the degree of literacy of a speakers’ community: in societies in which writing
was a highly specialized capacity limited to a small number of professional
scribes, the likelihood of non-standard registers to ever have been recorded
is smaller. This does not depend on the small number of possible writers, but
rather on the highly sophisticated nature of the written register in such societies,
since the written medium often made it impossible to use any other variety.

Spoken language may also be recorded within literary texts, as in the case of
drama in the Indian tradition, in which women and low-class characters speak
some of the Prakrits, rather than Sanskrit.

Most often, however, written texts preserve some sort of highly standardized
language, which makes it difficult to capture any sort of variation. Even in
such cases, the distance between written records and the language which was
actually spoken at the time may vary considerably. As an example, one can
consider Latin. Latin literature started in the third century scE; until the age of
Augustus, although highly standardized, the literary language was presum-
ably not too far from the spoken language. Later, distance between the two
registers increased. Changes in the spoken language can be seen in a number of
non-literary texts, which constitute the source of so-called Vulgar Latin. Among
them, the translations of the New Testament are of particular importance,
because they also attest of language contact (notably with Greek and the Semitic
languages), typical of the first centuries ck.

During the Middle Ages, Latin was used as the only written language until
almost the end of the first millennium ck. The first text written in a Romance
language (a small number of lines in the Strasbourg Oaths) dates to 842. The
language is clearly no longer (Vulgar) Latin, but rather (an ancestor of) Old
French: but the intermediate stages are not documented. Besides, in spite of
the wealth of documentation on Latin, and the relatively sizable (if compared
with other languages) corpus of Vulgar Latin texts, some features found in
all Romance languages are nowhere attested in any variety of Latin. The best-
known example is the future tense. Based on the Romance evidence, one is
forced to reconstruct a periphrastic future with the auxiliary ‘have’ in Vulgar
Latin, which is not attested as such. On the other hand, no traces remain in the
Romance languages either of the Latin future in —b— or of the future with special
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thematic vowel. Thus, the evidence from the Romance languages would not
allow for the reconstruction of the Latin future, in spite of a relatively short
break in the written sources recording the spoken language.!*

In the Middle Ages and beyond, Latin became a ‘classical language,” i.e.,
a language no longer spoken by native speakers, but still written and even
spoken in special situations (e.g., in the church or in court). The same had
happened in Egypt with Middle Egyptian, with Greek, Sanskrit and many other
literary languages. Ostler (2005: 49) calls Sumerian the first classical language,
since its documentation apparently starts more than a thousand years after its
death as a spoken language.

The relation between a classical language and spoken varieties may be of
different types. Medieval Latin, though highly standardized and different from
Vulgar Latin, displays interference from various spoken languages, and argu-
ably also had regional variants, as argued in Norberg (1968). After the Renais-
sance, increasing consciousness of the special status of Latin, as well as better
knowledge of classical authors, contributed to establish a new tradition, based
on writers of the age of Caesar and Augustus, and interference from spoken
languages disappeared. Clearly, the usage of a classical language as only liter-
ary language seriously hinders any knowledge of spoken varieties, such as
Romance varieties during the early ages.

Sometimes, written languages emerge from translation in previously illiter-
ate communities. A notable example is constituted by the translations of the
Bible, which constitute the first written sources for several languages, such as
Old Church Slavic and Gothic. Given the religious nature of this text, interfer-
ence from the source to the target language is expectedly high, but its extent can
hardly be gauged in cases where no earlier independent sources are available.
Thus, in the case of Gothic, which is documented only through the translation
of the Bible and eight fragments of a commentary on John’s Gospel (the
Skeireins), opinions vary: according to some scholars, the Gothic Bible is nothing
more than an interlinear translation of the Greek original, while others hold it
as totally idiomatic. Obviously, such extreme positions both lie on assumptions
that cannot be proved due to the limited extent of the evidence.

2.5 Diatopic Variation

Another important issue raised by literary languages is the basic lack of diatopic,
or regional variation. One can again take Latin as an example: during the whole
time span covered by literary sources, one has the impression that the language
was identical throughout the wide territory in which Latin was spoken. This
is obviously impossible, but literary sources do by no means allow the recon-
struction of any regional variant.
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A different situation is documented for Ancient Greek. Contrary to the
Romans, who had a political unitary organization with a strong center, the
Greeks were politically divided into the pdleis, or ‘city states.” Political fragmen-
tation favored linguistic diversity: every town used the local vernacular for
inscriptions; in addition, a number of regional varieties reached the status of
literary languages. Such literary dialects preserve vernacular features only in
part, and are different from varieties attested to in inscriptions. Thus, regional
features mix up with social and stylistic factors, yielding a picture of linguistic
variation which is quite unique among ancient languages.

Contrast between Latin and Greek shows that political factors may have far-
reaching implications on language recording. This is obviously even more true
in cases where a language substitutes another. Thus, languages of Australia or
North America have not been recorded or studied for centuries after their
speakers were conquered by Europeans, and are presently endangered, largely
on account of their low prestige, which is partly connected with the fact that
they never reached the status of written languages.

2.6 Language Contact

As already noted in section 2.4, written sources mostly record literary varieties
and leave little space for the understanding of social variation. It goes without
saying that more concentrated quest for the social correlates or causes of
language change based on the literary and inscriptional corpora of Ancient
and Medieval languages cannot yield the same results as contemporary socio-
linguistic studies dealing with ‘shallow’ time depth of spoken languages (see
Chapter 19 in this volume). Various observations on the classical sociolinguistic
issues such as language/dialect contact, bilingualism, multilingualism, code
switching, diglossia, bidialectalism, koineization, etc. are found in numerous
historical studies, but one can say that these subjects are underexploited. While
the data of poorly documented languages are not suitable for this type of study,
the large Ancient and Medieval corpora of many Indo-European, Afro-Asiatic,
Sino-Tibetan, Altaic and Ugro-Finnic languages give us this opportunity.

The explication of the nature of the Greek-Hebrew and Greek-Aramaic
language contact belongs to some of the most fundamental issues of biblical
exegesis. There is enormous theological, philological and linguistic literature
on Hebrew interference in the Old Testament, and Hebrew and Aramaic inter-
ference in the New Testament ranging from the overall assessments of the
‘quality” of the Hellenistic koine used in these documents to the study of
various structural Semitisms in the use of tense/aspect, pronominal clitics and
word order (Beyer 1968, Black 1954, Fitzmyer 1997, Horsley 1989, Janse 2001,
Maloney 1981 and many others).
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The rich Hellenistic inscriptional corpus allows us to make significant
observations on the diatopic and diachronic spread of the Attic-lonic koine, the
nature of dialect leveling and the rise of supradialectal formations in various
dialectal regions of Ancient Greece. For instance, Bubenik (1989a) examined the
gradual ‘contamination’ of Classical dialects by the Hellenistic koine (third Bce—
third ck) leading ultimately to their demise (as far as our written records go)
and the range of regional and social variation in Hellenistic Greece captured
by regional terms Southeast Aegean Doric koine, Northwest Doric koine and
Sicilian koine in the writings of dialectologists. Furthermore, the contrastive
study of linguistic variation found in a variety of “public’ vs. “private” inscrip-
tions added to our deeper understanding of the mechanisms of linguistic inno-
vations in general. Adams et al. (2002) demonstrated how the study of bilingual
Greek-Latin inscriptions can throw light on a variety of fundamental socio-
linguistic issues such as accommodation, interference, the projection of one’s
identity and the intended readership.

The Middle Indo-Aryan inscriptional corpus (cf. Salomon 1998) lags behind
the Hellenistic and Latin corpora in its diatopic and diachronic coverage but one
has at one’s disposal literary Prakrits based on regional dialects leveled to stylized
literary koines. These were used by the Buddhist (Pali, ‘Hybrid” Sanskrit) and
Jain writers (Maharastri, Ardha-Magadhi). Here the third ‘vertical’ dimension
which has to be constantly taken into account in their sociolinguistic evaluation
is the influence from Sanskrit, the “high’ variety, observable especially on the
level of syntax in most literary genres. Vice versa, during the late MIA period one
observes an increasing influence from Apabhramsa, the ‘low’ variety, in Prakrit
and Sanskrit writings. As mentioned above, this variation was exploited by the
authors of Sanskrit drama (most notably by Kalidasa during the Gupta period of
the fourth-fifth cg). In it Sanskrit is spoken by the king and his ministers,
Sauraseni by women (and the clown), and Magadhi by people of a low social
status. Maharastri, based on the living tongue of the northwestern part of the
Deccan is not used in Sanskrit plays, and for Sauraseni, deemed to be the Prakrit
of Madhyadesa, we have no inscriptional evidence outside Sanskrit drama.

The lack of space prevents us to make any comments on the sociolinguisticly
oriented studies based on literary Medieval and Early Modern corpora whose
size surpasses many times that of the Ancient corpora mentioned above.

3. Writing Systems
3.1 Origins and Development of Writing

The ability to handle primary documents in many languages written in various
writing systems is one of the fundamental “philological’ skills in historical and
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comparative linguistics. The development of writing systems has been outlined
in various introductory textbooks and thoroughly described in encyclopedic
monographs (Gelb 1963, Daniels Bright 1996). In what follows we only want
to present a succinct description of their origin and a short history of their
development leading toward the currently used logosyllabic (Chinese), syllabic
(Japanese), alphasyllabic (Indic), abjad (Hebrew, Arabic) and fully alphabetic
systems (Greek, Cyrillic and Roman). Most scholars currently subscribe to the
polygeny of writing, with at least three different geographic areas: Mesopotamia
(including Egypt and Elam), China and Meso-America. It could be that India
should be added to this list, pending further progress on the Indus Valley
records (dated about 2400 BcE).

3.2 Ancient Near Eastern Writing Systems

The appearance of the earliest documents of literacy coincides with the devel-
opment of the earliest city states in Mesopotamia when the need to keep the
track of various economic transactions became necessary. Thus the earliest
documents of literacy are also documents of numeracy featuring a number of
various tokens for numerical units combined with pictograms for counted
objects (most often animals). This primitive code was expanded by the principle
of semantic transference whereby the pictograms of concrete objects started
being used for abstract concepts (sometimes called ideography). For instance
in Sumerian writing the pictogram of the ‘sun’ was also used for the ‘day’, and
the “star’ was also used for the ‘heaven’ (by metonymic transfer) and ‘God.” On
the phonetic side of the graphic symbol further progress was achieved through
phonetic transference and the so-called rebus principle. In Sumerian, given the
homophony of the words for ‘arrow’ (TI) and ‘life’ (TI), it became possible to use
the stylized pictogram of an ‘arrow’ for the abstract concept ‘life.” (A well-known
parallel in English is to point toward one’s ‘eye” when expressing the indexical
notion ‘T'). The rebus principle expanded this code to parts of words and became
thus an important means for writing names. For instance, in Babylonian the
name of the sea-monster Tiamat was spelled by two logograms TT and AMAT (TI
was now taken as a syllabogram and AMAT was still recognizably the pictogram
of the word amtu ‘female slave’in the construct state). (An English parallel would
be to spell the word ‘belief” by two pictograms of the insect ‘bee” and ‘leaf’.)
Babylonians and Assyrians adopted the Sumerian cuneiform system of writing
keeping the old Sumerian logograms but also used them as syllabograms (VC,
CV and CVC) with the phonetic values of their own Semitic language:

(1) Sumerian logogram Akkadian syllabogram
UM(U) ‘mother’ um
AN ‘god’ an
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AGA ‘make’ ak, ag, aq
KA ‘mouth’ ka
NAG “drink’ nak, nag, naq

At this point we can mention the syllab(ograph)ic writing system used for
Mycenaean Greek, so-called Linear B script, used on clay tablets in Crete
(Knossos, Chania) and mainland Greece (Pylos, Mycenae, Tiryns, Thebes)
between the fourteenth and twelfth century. This script consisted of about
90 syllabic symbols solely of the CV structure (and about a 100 commodity signs
used with numerals). Five vowels were distinguished (da, de, di, do, du; ka, ke, ki,
ko, ku; etc.); consonant clusters were spelled by using two signs, each with the
vowel of the following syllable; final consonants were usually omitted; and
liquids, nasals and s were usually omitted at the end of the syllable:

(2) LB syllab(ograph)ic script
ti-ri-po-de  /tripode/ toimode ‘two tripods’
tu-ka-te /thugater/ = Ouydtne ‘daughter’
pa-te /pantes/ navrteg ‘all’
pa-ka-na /phasgana/ daoyavoe ‘swords’

The final step toward the phoneticization of the writing system was the acro-
phonic principle whereby the former pictograms where used with complete
disregard for their original semantics. Its first examples are found in the Sinaitic
inscriptions (seventeenth sce) and they led to the creation of the phonetic Egyp-
tian alphabet consisting of 25 consonantal phonograms. While the Egyptians
never abandoned their logographic hieroglyphic system and used the phonetic
(syllabographic) alphabet above all for writing proper names, the West Semites
started using the phonographic consonantal system consistently. The less-
known Ugaritic alphabet (fourteenth century) is based on cuneiform symbols;
the Phoenician alphabet (eleventh century) is based on pictograms. Thus the
pictogram of ‘bull’s head” became the phonogram of the glottal stop [?] because
the first sound in the word for ‘bull” in Phoenician was [?]; similarly, the picto-
gram of "house’ became the phonogram of [b] because the first sound in the
word for “house’ in Phoenician was [b]; etc. To write the theonym Bafal ‘Baal’ it
sufficed to write B{L (the phonogram § was based on the pictogram of an ‘eye,’
fayn in Phoenician, and L was based on the pictogram of ‘the rod of the teacher’
(prob.)). The Arabic term abjad has nowadays been adopted in the meaning of a
syllab(ograph)ic system which does not indicate vowels.

3.3 East and South Asian Writing Systems

In China the early writing arose in the second half of the second millennium sce
(during the Shang or Yin dynasty in North-Central China). It comes in the form
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of inscribed ox scapulas and turtle plastrons recording royal divination per-
formed at the Shang court (hence the label ‘oracle bone inscriptions’). The con-
temporary Chinese logograms are directly descended from the Shang characters.
Some of them are recognizable as pictograms, e.g. the logogram for ‘moon,
month’ is a picture of a crescent moon; the logogram for ‘woman’ is a stylized
picture of a kneeling woman; etc. As in Mesopotamia and Egypt the effective-
ness of the logographic system was increased by the rebus principle. For
instance, the logogram for ‘king’ (wing) was also used to write the verb wing
‘go forward” which happened to be pronounced only with a different tone
(this procedure is based on phonetic transfer). The other way around, the same
logogram could be used for two phonetically different but semantically related
words resulting in the polyphonic use of a graph. For instance, the word ming
‘call out’ could also be written with the logogram for the word kou ‘mouth’
resulting in the polyphony of the latter logogram (this procedure leading to
graphic multivalence is based on semantic transfer).

Chinese logograms were codified at the end of the first century ce in X
Shen’s Shuo wén jié zi "Explanation of simple and compound graphs’ (containing
9,353 characters). Their number went up during the following centuries to
ca. 60 000 in the recent dictionary of single graphs published between 1986 and
1990. Given the open-endedness of the lexicon the number of sinograms has to
grow. Nevertheless, the derivational process of compounding limits the num-
ber of basic characters; thus the number of basic sinograms in daily use is much
smaller than their total number found in classical literature. Mair (1996: 200)
provides interesting statistics based on a variety of reading materials: 1,000
sinograms account for about 90 percent of all occurrences and 2,400 cover
99 percent (6,600 cover 99.999 percent). The range for most individuals is
approximately between 2,000-2,500 characters. Given the typological equation
word=morpheme=syllable it is possible to describe the Modern Chinese writing
system as a large (but phonetically imprecise) syllabary with ‘pictographic’
(and ‘ideographic’) component inherited from Early Chinese writing still very
much present in certain domains.

Japanese is written in a mixture of three scripts: a logo/morphographic
script (kanji) and two syllabaries (hiragana and katakana). Kanji characters were
introduced from China by way of Korea (around the third century cg). As is the
case of sinograms the same character may be polyphonic with on-readings
(based on the pronunciation in Chinese) and kun-readings representing a
Japanese morpheme. For instance, the logogram for ‘person’ (rén in Mandarin)
can be read jin or nin (on-readings) or hito (kun-reading). The same type of
polyphony obtained in Akkadian where the sumerogram for ‘man’ could be
read [u (Sumerian) or awélum ‘man’ (Babylonian). In Japanese kanji characters
are used to represent primary lexical categories (nouns, verbs, adjectives and
some adverbs). The two syllabaries (derived during the ninth century from
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kanji) are phonographic representing (C)V and CyV combinations (ka, ki, ku, ke,
ko; kya, kyu, kyo; ga, gi, . . .). Contemporary hiragana (‘kana without angles’) is
used to write grammatical elements (inflectional affixes on nouns, adjectives,
verbs and particles). Katakana is used to write foreign names and loanwords,
and also some onomatopoeic words. The order of letters in modern dictionaries
is based on Indic scripts: first vowels (g, i, u, e, 0) then plosives followed by
sonorants (y-, -, w-).

Hankul, the native Korean script, is a phonemically based alphabet possess-
ing the distinction of being one of the ‘most scientifically designed and efficient
scripts in the world” (King 1996: 219). It was invented by the King Seycong in
the fifteenth century as a result of linguistically informed planning. Among
the numerous theories of the origin of its letter shapes, that based on a graphic
representation of the speech organs involved in the articulation (of velar k,
alveolar n, dental s, bilabial m and glottal -ng) is most convincing.

Indic scripts can be described as alphasyllabary in which each-consonant
vowel sequence is written as a unit (called aksara ‘syllable” in Sanskrit) and the
vowel symbol functions as a diacritic to the consonant. Daniels and Bright
(1996: 4) labeled this type of an intermediate system between the syllabary and
a full alphabet by an Ethiopian word abugida (based on the first four consonants
and the first four vowels of the Geez system). Devandgari (‘a divine Nagari’) is
the best-known Indic script used for Sanskrit (books printed in modern times),
Hindi, Nepali and Marathi. It derives from the Brahmi script of the Ashokan
inscriptions (the middle of the third century Bce). Brahmi script was exported to
other parts of Asia and became the source of all the domestic scripts of India,
Southeast Asian scripts (Burmese, Thai, Lao, Khmer) and Tibetan. There are two
theories of its origin: the Semitic theory sees a Semitic prototype (Phoenician or
Aramaic) in about half of its characters, while the indigenous theory pinpoints
the similarities with the Indus Valley script. However, it should be mentioned
that the Aramaic origin of a somewhat older Kharosthi script (developed in the
northwest in the fourth century BcE) is not in doubt. The traditional order of
letters in Indic scripts is based on articulatory phonetics developed long time
ago by the ancient pundits. After the basic vowels (g, 4, i, 7, u, 11), syllabic liquids
(r, I and 1) and diphthongs (ai > ¢, au >0, ai > ai, du > au) come plosives organized
by their place (velar, palatal, retroflex, dental and labial) and manner of articu-
lation (plain, aspirated), and voice; sonorants (y, , [), and fricatives (v, s, s, s, h)
are placed at the end.

3.4 Middle Eastern Writing Systems—Abjads

The oldest Hebrew script was borrowed from the Phoenicians (see section 3.1)
and it survived in its original shape among the Samaritans until recent times.
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The Jews adopted a square variant of the Imperial Aramaic script by the mid
third century Bce (and this type of script is still in use nowadays for writing
Modern Hebrew). While the Phoenician script (consisting of 22 unconnected
consonants) was strictly consonantal, Hebrew and Aramaic scribes developed
a way of representing long high (and later mid) vowels by means of velar and
palatal glides, called matres lectionis “mothers of reading’: W for [@i] and [0], and
Y for [1] and [€]. For instance, ol ‘voice,” giim ‘to stand,” teman ‘south’ and r7b ‘to
quarrel” are spelled as follows: 71p,01,12°n,21. Long [a] at the end of the word
was indicated by H (glottal fricative) in the case of feminine nouns ending in -k
or by 7 (glottal stop] with nouns and verbs in -4?7. For instance, malk-ah ‘queen,’
ta?‘chamber’ and ba? ‘he entered’ are spelled as follows: 1371,% n,x2.

The Tiberiad system for marking short vowels (invented ca. 800 cE in
Tiberias) is used in printed biblical texts. It represents 12 vowels by means of
sublinear and infralinear points and strokes in combination with the earlier
system of marking long vowels by glides and there is a special symbol for long
(rounded) [a].

Cursive developments of the Aramaic abjad resulted in the Mandaic and
Syriac scripts (earlier Estrangelo and later Serto). Other varieties developed for
Iranian (Avestan, Pahlavi, Sogdian) and Altaic languages (transmitted from
Turkic Uyghur to Mongolian to Tungusic Manchu).

The Nabatean Aramaic script is an ancestor of the North Arabic script (with
earliest inscriptions dated to the fourth century ce). Arabic had more conso-
nants than Aramaic (unlike Aramaic, Arabic preserved Proto-Semitic plain and
pharyngealized interdentals) and some letters had to be used for more than
one consonant. This problem was definitively solved in the seventh century ce
when supra- and infralinear diacritics were introduced. This system of the
Classical Arabic abjad (consisting of 28 letters) is used for Modern Standard
Arabic nowadays. It is called al-alifba?u ‘the alphabet’ or more appropriately
al-hurifu 'l-abjadiyyatu ‘the letters 7, B, G, D’ i.e. ‘abjad.” Unlike in Aramaic,
Syriac and Hebrew the first 4 letters of the Phoenician abjad come in the order
of 1, 2, 5, 8 because of the insertion of consonantal letters marked by diacritics:

(3) (Initial portion of) Arabic abjad

) o & & z C ¢ K kY
7alif ba? ta? 6a? jm ha? xa? dal oal
X 2 b 7

falep beét gimel dalet

With the spread of Islam Arabic script has been adopted by a number of Iranian
(Persian, Kurdish, Pashto), Indic (Kashmiri, Urdu, Sindhi), Altaic (Ottoman
Turkish, Uyghur) and other languages (Maylay). Nowadays, it is the second
most widely used script. For the sounds of these languages which did not exist
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in Arabic various diacritics had to be introduced. Persian added four letters to
the Arabic system. To spell palatals ¢, Z and the voiceless bilabial stop p three
dots were used (z J < ) modifying Arabic j, z and b. The voiced velar stop was
spelled with k with a stroke added (). To spell its retroflex consonants Urdu
uses Arabic emphatic - as a superscript over plain ¢, d, n. The Sindhi Arabo-
Persian script (Khubchandani 2003: 635) consists of 29 characters of the Arabic
script, 3 modified characters adopted from the Persian script and 20 additional
characters to represent Sindhi retroflex, voiceless aspirates (marked by four
dots), voiced aspirates and implosive phonemes (marked by two vertical dots):
<& [ph], ¢ [bh], etc.

3.5 Full Alphabets (Greek, Roman, Cyrillic)

The names and shapes of the 20 letters of the Greek alphabet (consisting of
24 letters) can be traced back to the Phoenician abjad. The structural difference
between Phoenician (Semitic) and Greek (Indo-European)—enhanced by the
‘ritual’ of reciting the sequence of the letters—brought about a transition from
an abjad system consisting of consonants only to a fully alphabetic system
which had distinct symbols for both the consonants and the vowels. Unlike
Phoenician, Greek does not possess the glottal stop /?/, the voiceless pharyngeal
fricative /h/ and the voiced pharyngeal fricative /§/ (letters number 1, 8 and
16 in the Phoenician and Hebrew alphabets) in its phonological system. In their
recitation based on the acrophonic principle Greeks heard the next sound, i.e.
[a], [e] and [o], respectively, and they started using them as the vowel letters.
(A propos [o], it should be observed the phoneme /a/ is realized as a rounded
allophone [4] after the voiced pharyngeal fricative in /Sayin/ > [fayin].) The fifth
letter in the Phoenician alphabet representing the glottal fricative /h/ was
adopted as a vowel /e/ (most likely the particular Ionic borrower was ‘h’-less),
and the eighth letter could be used as a long /€/, hence E [e] vs. H [€] (in minus-
cules ¢ vs. 1). The letters representing the high vowels, [i] and [u], derived from
symbols for the palatal and velar glide, [y] and [w], but these could be used to
represent long vowels, [1] and [i], already in Semitic. Phoenician wdw, letter
number 6, was borrowed in two values. As a letter F for the velar glide which
existed as a phoneme in Ionic (e.g., £etvog ‘stranger” goes back to EévFog, cf.
Mycenaean ke-se-nu-wo) and as a letter Y for the high back vowel [u] added at
the end of the alphabet after T. The former letter F [w], called erroneously
otiypa, was actually a double Y [u]. The addition of the letter Q) for long [0]
parallels the situation with front mid vowels: E [e] and H [€] vs. O [o] and Q [0].
In consonants Phoenician tet (letter number 9), representing the voiceless pha-
ryngealized stop [t], was adopted in the value of a voiceless dental aspirate ©
[th], and two more letters had to be added for the Greek aspirates: @ [ph] and
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X [kh]. The penultimate letter in the Greek alphabetis W expressing the sequence
[ps]. Its velar counterpart Z [ks] is found in the slot of the Phoenician samek (let-
ter number 15) and it will be observed that Greek has no counterpart to the
Phoenician voiceless pharygealized sibilant, sidé (letter number 18). The follow-
ing letter, the Phoenician voiceless pharyngealized [q], q0p, was used only as
ko7 in the numerical value of "90.’

The Latin alphabet derives from the Greek alphabet by way of Etruscan. The
Etruscan alphabet can be traced back to a western Greek alphabet, more specifi-
cally to the variant used by the Euboeans who settled in Italy in Cumae and
Pithekoussai. The Etruscan influence can be seen most noticeably in the letter
gamma, I or curved C, used for the voiceless [k] since Etruscan did not possess
the contrast of voice in plosives. In the third century sce a new G was added by
modifying the existing C with a stroke. Currently, Latin based scripts are used
for the majority of the world’s languages. Various diacritics had to be invented
to satisfy the needs of Romance, Germanic, Baltic, Slavic, Uralic, Turkish and
most of the African and American Indian languages. In some countries the phe-
nomenon of digraphia or even polygraphia arose as a consequence of adopting
the Latin script for other earlier scripts (e.g., Albanian used to be written in
Greek, Cyrillic and Arabic scripts).

The Cyrillic alphabet, used currently for Russian, Serbian and Bulgarian, is
viewed as a modification of the glagolitic alphabet by means of the substitution
of the Greek capital letters. The glagolitic alphabet in its turn is claimed to be an
invention of Constantine (Cyril). There are some similarities between certain
glagolitic letters (for g, d, I, f) and their Greek minuscule counterparts but they
do not amount to more than ‘stimuli for the creative imagination of Constantine’
(Schmalstieg, 1976: 6). In both alphabets the letters for /s/ and /c/ recall the
Hebrew letters: compare Cyrillic IIT and LI with Hebrew ¥ and %. A number of
letters had to be added for the sounds which did not exist in Greek; most impor-
tantly, the so-called yers b and b for the front and back reduced vowels. The
combination of the hard yer with iota produced [r1] and the & [je], 1o [ju] and
s [ja] (its current version), and four more letters were added for nasalized
vowels a [€], u [j&], x [0] and = [jO].

4. Corpora

Within the limits of space we list (without trying to be exhaustive) literary
and inscriptional corpora available for Afro-Asiatic, Indo-European, Altaic,
Korean and Japanese, Sino-Tibetan, several American Indian and some Bantu
languages. We also list principal journals which published many ancient and
medieval texts and selected sites that provide links to electronic corpora.
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4.1 Egyptian Hieroglyphic Corpus

Generally available collections of hieroglyphic texts are scarce. The following
two are the most available:

de Buck, Adrian. 1963. Egyptian Reading Book, 2nd ed. (Leiden)
Sethe, Kurt. 1959. Agyptische Lesestiicke, 3rd ed. (Hildesheim)

Journals:

Zeitschrift fiir Agyptische Sprache und Altertumskunde
Journal of Egyptian Archeology

The web site of the Oriental institute of the University of Chicago:

www-oi.uchicago.edu/OI/DEPT/RA/ABZU/ABZU.HTML
The Chicago Demotic Dictionary online:
http://oi.uchicago.edu/research/pubs/catalog/cdd/
The International Association of Egyptologists:

http://www.fak12.uni-muenchen.de/aegyp/IAEPage. html

A site maintained at Cambridge University:

www.newton.cam.ac.uk/egypt/index.html

4.2 Akkadian and Sumerian Cuneiform Corpus

Akkadian (Babylonian and Assyrian) cuneiform tablets are published in
specialized series edited by European (London, Paris, Berlin), American
(Philadelphia, Yale, Chicago) and other museums (St. Petersburg, Istanbul,
Baghdad):

CT  Cuneiform Texts (British Museum)

VS Vorderasiatische Schriftdenkmiiler (Berlin)

TCL Textes Cunéiformes (Musée du Louvre)

YOS Yale Oriental Series (Yale)

UM  The Museum Publications of the Babylonian Section (University of
Pennsylvania)

TIM  Texts in the Irag Museum (Baghdad)
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Many texts have also been published in several assyrological journals:

JCS Journal of Cuneiform Studies
ZA  Zeitschrift fiir Assyriologie und vorderasiatische Archaologie
RA  Revue d’Assyriologie et d’ Archéologie orientale

Electronic Text Corpus of Sumerian Literature: www-etcsl.orient.ox.ac.uk
Akkadian Cuneiform Texts: www.etana.org/etact

4.3 Hebrew and Aramaic Literary and Inscriptional Corpora

BH  Biblia hebraica (R. Kittel, 3¢ ed. A.Alt and O.Eissfeldt, 1937)

KAI Kanandische und aramiische Inschriften (H. Donner & W. Rollig, 1966)
AP Aramaic Papyri of the Fifth Century B.C. (A. Cowley, 1923)

BT  The Babylonian Talmud (J. Epstein, London, 1935-52) 35 volumes.
TB  The Talmud of Babylonia (J. Neusner, Chicago/Atlanta, 1984-)

Bibliography for Old Testament Studies: sites.google.com/site/biblicalstudies-
resources/Home
Bible and Mishnah: http//www.mechon-mamre.org/
The Dead Sea Scrolls Project: http://oi.uchicago.edu/research/projects/scr/
Dead Sea Scrolls Biblical Manuscripts: applelinks.com/index.php/
print/17982
Judaica electronic texts: www.library.upenn.edu/cajs/etexts.html

4.4 Classical Arabic Literary and Inscriptional Corpora

Arabic literary corpus is vast; there are numerous bilingual editions published
in the West. The names of individual authors with the description of their work
are available in several histories of the Arabic literature:

Brockelamann, C. 1898-1902. Geschichte der arabischen Literatur. Weimar.

Nicholson, R. A. 1923. A Literary History of the Arabs. London.

There is a useful chrestomathy from prosaic texts:

Briinnow, R. E. und A. Fleischer. 1960. Arabische Chrestomathie aus Prosaschrift-
stellern, seventh ed. Leipzig.

Conti Rossini, C. 1936. Chrestomathia Arabica meridionalis epigraphica.
Roma.

Quran on line and searchable data base: http://www.holyebooks.org/islam/
the_holy_quran/index.html
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4.5 Berber Inscriptional and Literary Corpora

Textes berberes, Collections ‘Bilingues’ (Harry Stroomer, Edisud)
Recueil des inscriptions libyques (J.-B.Chabot, Paris, 1940)
Online Libyco-Berber inscription database: http://Ibi-project.org/

4.6 Hittite Cuneiform Corpora

Hethitisches Keilschriftlesebuch (]J. Friedrich, Heidelberg, 1961) —for beginners

KBo  Keilschrifttexte aus Bogazkdy (Lepzig, 1916-23. Berlin, 1954-)
KUB  Keilschrifturkunden aus Bogazkdy (Berlin, 1921-)
RHA  Revue Hittite et Asianique

Hittite Texts (seventeenth century-twelfth century): www.utexas.edu/cola/
centers/lrc/eieol/hitol-O-X-html
The Chicago Hittite Dictionary online: http://ochre.lib.uchicago.edu/eCHD/

4.7 Sanskrit and Prakrit Literary and Inscriptional Corpora

Given the size of the Sanskrit literary corpus only the most important Vedic and
Brahmaoa works quoted in linguistic studies will be provided:

AiBr  Aitareyabrahmana (Malaviya)

AV Atharvaveda (Vishvabandhu et al.)

Bh Mahabhasya (Abhyankar)

GBr Gopathabrahmana (Vijayapala)

Kas Kasikavrtti (Sharm et al.)

Mah  Mahabharata (Bhandarkar Oriental Research Institute)

http://www.sub.uni-goettingen.de/ebene_1/fiindolo/gretil/1_sanskr/2_epic/
mbh/sas/mahabharata.htm
(in devanagari) http://www.sacred-texts.com/hin/mbs/index.htm

Ram  Ramayana (Bhatt et al.) http://www.sacred-texts.com/hin/rama/index.
htm

RV Rgveda (Sontakke et al.)

SBr Satapathabrahmana (Weber)

TAr Taittirtyaranyaka (Abhyankar and Joshi)

Vedas on line: http://www.sacred-texts.com/hin/index.htm#vedas
Monnier William’s dictionary on line: http://students.washington.edu/prem/mw/
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A Pali Reader (D. Anderson, Copenhagen, 1935)

Handbuch des Pali (M.Mayrhofer, Heidleberg, 1951)

Pali canon: http://pali.pratyeka.org/#Canon-etexts

A Middle Indo-Aryan Reader (S. K.Chatterji & S.Sen, Calcutta, 1957)

The vast inscriptional corpus is published in Epigraphia Indica and there are
many catalogues:

Catalogue of Sanskrit & Prakrit Manuscripts (Jesalmer Collection):

www.jainlibrary.org/menus_cate.php

Prakrit and Apabhram$a Manuscripts at the Lalbhai Dalpatbhai Institute of Indology,
Ahmedabad:

asiarooms.com/travel-guide/india/ahmedabad/museum. htm

Gottingen Register of Electronic Texts in Sanskrit, Pali, Prakrit, and New Indo-
Aryan languages:

web.uflib.ufl.edu/cm/religion/Buddhism, Hinduism, Taoism.htm

Hindi electronic text corpora:

www.uio.no/studier/emner/hf/ikos/HIN4010/index.xml

4.8 Old Persian Cuneiform Corpora

OP  Old Persian (R. G.Kent, New Haven, 1954)

Old Persian Cuneiform Corpus: www.u.arizona.edu/-tabaker/op
Achaemenid Royal Inscriptions: www.livius.org/aa-ac/achaemenians/
inscriptions.html

4.9 Avestan Literary Corpora

Auwestisches Elementarbuch (H. Reichelt, Heidelberg, 1909/1978)
Die Gathas des Zarathustra (H. Humbach, Heidelberg, 1959)
The Avestan Hymn to Mithra (1. Gerschevitch, Cambridge, 1959)
http://www.avesta.org/

4.10 Classical Greek Literary and Inscriptional Corpora

The vast Classical Greek literary corpus is available in the following editions:

The Loeb Classical Library (Cambridge, Massachusetts/London) —with English
translation

Clarendon Press (Oxford)

Bibliotheca Teubneriana (Leipzig)

Reclam (Stuttgart) —with German translation
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An electronic library with annotated texts of most Classical Greek authors:
http://www.perseus.tufts.edu/hopper/collection?collection=Perseus:collection:
Greco-Roman

Inscriptional corpora:

CIG Corpus Inscriptionum Graecarum (Berlin, 1828-77) 4 volumes.

CI]  Corpus inscriptionum Judaicarum (J. B. Frey, 1936-52)

DI  Sammlung der griechischen Dialekt-Inschriften (H. Collitz & F. Bechtel,
1884-1915)

IC  Inscriptiones Creticae (M. Guarducci, 1935-50) 4 volumes.

IG  Inscriptiones Graecae (Berlin, 1873-)

SEG  Supplementum Epigraphicum Graecum (1923-)

Sylloge Sylloge Inscriptionum Graecarum (W. Dittenberger, 1915-24)
Corpus of Mycenaean inscriptions from Knossos: www.librarything.com/
author/chadwickjohn Old and New Testament:

NT Novum Testamentum Graece et Latine (E. Nestle, 1921)
OT or LXX  Septuaginta (A. Rahlfs, 1935)

Papyri:

P. Eleph. Elephantine-Papyri (O. Rubensohn, 1907)

P.Flor.  Papiri fiorentini (D. Comparetti et al., 1906-15) 3 volumes

PGM Papyri Graecae magicae (K. Preisendanz & A.Henrichs, 1973)

P.Oxy.  The Oxyrhynchus Papyri (B. P.Grenfell, A. S.Hunt et al., 1898-) 61
volumes.

Oxyrhynchus Papyri Project at Oxford: www.papyrology.ox.ac.uk
Greek and Latin papyri: http://www.payrusportal.de/

Patristic texts:
PG ]. PMigne (ed.), Patrologiae cursus completus, series Graeca (1857-66)
161 volumes.
4.11 Latin Literary and Inscriptional Corpora
Literary corpus (same as for Greek 4.3)

Recueil de textes latins archaiques (A. Ernout, Paris, 1957)
Corpus Scriptorum Latinorum: www.forumromanum.org/literature/index.html
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An electronic library with annotated texts of most Latin authors:
http://www.perseus.tufts.edu/hopper/collection?collection=Perseus:
collection:Greco-Roman

Inscriptional corpus:

CIL Corpus Inscriptionum Latinarum (Berlin, 1863-1909)

en.wikipedia.org/wiki/Corpus_Inscriptionum_Latinarum
CIL (searchable): http://cil.bbaw.de/dateien/datenbank.php
Altlateinische Inschriften (E. Diehl, Berlin, 1930)

Patristic texts:
PL J. PMigne (ed.), Patrologiae cursus completus, series Latina (1844-65) 221
volumes.

Various resources on classical languages:

http://rzblx10.uni-regensburg.de/dbinfo/dbliste.php?bib_id=subgoé&colors=
15&ocolors=40&lett=f&gebiete=9

4.12 Old Celtic Inscriptional and Literary Corpora

Prae-Italic Dialects of Italy (J. Whatmough, Cambridge, MA, 1933)

The Dialects of Ancient Gaul (J. Whatmough, 1950)

Old Irish Reader (R. Thurneysen, Dublin, 1949)

(Searchable) corpus of annotated texts: http://www.ucc.ie/celt/search.html

4.13 Old Germanic Literary Corpora

Die gotische Bibel (W. Streitberg, Heidelberg, 1908/1971)
Walfila: http://www.wulfila.be/gothic/browse/
Althochdeutsches Lesebuch (Jeaune & Helm, Tiibingen, 1958)
Altfriesisches Lesebuch (W. Heuser, Heidelberg, 1903)
Beowulf (Fr. Klaeber, Boston, 1956)

An Introduction to Old Norse (E. V. Gordon, Oxford, 1957)

4.14 Middle English Literary Corpora

The Helsinki Corpus of English Texts: khnt.hit.uib.no/icane/manuals/HC

Parsed corpora of Middle and Modern English Texts: www.ling.upene.edu/
hist-corpora

King James’ Bible: http://www.kingjamesbibleonline.org/
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4.15 Baltic Literary Corpora

Die altpreussischen Sprachdenkmiiler (R. Trautmann, Géttingen, 1910)
Litauisches Lesebuch (A. Leskien, Heidelberg, 1919)

Handbuch der litauischen Sprache (A. Senn, Heidelberg, 1957)
Lettisches Lesebuch (J. Endzelin, Heidleberg, 1922)

Hand-selected literary corpus of Latvian texts:
www.semti-kamols.lv/doc_upl/Kamols-Kaunas-paper-2.pdf

4.16 Old Church Slavonic Literary Corpora
(Only the Most Important Documents)

Ass. Codex Assemanianus (1. Vajs and J. Kurz, Prague, 1929-55)

Mar. Codex Marianus (V. Jagi¢, Berlin and St. Petersburg, 1883; Graz, 1960)
PsSin.  Psalterium Sinaiticum (S. Severyanov, Petrograd, 1922; Graz, 1954)
Zog.  Codex Zographensis (V. Jagi¢, Berlin, 1879; Graz, 1954)

Kirchenslavische Chrestomathie (W. Vondrak, Gottingen, 1910)
University of Helsinki parsed corpus of Old Church Slavonic texts:
wwwe-rcf.usc.edu/~pancheva/ParsedCorpusList.html

4.17 Armenian

Altarmenisches Elementarbuch (A. Meillet, Heidelberg, 1913)

Eastern Armenian National Corpus (includes a great majority of all extant
texts):

www.h-net.org./announce/show.cgi?ID=168976

4.18 Albanian
Albanesische Texte mit Glossar (H. Pedersen, Leipzig, 1895)

Lehrgang des Albanischen (M. Lambertz, Halle/Saale, 1954-59)
www.geocities.com/albaland/literature html

4.19 Tocharian
Tocharische Sprachreste (E. Sieg & W. Siegling, Gottingen, 1953)

TITUS: Tocharian manuscripts: THT:
Titus.tkidgl.uni-frankfurt.de/texte/tocharic/tht.htm
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4.20 Indo-European comparative corpora and
(etymological) dictionaries online

The Proiel corpus of the Greek NT, with Latin, Gothic, Armenian and OCS
translations:
http://foni.uio.no:3000/session/new

The PROIEL parallel corpus of old IE translations of the NT (contrastive
study of the syntax of early IE languages:

http://www.hf.uio.no/ifikk/proiel/events/georgiaworkshop.html

Electronic resources for Indo-European:

http://titus.uni-frankfurt.de/indexe.htm

4.21 Altaic

University of Helsinki Language Corpus Server (Uralic, Turkic, Tungusic,
Mongolian): www.ling.helsinki.fi/uhlcs/data/databank.html

Old Turkic language: Facts, Discussion Forum:

www.absoluteastronomy.com/topics/Old_Turkic_language

Project for the Electronic Corpus of Old Turkic Texts:

esww.fas.harvard.edu/cel_publ07.html

4.22 Korean, Japanese

Electronic corpus of Korean texts:
www.Idc.upenn.edu/Catalog/CatalogEntry.jsp?catalogld=LDC2006T09
Japanese corpora and dictionary:
faculty.washington.edu/ebender/corpora/corpora.html

Japanese electronic dictionary:
corpus.linguistics.berkeley.edu/corpora.html

4.23 Sino-Tibetan

Chinese Language Corpus of Texts of the Chinese Academy:
www.usc.edu/schools/college/ealc/chinling/corpus2_old.htm
Tibetan Literary Texts and Documents from Chinese Turkestan:
readingtibetan.wordpress.com/bibliography
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4.24 Native American Languages

Hewson’s Proto-Algonkian Dictionary:
www.linguistics.berkeley.edu/~jplowe/REWWW/PriorArt.html
Algonkian and Iroquoian linguistics:
www-sul.stanford.edu/depts./ssrg/linguist/LinguisticsSerials.doc

4.25 Bantu Languages

Bantu languages encyclopedia topics:
www.reference.com/browse/Bantu
Web resources for Bantu languages:
www.africanlanguages.org/bantus.html
Kiswahili (Swahili):
africanlanguages.com/kiswahili

Notes

. The chapter was written jointly by the coauthors: however, sections 1 and 2 are

mainly due to the work of Silvia Luraghi, while sections 3 and 4 are mainly due to the
work of Vit Bubenik. We wish to thank Pierluigi Cuzzolin, John Hewson, Brian
Joseph and Federica Venier for helpful comments and suggestions on the content and
style of earlier versions of this chapter.

. Although others before Jones referred to source languages that were no longer avail-

able, that is another key point in his famous statement. See Campbell (2003: 87-89)
for a critical appraisal of Jones’ contribution to the birth of comparative linguistics.
See further Campbell and Poser (2008) about how to determine language relation-
ship, and the new Journal of Language Relationship, entirely devoted to the issue.

. We use the term ‘fusional’ rather than ‘flective’ (but see Andersen in this volume) or

‘inflectional,” since the agglutinative languages do in fact also have inflection.

. But it could have been inspired by the structure of the stemma codicum, see

Morpurgo Davies (1998).

. Schleicher’s and Miiller’s positions in this regard are discussed in Keller (1994:

46-53).

. The first scholar to indicate that Hittite preserved traces of laryngeals was Jerzy

Kurytowicz in 1927. As is well known, traces of laryngeals are also preserved in the
other languages, in the various vowel effects (lengthening, etc.) they trigger.

. Various passages by Paul on these issues are discussed in Weinreich, et al. (1968).
. The name Hamito-Semitic is no longer used, and has been replaced by Afro-Asiatic

or Afrasian (which, it must be said, does not exactly coincide with it); we use it here
because it mirrors language classification at the time of which we are speaking.

. See Gamkrelidze and Ivanov (1972) and (1973), and Hopper (1973).
10.
11.

See Lord (2000) and Ong (1982) among others.
Other sources that might be worth mentioning are scientific (or quasi-scientific)
grammars of earlier stages where several relatively long grammatical traditions were
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in existence, for instance in India (Sanskrit and Tamil), Arabia, among the Greeks and
Romans and the Hebraic tradition. Admittedly these works are not aimed at describ-
ing change. There are also lay observations (as in Plato’s Cratylus) that if properly
interpreted give some insights.
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1. Introduction

This chapter concentrates on the phenomenon of the regularity of sound change,
and its continuing relevance to the discipline of historical and comparative
linguistics. Comparative reconstruction, as a scientific procedure, is necessarily
based on the regularity of sound change: reconstructions are only acceptable if
they are coherently based on documented sound changes, which give coherent
correspondences in cognate words from different languages.!
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In the teaching of Comparative Linguistics the question of why sound change
is regular is seldom examined; it is simply taken for granted. But such a univer-
sal phenomenon cannot possibly be accidental, and the answer to the question
is not difficult to find. It lies in the fact that the phonology of a language or a
dialect is not an atomistic list of vowels and consonants, as sometimes presented
in linguistic descriptions, but a closed coherent system with subsystems in
which every item has its unique place. A phonological system is, as pointed out
long ago by Meillet (1903/1939: 475), “un systéme ou tout se tient et a un plan
d’une merveilleuse rigueur’ (a system where everything fits together with a
remarkably rigorous coherence). Meillet was not speaking just of phonology,
and there are many other equally coherent systems in every language, so that a
language, in and by itself, is a coherent system of closed contrasts, of which the
phonological system is perhaps the most obvious, as may be seen in the way
that vowel systems are normally presented in grids and patterns in which each
vowel has its own systemic value, determined by its position in the system, a
position which is in its turn determined by the internal contrasts within the
system.

Any change in a system automatically produces systematic results: change
the p on a typewriter to f and fif will be produced when one types pip, remind-
ing us that French pipe and Italian pipa are cognates of English fife. It is systemic
change, change in the phonological system that automatically produces regular
sound change in the discourse of the speakers and writers of the language.

2. System in Language

The notion of system in language, although clearly presented in Saussure (1916),
was neither clearly followed or even clearly understood in twentieth-century
linguistics. The Bloomfieldian attempt to find system in the directly observable
morphology,” for example, was totally misguided, and consequently a total fail-
ure. The tense system of English, for example, does not lie in the morphology,
which has considerable irregularities for a variety of historical reasons,® but in
the meaning represented by the morphology, the binary contrast between the
representation of time that is memorial, coeval with the memory (Past), and
time that is not coeval with the memory (Non-Past).

In Saussure’s game of chess, the system does not lie in the chess pieces,
but in the moves that each piece makes; the systems of a language lie not in the
observable morphosyntax, but in what is marked by the morphosyntax. The
Bloomfieldians were trying to find system in the chess pieces, and in the pro-
cess, ignoring the game of chess. All pawns look alike, of course, but the impor-
tant fact is that all pawns move alike. And if a pawn is lost it can be replaced
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with any object of a suitable size: irregularity is permissible in the markers,
without affecting the operations of the system.

3. Regularity of Sound Change in the Languages of the World

The early comparativists were Europeans, rigorously trained, in the tradition of
the nineteenth-century European educational system, in the study of Latin and
Greek. To this was added, at the university level, the study of Sanskrit, once its
relevance had been realized, and the notion of a protolanguage, a theoretical
earlier language from which all the daughter languages were descended, was
established. As a result the study of Comparative Grammar and Comparative
Philology was in origin a European phenomenon, closely related to the study of
the languages of the Indo-European phylum. As a result the study of Compara-
tive and Historical Linguistics became identified with Indo-European, and little
thought was given to the application of this kind of analysis to other language
families and phyla.

The European voyages of discovery had led to the discovery of Indo-
European languages in the Indian sub-continent, but the voyages to the New
World had encountered totally different language families on the eastern sea-
board of North America. The Algonkian* family, languages of which are found
from the Atlantic to the Rockies, and from the Arctic to the southern United
States, was the most widespread and diverse of the four linguistic groupings
(Inuktitut in the far north, Algonkian and Iroquoian further south, and the
Muskogean languages of the southern United States.) encountered by the Euro-
peans at the time of the earliest contacts in North America. The Algonkian
family has some of the oldest documentation and some of the earliest compara-
tive studies. The 400-year history of Algonkian studies is consequently the most
complete model for the kind of work that has been done or is being done or
can be done with other Amerindian groupings, from all parts of the American
continent.

Since the languages of the Algonkian and Iroquoian families were those of
the eastern seaboard, the Great Lakes and the St. Lawrence River system, these
were the first language families to be encountered by the Europeans from early
contact onwards. Inuktitut, encountered on the most northerly coast of the east-
ern seaboard, had but recently spread across the Arctic from the West, and had
consequently but little dialectal variation.

The earliest explorers and missionaries recognized that Algonkian languages
were related, even if no longer mutually comprehensible, and that the Iroquoian
languages were similarly members of a closely related family. Roger Williams
(1603-1683), in his description of the Algonkian language that he had learned in
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New England (1643) mentions, in fact, a regular sound shift: that the word for
‘dog’ was pronounced regionally in four different ways: antim, ayim, artm,
alum. As Mary Haas comments (1967: 817): “‘Eliot (1666) makes a similar obser-
vation, except for y, when he states: “We Massachusetts pronounce the n. The
Nipmuck Indians pronounce . And the Northern Indians pronounce R.””

The American scholar John Pickering (1777-1846) in his notes to Sébastien
Rasles’ (1657-1724) Dictionary to the Abenaki Language (1833, ms. from 1690s)
quotes the above information from both Williams and John Eliot (1604-1690),
but does not understand the nature of these correspondences, since this is
too soon after the publication of Jacob Grimm'’s ‘Deutsche Grammatik,” the 1822
edition of Volume I of which gave ‘an exact statement of how the sounds of the
various dialects corresponded to one another’ (Pedersen 1962: 38), and pro-
vided a first introduction to the technology of comparative linguistics.

Peter Stephen Duponceau’s (1760-1844) Mémoire sur le systéme grammatical des
langues de quelques nations indiennes de I’Amérique du Nord (1838) although it con-
tained an appendix of the comparative vocabulary of Algonkian and Iroquoian
languages to show that the two families were completely unrelated, and another
comprising a comparative survey of the vocabulary of 30 Algonkian languages,
had likewise no insight into the nature of the sound correspondences.

With the push of new immigrants westward in the late nineteenth century,
more and more languages and language families were encountered and docu-
mented, so that by the end of the century an important first attempt at classifica-
tion of North American Indian languages had been made by John Wesley Powell
(1834-1902) for the newly founded Bureau of American Ethnology in Washing-
ton, DC. Powell (1891) recognized 58 distinct families, which were later reduced
to 55, and eventually reduced to 6 major stocks in a bold and sweeping classifi-
cation prepared for the Encyclopedia Britannica in 1929 by Edward Sapir.

4. Sapir and Michelson

Sapir (1884-1939) had already created a stir in 1913 by suggesting that Wiyot
and Yurok (known collectively as Ritwan), two languages of California, geo-
graphically distant from the normal Algonkian domain of prairies and East,
were related to the Algonkian family. This was roundly rejected by Truman
Michelson (1879-1938) who, a year earlier, had himself made a classification of
Algonkian languages, based on considerable personal field work (1912).
Michelson had noted the sound shift mentioned by Williams and Eliot
(without reference to them), but although he had done his apprenticeship in
comparative linguistics in Germany, he made no more sense of the data than
did Duponceau or Pickering. Sapir in his 1913 article was the first to perceive
the nature of this sound shift, which was relevant to his demonstration of the
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relatedness of Wiyot and Yurok to Algonkian. He noted Michelson’s failure to
see the systemic regularities in the data (1913: 640-641):

Michelson seems to assume that Algonki[a]n originally possessed only ,
and that, under undefined circumstances, it developed into [ in several
dialects. Inasmuch as I occurs in all positions [. . .] as distinct from #n; and as
Cheyenne seems to have t or its palatalized reflex ts, not n, where Eastern
dialects have [, . . . I prefer to believe that original Algonki[a]n had both

I and n and that these sounds were leveled to n in several Central dialects.

Here we have the first proper understanding of the comparative method and
its application to the data of the Algonkian family. Michelson obviously took
umbrage, and poured scorn on Sapir’s proposal, claiming that it was based on
no more than chance resemblances (Michelson 1914).

Although some scholars went on record in support of Sapir’s proposal
(Dixon and Kroeber 1919, Radin 1919), the result of Michelson’s intervention
was that for 50 years the phylum relationship (as it turns out to be) between
Algonkian, on the one hand, and Ritwan (the supposed family of which the
only known exponents are Wiyot and Yurok) on the other, was considered con-
troversial, with scholars unwilling to make a categorical judgment for or against
the proposal.

It was left to Mary Haas (1910-1996), who had been one of Sapir’s own doc-
toral students, to demonstrate the validity of Sapir’s proposal. She used the
trailblazing comparative work of Bloomfield (1925, 1946), and the field work of
Robins (1958) and Teeter (1964), to show (Haas 1960, 1966) that Sapir had been
right in his proposal that Wiyot and Yurok are related to Algonkian, but that it
is a phylum, not a family relationship.

5. Bloomfield’s 1925 Reconstruction

In the very first edition of Language (1925), the journal of the newly founded
Linguistic Society of America, Bloomfield made a major breakthrough in
Amerindian linguistics by applying the comparative method in detail to the
study of Algonkian languages, showing the correspondences of four central
languages, which he hoped would be ‘a basis for further discussion’ (1925: 130).
He added, in a solitary but now famous footnote on the same page:

I'hope, also, to help dispose of the notion that the usual processes of
linguistic change are suspended on the American continent (Meillet and
Cohen, Les langues du monde, Paris 1924, p.9). If there exists anywhere

a language in which these processes do not occur (sound-change
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independent of meaning, analogic change, etc.), then they will not explain
the history of Indo-European or of any other language. A principle such as
the regularity of phonetic change is not a part of the specific tradition
handed on to each new speaker of a given language, but is either a
universal trait of human speech or nothing at all, an error.

This is clearly a manifesto, and it was supported by Bloomfield’s devastatingly
punctilious demonstration of the regularity of sound change in Algonkian
languages: in the polysyllabic words of his examples every single segmental
phoneme was a regular correspondence to the phonemes in the cognate words,
and a regular reflex of the phonemes in the reconstructions. It was a resounding
answer to Meillet’s comment (Meillet and Cohen 1924: 9):

... one may well ask whether the languages of America (which are for the
most part poorly known and insufficiently studied from a comparative
point of view) will ever lend themselves to exact, exhausting comparative
treatment; the samples offered so far hold scant promise . . . (trans. JH)

The most interesting feature of the P(roto)-A(lgonkian) sound system is the
variety of consonant clusters. There are three main sets: pre-aspirated, pre-
glottalized, and pre-nasalized, and clusters of other minor groupings.

The following sets of correspondences show the reflexes for pre-glottalized
and pre-aspirated */0 / and */t/.

PA  Cree Fox Menomini Ojibway
*0 st S ™ ss
* st ht Tt tt
*h6 ht S hn ss
*ht ht ht ht tt

The coherence of these sets is illustrated by the following.

(1) Pre-glottalized */0/

*pema:?0enwi  *ne?Owi
it is blown three
C pimastan nisto
F  pema:senwi neswi
M peme:Tnen nefniw
O pima:ssin nisswi

Other regular changes in (1): C and O merge */e/ and */i/; C and M lose the
final vowel; O also loses the preceding /w/, as do C and M after consonants
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(see (2)). The /-an/ of C is a morphological variant. M has varieties of timbre and
length that require special explanation (see below).

(2) Pre-glottalized */t/

*a:ftawe:wa  *meftekwi
bet with s.o. stick
C  astawe:w mistik
F ahtawe:wa mehtekwi
M attawew meTtek
O attawan mittik

*api:ftamwa
sit near
api:stam
apihtamwa
api:?tam
otapi:tta:n

3ps of TA verb is different in O; *api:tamwa is transitive, O using a different

conjugation.

(3) Pre-aspirated */0 /
*pemohOe:wa *tahOwi

he walks s0 many
C pimohte:w tahto
F  pemose:wa taswi
M pemohnew  tahni:-
O  pimosse: tasso

*esihOenwi
it lies so
isihtin
iSisenwi
ese:hnen
isissin

*/wi/ is allophonically reduced to /o/ in C and O. In C and M *$ and *s merged.

(4) Pre-aspirated */t/

*a:pehtawi  *ki:Sihta:wa
half he completes it
C a:pihtaw ki:sihta:w
F  apehtawi ki:Sihto:wa
M apchtaw ke:sehtaw
O apitta oki:sitto:n

*te:pehtawe:wa
he hears him
te:pihtawe:w
te:pehtawe:wa
te:pehtawe:w
ote:pittawa:n

Bloomfield describes *ki:Sihta:wa as a pseudo-transitive verb (anti-passive),
with morphological variants *hto:/hta: in its conjugation, an alternation which

the languages levelled differently.

The greatest challenge to Bloomfield’s reconstruction of the PA sound system
was the variation of length and timbre in Menomini, which proved to be some-
what of a Gordian knot to unravel. At first (1925: 131) Bloomfield reconstructed
five PA timbres long and short, because of Menomini, whereas the other lan-
guages show a maximum of four. He also comments on the ‘complex but regu-
lar alternation of long and short vowels” in M. Later, in a volume dedicated to
the memory of Trubetzkoy (1939), he gives a morpho-phonemic description of
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M vowel length in a set of statements that, although purely descriptive, never-
theless ‘approximate the historical development from Proto-Algonquian to
present day Menomini’ (1939: 105). In 1946 (see following section) he reduces
the PA vowel timbres to four, short and long, from which six M timbres are
derived. The final details of the phonological history of M are ultimately clari-
fied by Hockett (1981).

6. Bloomfield’s ‘Sketch’ of 1946

During the next 20 years Bloomfield’s 1925 sketch of the sound system of PA
was fleshed out by the work of other scholars (e.g. Michelson 1935 1939, Siebert
1941), so that when he came to make a fuller statement on PA phonology and
morphology he was able to comment (1946: 85):

Our reconstructions are based, to begin with, on the four best-known
languages: Fox, Cree, Menomini, and Ojibwa. Michelson’s brilliant
[1935] study of the divergent western languages (Blackfoot, Cheyenne,
and the Arapaho group) showed that these reconstructions will,

in the main, fit all the languages and can accordingly be viewed as
Proto-Algonquian.

This 1946 work known to Algonkianists as ‘Bloomfield’s Sketch,’ is a remark-
able document, full of detailed information, and a typical example of the com-
pressed style of Bloomfield’s late descriptive work, as in his posthumous The
Menomini Language (1962). It is a chapter of only 45 pages. It contains 404 num-
bered reconstructions, and further economy is achieved by cross reference to
these numbers instead of repeatedly adding examples.

There are some two dozen Algonkian languages, yet Bloomfield was able to
do successful reconstructions with only four. The reason for this is that the four
central languages that he chose (on three of which he did fieldwork, Fox being
the exception) were all conservative, and consequently retained distinctive
elements from the protolanguage. Fox, for example, retained final vowels, and
reflexes of all four short vowels. Cree was essential for determining *0 and *1,
both leveled to /n/ in the other three languages, and also had /sk/ as a reflex
for determining *0k and *xk clusters (which as Siebert (1941) had shown
then required evidence from Eastern Algonkian to distinguish *0k from *xk).
Menomini retained the pre-glottalized clusters, and Ojibway the pre-nasalized
clusters. This facility for reconstructing from selected conservative languages
was later exploited by Hewson (1993) to carry out computerized reconstruction
(see section 8 below).
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7. PA Studies after Bloomfield

Much of Bloomfield’s Algonkian work was left unpublished, in manuscript
form, on his early death in 1949; these manuscripts were inherited by Charles
Hockett, to whom we owe the publication of the Menomini grammar (1962) and
dictionary (1975), and the monograph on Eastern Ojibway (1958). On the basis
of Bloomfield’s unpublished lexicon of Fox (drawn from the published reports
of William Jones (1874-1909) and Michelson and eventually published (1994)
in a critical edition by Goddard), Cree, Menomini and Ojibway, Hockett began
the most important task left undone by Bloomfield: the creation of a Proto-
Algonkian dictionary.

In 1957 Hockett published 404 reconstructed items in /k-/, which, he indi-
cated, might ‘be regarded as the first instalment of a Central Algonquian
comparative dictionary.” Hockett reverts to Bloomfield’s 1925 term ‘Proto-
Central-Algonquian’ because he did not use the evidence of an eastern language
to resolve the handful *0k/*xk clusters in the data; this could have been done,
since there are several missionary dictionaries dating back to Rasles ([1691]\ 1833)
which would have provided the necessary data.

In the 1950s Mary Haas was active in probing the relationship of the
Algonkian family to other Amerindian groupings. Having finally put an end to
the controversy over the relationship to Ritwan (see section 3 above), she pro-
ceeded to supply some comparative evidence of a relationship to the Gulf
languages (1958b) and to Tonkawa (1959), and a resume (1960) in which she
states a fourfold purpose: ‘(1) to validate the Algonkian-Ritwan connection,
(2) to show that the possibility of an Algonkian-Mosan affiliation merits further
investigation, (3) to show that the Gulf languages and Tonkawa are also related
to Algonkian and (4) to suggest that all these languages are probably related to
one another’ (Haas 1960: 989).

In 1964 an important meeting was held at the National Museum of Canada in
Ottawa to bring together scholars working on Algonkian languages. Among the
published proceedings (1967) were two significant comparativist papers. Frank T.
Siebert (1912-1998) presented reconstructions of the names of flora and fauna and
demonstrated their geographical range in North America, and concluded that the
Proto-Algonkian homeland was in the region of the Great Lakes (1967: 13-47).
Goddard presented a reconstruction of the categories of the PA verb, based on
evidence from all the major Algonkian languages (using missionary grammars
when no other evidence was available). He showed for the first time that
Bloomtfield’s reconstruction of the transitive verb morphology was based on Fox,
Cree and Menomini, whereas Ojibway (where the morphological differences had
been treated by Bloomfield (1946: 98-99) as a reshaping) and other languages
showed clearly that F, C and M had merged two earlier paradigms (1967: 66-106).
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From that meeting came a plan to hold an annual Algonkian conference, the
first of which was in 1968 at Wakefield, in the Laurentians to the north of Ottawa.
These have been held annually since, with publication of the Papers from the
mid-1970s onwards. It was at this time that I was having difficulty investigating
the possible relationship of Beothuk (language of the extinct Indians of
Newfoundland) to Algonkian because what few PA reconstructions existed were
scattered throughout the literature. It was also at this time that George Aubin
amd Hong Bae Lee collected these scattered items and produced (Brown Uni-
versity mimeo, 1968) An Etymological Word-list of Reconstructed Proto-Algonquian,
which Aubin later expanded, completely revised and published (1975), provid-
ing an essential reference work for comparative Algonkian studies.

8. Comparative Reconstruction by Computer

Given that a protolanguage dictionary, done by traditional methods of recon-
struction, can take the whole lifetime of a scholar to prepare, and given the
extraordinary regularity of sound correspondences in Bloomfield’s four central
languages, I began to envision the possibility, in the early 1970s, of streamlining
the process by doing comparative reconstruction on the computer. Through the
generosity of Charles Hockett, I was able to procure copies of Bloomfield’s
manuscript lexicons of Cree, Fox and Menomini (all still unpublished at that
point) to add to the word list in his Eastern Ojibwa (1958), which was then sup-
plemented by the Ojibway word list of Piggott and Kaye (1973). Altogether
some 30,000 lexical items from these four languages were put into machine
readable form. With the aid of a Canada Council Research Grant we were suc-
cessful in setting up a computer system to carry out comparative reconstruc-
tion. The description of how this is achieved, and the operation of the various
programs in the system has been reported on in a variety of articles (Hewson
1974, 1977, 1989).

The computer strategy that was developed in this work is, in fact, so simple,
that it can be stated in a simple sentence (Hewson 1993: iv): ‘From the data of
the daughter languages generate all possible protoforms, then sort alphabeti-
cally, and examine all sets of identical protoforms collocated by the sort.” Each
line of the sort begins with the potential protoform generated automatically
from the known reflexes, followed by the native word identified by language.
Where words from different languages produce identical protoforms, these items
are thrown together by the sort, a step which eliminates the time-consuming and
sometimes frustrating dictionary search for cognates. By this technique enor-
mous amounts of low-level reconstruction can be done.

This new dictionary (Hewson 1993) also incorporated cross-references to
the numbered glosses in Aubin’s (1975) PA dictionary (see 6 above) and to the
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numbered glosses in Siebert (1975), 263 significant reconstructions which
appeared too late to be included in Aubin’s work. In this way the computerized
reconstructions are correlated with all previous known reconstructions.

The end product is a protolanguage dictionary that is very different from the
typical dictionaries produced in the past, which would normally be processed
section by section, and produced in fascicles, with vast amounts of particular
and atomistic detail. The computer-generated dictionary produces only the
low-level reconstruction of what is perfectly regular; the detailed research on
particular items must be added later. But it has the enormous advantage of
producing several thousand words which are immediately available for com-
parative work inside and outside the language family, materials that would not
be otherwise available.

9. The Reconstruction Engine of Mazaudon and Lowe

The early PA work was done on a mainframe, when only an ASCII alphabet in
capital letters was available. In fact the publication of the PA dictionary was
delayed until a suitable phonetic font was available for the printing process, so
that C could be printed as § and Q as 7. Since then the technology has been
improved to the point where Martine Mazaudon and John Lowe have now
developed a Reconstruction Engine sophisticated enough to be adapted to the
reconstruction of any language family. Their original article describing this
advance (Mazaudon and Lowe 1991), in the Bulletin de la Société Linguistique de
Paris, is entitled ‘Du bon usage de l'informatique en linguistique historique’
(On the advantageous usage of computer technology in historical linguistics),
and it demonstrates that, by intelligent exploitation of a simple computer
strategy (see section 8 above) computerized methods enable us to complete in
a matter of months work that in the past often occupied a scholar’s lifetime.

A subsequent extensive report in English (Lowe and Mazaudon 1994) in a
special issue of Computational Phonology gives an extensive and explicit report of
the programs and the problems faced in the reconstruction of lexical elements
of the Tamang group of Tibeto-Burman. Four modern tones are recognized in
the modern languages and two proto-tone categories are reconstructed for the
proto-language.

10. Reconstruction and Typology
In the PA experimentation we were fortunate to be dealing with polysyllabic

words, as exemplified in (1) to (4) above. By eliminating the vowels and
using the consonant frameworks of these words, we bypassed all problems of
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segmentation: the consonants and consonant clusters remaining were the
segments used to generate, by means of the known reflexes, the fundamental
frameworks of all the possible protoforms. This procedure also bypassed the
difficulties of the vowel shifts in Menomini, and considerably simplified the
programming.

The Cree word pima:stan ‘it is blown,” e.g., was reduced to the consonant
skeleton [p m st n], and the corresponding Menomini form peme:?nen to
[p m ?n n], and from such consonant skeletons all possible proto-skeletons
(proto-projections) were reconstructed in a single pass. A sort of these
proto-projections produces an alphabetical list which throws together all iden-
tical proto-skeletons and the different language forms from which they come,
as in (5).

6) pm?70n  C pima:stin ‘it is blown about’
pm?0n  F pema:senwi ‘it is blown over’
pm?0n M peme:Tnen ‘it is blown along, past’
pm?0n O pima:ssin ‘sail along, be carried along by wind’

All that is left for the linguist to do is to cull from the list the cognates thrown
together by this sort, with the rudimentary reconstruction, and reconstruct the
vowels from the data of the original forms of the daughter languages. Each item
thus becomes a separate numbered gloss in the final dictionary.

Lowe and Mazaudon show how this strategy can be adapted to a language
with monosyllables and tones, vastly different typologically from Algonkian.
Here a strategy had to be devised for dealing with the various possibilities
of segmentation. Such technical adjustments are required for every language
family: for IE, e.g., programming would need to accommodate or ignore ablaut,
and probably strip inflections. In the case of Tamang it was necessary to devise
a means to represent tones, and the reflexes of the tones.

It is not surprising that polysyllabic Algonkian words each generated on
average over 20 protoprojections. Most of these would be singletons, and thus
filtered out by the sort, which separates the gold nuggets from the tailings.
Because of the complexities of segmentation, the Tamang forms also generate
large numbers of proto-projections, since every possible parsing of every syl-
lable must be examined. This fact points directly to the main challenge of the
comparative method: it requires finding needles in haystacks, work for which
the computer is the machine par excellence.

With systems like RE it is now feasible to do the massive amount of low-
level reconstruction that needs to be done for the world’s language families.
The data of the new protolanguage dictionaries could then be compared to
create a further, deeper stage of reconstruction: we may then compare Proto-
Algonkian with Proto-Siouan and Proto-Iroquoian, e.g., (or Proto-Germanic
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with Proto-Slavic,® etc.). This work should produce a surer insight into pre-
history than the long-range guesswork (which, although limited, has its
usefulness) that goes on at the moment.

11. Conclusion

The past fifty years has seen the creation of modern dictionaries and grammars
and other materials for hundreds of languages, information which had not
previously been accessible to the scholarly community and the research of
linguists. There is an enormous amount of comparative work to be done on
the documentation of these languages, and much of the low-level work can
now be done by automated methods, based on the regularity of sound change,
an empirical fact that has been the foundational principle for the linguistic
reconstruction of protolanguages for the better part of two centuries.

The computer work is also valuable in research on word formatives. In
polysynthetic languages such as those of the Algonkian family, a dictionary of
word formatives can be created by placing hyphens between the formatives in
the reconstructed forms. A concordance made of all items between hyphens
will display the collocations and the range of usage of each word formative, by
collating all the words in which each formative element is found.

The possibilities of the computer manipulation of data in Comparative and
Historical Linguistics is vast. It is important that students of the discipline be
informed of the basic principles of computerized reconstruction, and be aware
of the mass of low-level reconstruction that needs to be done on the newly
accessible materials developed in the last half century.

Notes

1. This article makes use of much previous published work, especially Hewson (1974,
1977, 1989, 1993, 2001).

2. See, e.g., the articles in ‘Language’ by Bloch (1947) and Hockett (1947) and Nida's criti-
cal response to this type of analysis (1948).

3. The large number of strong verbs, the remnants of Verner’s Law (was, were), the Saxon
loss of nasals before fricatives (bring, brought), haplology (send, sent), for example.

4. This is the spelling of Sapir, justified by the fact that the older form Algonquian was from
a French spelling, that the traditional pronunciation had always been -kian, and that
Esquimau had already been standardized to Eskino. Bloomfield, however, maintained the
traditional spellings Algonquin (a dialect of Ojibway), Algonquian (the whole family).

5. Neither of these dictionaries exists at the moment. Both of them are eminently feasible.
A preliminary version of either one of them could now be done as a Master’s thesis
by a knowledgeable graduate student. The PG dictionary would reveal, e.g., what is
limited to West Germanic, what is Common Germanic and what is Indo-European in
the Germanic vocabularies.
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1. Introduction to the Method

Imagine that you enter a classroom and see that the desks and chairs are all in
a different place from when you last saw them —what sort of surmises might
you reasonably make as to the causes of the disarray, and more particularly,
what would guide you in those surmises? Many possibilities are imaginable:
the movement of the furniture could be the work of aliens; it could be the result
of a windstorm; it could be that the chairs staged a rebellion against the desks
that had been oppressing them; or, another teacher may have rearranged the
furniture in the classroom in order to offer a setting for a movie or to stage a
play or simply to promote discussion in his/her class.

All of these are possible scenarios that allow for an explanation of the history
behind the particular observed synchronic state of affairs encountered in the
classroom. However, not all of them are equally plausible, and in fact, some of
these can be ruled out rather easily. We know on independent grounds that
chairs are simply not capable of holding the propositional attitudes or carrying
out the actions necessary for staging a rebellion, and that visits by extra-
terrestrials are highly unlikely (and if such creatures did visit, why would they
pull a prank like changing around the furniture?). And, while a windstorm
could wreak havoc in a room if windows were left open or were blown out, that
is not a likely event, and in any case, an absence of broken glass would allow
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one to eliminate that possibility. This means that the best hypothesis remaining
is the one that explains the alterations as the result of human actions sometime
before your entry into the classroom.

This exercise is a matter of trying to deduce the historical events that led to a
synchronic state, and the reasoning was guided by our sense of what events are
likely and unlikely to have created the observed synchronic state of affairs.

This type of reasoning is found in all walks of life. We see a puddle or wet
pavement in the morning and can hypothesize that it rained overnight even
without directly experiencing the rain. We see a friend’s hair in disarray and
guess that he had lost his comb. And so on. In each case we are attempting to
reconstruct some aspect of the past that is not directly observable but which
is inferable from the outcome and what we know about how such outcomes
generally arise.

This same reconstructive method can be applied to language, so that the
causal historical underpinnings to a particular configuration of facts in a lan-
guage can be guessed at, or to use more scientific-sounding terminology,
hypothesized about, with the most reasonable hypotheses being those that are
supported by what is known about language and about language history in
general (just as the most reasonable hypothesis in the classroom example did
not involve aliens or animate furniture). Thus language typology (see Chapter
4 in this volume) informs this method, by giving a sense of what can be expected
for a given language state. In historical linguistics, this method has a special
name: internal reconstruction, so-called because it is a reconstructive technique
that relies entirely on observed evidence from a single stage of a language, and
thus is ‘internal” in that there is no ‘external’ comparison to related languages
(as there is in the comparative method (see Chapter 2 in this volume)). In a
sense, the designation ‘internal’ is not completely justified, since by drawing on
known properties of language and language change, considerations external to
the language stage in question are brought into play; nonetheless, the method
is “internal’ as far as the source of the data one works with is concerned (again,
unlike comparative reconstruction).

2. The Method of Internal Reconstruction Exemplified

The classic application of this method involves drawing inferences about
the historical sources of morphophonemic alternations (i.e., alternations in the
phonemic shape of morphemes).

For example, the nominative singular of the Ancient Greek word for
‘honey’ is méli, and the genitive singular is mélitos. Other facts about Ancient
Greek noun inflection, e.g., a comparison of nominative poimén ‘shepherd” with
genitive poiménos ‘of a shepherd’ or of nominative dar ‘wife” with genitive daros
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‘of a wife,” demonstrate that the genitive singular ending is clearly -os with
other nouns, and in particular consonant-stem nouns. The best synchronic
analysis of ‘honey,” therefore, segments it as méli-@ / mélit-os, so that there is
allomorphy in the stem between méli- and mélit-. How did such allomorphy
arise? Knowing that paradigms generally start out as perfectly regular, with no
allomorphy at the outset, and that languages often lose consonants at the ends
of words, it is reasonable to suppose that prior to the attested Ancient Greek
stage with the nominative méli, there was a stage in which the nominative was
*melit. The asterisk, as with comparative reconstruction, indicates that this form
is hypothetical, not directly attested but inferable. Moreover, to get from this
posited *melit to the attested méli, a sound change of final ¢-deletion (perhaps
to be viewed as a more general final stop deletion) must be posited as well.
Internal reconstruction in this case thus resolves the synchronic méli/mélit- allo-
morphy into an earlier unity, with a single stem form *melit-, and recognizes as
well a sound change that gave rise to the later allomorphy.

Moreover, this account generalizes to other similar alternations in Greek, e.g.
neuter present participle nominative singular [1ion ‘loosening’ / genitive singu-
lar luiont-os, for which an earlier nominative form *luont can be reconstructed,
guided by a recognition that sound changes, such as the final stop deletion pos-
ited for méli, typically affect a wide range of forms. Knowledge of what can
happen to sounds is thus brought to bear here on the analysis of méli/mélitos,
just as knowledge of likely forces moving furniture around was brought to bear
on the reasoning in the classroom example.

As another example, consider the two words for ‘sleep” in Latin: somnus
and sopor (differentiated as ‘sleep’ vs. ‘deep sleep,” respectively). Given other
nouns in —nu— and —or—in Latin (e.g., signum ‘sign,” lignum “wood,” calor ‘heat,’
tumor ‘swelling’), a reasonable synchronic analysis would segment these nouns
as som-nu- and sop-or-, respectively, thus yielding root allomorphy in conso-
nantism of these derivationally related forms, som- vs. sop-. The difference in
the final consonants in these forms can be resolved by noting that som- occurs
before a nasal, and that regressive assimilation of a stop to a following nasal is
common cross-linguistically. Thus, somnus can be internally reconstructed as
*sop-nu-, and a sound change of p >m /__n can be posited. As in the Greek case,
this account generalizes to other alternations of a labial stop and a nasal, as with
dap- in dap-s ‘sacrificial meal” and its root cognate dam- in dam-num ‘loss.’

This Latin case allows for a generalization in a somewhat different direction
that the Greek did not. That is, there are isolated forms in Latin, words without
any apparent relatives within Latin itself, that have the same —mn— sequence as
in somnus. The generality implicit in the positing of a sound change turning a
labial stop into m before an n means that even for a word like amnis ‘river,” with
no related forms sharing its root element and thus nothing that can give a clue
that am- had ever been anything other than am-, one nonetheless can speculate
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that in a prior but unattested stage of Latin, this word may have been *ap-nis.
The significance of this hypothesis becomes clear in the next section.

Morphophonemic alternations offer a direct basis for the historical infer-
ences that we call internal reconstruction, but as the case with amnis shows,
certain configurations of facts allow for internal reconstruction even when there
are no overt clues in the form of alternations. Sometimes, gaps in patterns are
enough to allow for internally derived historical hypotheses. For instance, Old
Irish has a stop system with voiced stops b d g and voiceless stops t k, thus with
a gap at the labial point for the voiceless set as compared to the voiced set. It is
reasonable to infer from that distributional fact that there may once have been
ap in pre-Irish and that a sound change eliminating p from the phonemic inven-
tory of the language may have occurred.

Similarly, other sorts of synchronic irregularities—thinking of morphopho-
nemic alternations and gaps in patterns as a type of ‘irregularity’ in that they
constitute nonuniformity in the system where uniformity might otherwise be
expected —provide a basis for the formation of historical hypotheses. For
instance, within Latin, one irregularity about combinations of prepositions
and the objects they govern is that whereas the order of elements is usually
Preposition + Object, both with noun objects and pronoun objects, as in cum
Marco ‘with Marcus’ or ad eds ‘to them,” when the preposition is cum ‘with” and
the object is a pronoun, the pronoun goes first and the preposition is enclitic to
it, e.g. mecum ‘'me-with’ (i.e., ‘with me’). This invites the inference that at an early
stage of Latin, prepositions more generally were enclitic and thus that mecum
reflects an archaic usage that, for whatever reason, had not fallen in line with the
regularizing that other preposition-plus-object combinations underwent.

3. Confirming the Results of Internal Reconstruction

The method of internal reconstruction thus allows for the generation of hypo-
theses, of greater or lesser plausibility, about an earlier linguistic state of affairs.
Some of these hypotheses can be readily ruled out, but once that is done, how
might one determine if the best remaining hypothesis is accurate? The answer
lies in the other historical linguistic reconstructive method, the comparative
method, and thus in bringing external evidence from other languages to bear
on the internally arrived at hypotheses.

That is, in the case of the Greek work for ‘honey,” the evidence of Hittite milit-
‘honey’ and Gothic milip honey’ shows that a reconstruction of the oldest form
of this word in the Greek branch with a final —f— in the stem is well warranted.
Similarly, cognates to the Latin forms for ‘sleep,” such as Greek hiipnos ‘sleep’
and Sanskrit svapna- ‘sleep,” point to the validity of reconstructing the pre-Latin
form of ‘sleep’ as *sop-no, and cognates with p in various related languages but
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@ in Irish, such as Latin pater ‘father,” compared with Old Irish athir, show that
the positing of a prehistorical *p in early stages of the Celtic branch of Indo-
European is a reasonable step to take. And, in the case of the Latin amnis, exter-
nal comparisons such as Hittite hap- ‘river,’ confirm the speculative hypothesis
of a pre-form *ap-nis that was arrived at by extending the internal reconstruc-
tion of somnus to an isolated form.

The most famous example of the confirmation of internal reconstruction via
comparative evidence is the case of Ferdinand de Saussure’s ‘coefficients sonan-
tiques’ (later somewhat erroneously referred to by others as ‘laryngeals’). These
are a class of consonants that Saussure (1879) posited for a stage prior to Proto-
Indo-European, working just from the evidence of reconstructed patterns for
vowel alternations for the proto-language. For instance, he assimilated the
pattern of ¢ alternating with 3 to that of er alternating with syllabic r, by hypoth-
esizing that there was a consonant that had the property of lengthening a
preceding vowel and surfacing as a syllabic element when the vowel was elimi-
nated (for morphological reasons, an ‘ablaut’ state of the root referred to in
Indo-European linguistics as the ‘zero-grade’). This was a purely internally
arrived at reconstruction but it received support over 40 years later when Jerzy
Kurylowicz (see Kurylowicz 1927) demonstrated that certain consonants in
Hittite, usually transcribed as }j, appeared in exactly the positions that de
Saussure predicted for his ‘coefficients sonantiques.” This discovery not only
confirmed de Saussure’s hypothesis, paving the way for the development of
what is now called ‘laryngeal theory’ for the Indo-European phonological sys-
tem, but also validated the methodology of internal reconstruction.

4. Limitations of Internal Reconstruction

For all the fact that internal reconstruction has been shown to be a powerful
means of shedding light on the prehistory of linguistic states that might other-
wise not be amenable to any further historical speculation, it has its limitations
as a method.

For one thing, not all synchronic alternations have arisen by the relatively
‘clean’ path that forms like Greek méli show. For instance, the alternation seen
in the Greek noun for ‘name,” with a nominative énoma and a genitive ondématos,
lends itself to the same sort of analysis as that given for méli, so that one might
reconstruct the nominative as *onomat and segment the genitive as ondmat-os.
That is a perfectly reasonable internal reconstruction, but the comparative evi-
dence in this case is disconfirmatory: cognate forms in other languages show no
sign of a —t—in this stem at all, neither in the nominative (cf. Sanskrit ndma, Latin
nomen, Hittite laman) nor in the genitive (cf. Sanskrit ndmn-as, Latin nomin-is,
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Hittite lamn-as). The —t— presumably entered the Greek paradigm in some way
other than being an inherited part of the stem, quite possibly being added to
the genitive due to influence from adverbial forms in —tos (e.g., ektds ‘except’) or
else analogically based on genitives of —t—stems; i.e., there is no evidence for a
prehistoric stage of Greek with a nominative *onomat, even though that is the
form that internal reconstruction would lead one to.

And, in the case of reconstructing a *p for some pre-stage of Irish, the
comparative evidence shows that a Proto-Indo-European *p was lost on the
way to Irish, and more accurately on the way to Celtic. Yet, the absence of a
consonantal reflex of *p in all of the Celtic languages points to the conclusion
that the loss of *p was a very early step in the development of the entire Celtic
branch of Indo-European, and thus not as recent a phenomenon as a hypothesis
based just on Irish evidence alone would suggest.

More generally, hypothesizing loss based on absence is a risky proposition;
the fact that English lacks uvular consonants, for instance, does not mean the
language once had them and lost them; it might well be the case that it simply
has never had them.

Despite such limitations, internal reconstruction is useful in historical inves-
tigation, and, indeed, is widely considered to be among the standard methods
used in historical linguistics; not surprisingly, therefore, it is included in hand-
book-style surveys of the field (see, e.g., Kurytowicz 1973, or Ringe 2003) and
in nearly all textbooks (Anttila 1972/1989 being a notable example where the
method is given particular prominence) and specialized treatments of recon-
struction methodology (e.g., Fox 1995: Ch. 7).

5. Concluding Remarks

In a very real sense, internal reconstruction can be thought of as a hypothesis-
generating methodology, and to the extent that there are no constraints on
hypotheses that may be entertained, engaging in internal reconstruction is a
license to be creative and propose possible scenarios, i.e. historical hypotheses,
that are constrained only by the plausibility offered by what is known about
language and language change in general.

Still, especially given the interplay noted in section 4 between internal recon-
struction and comparative data, one can wonder if internal reconstruction is
really needed. That is, if one worked solely with the comparative method and
compared Latin somnum with Greek hupnos or Sanskrit svapna-, it would be
trivial to explain the m : p : p correspondence set by reference to its occurring in
the context of a following nasal. Similarly, a direct comparison of Greek méli
with Hittite milit would readily lead one to suppose that the Greek nominative
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had once been *melit and that a final-stop-deletion sound change had occurred.
Thus it may well be that internal reconstruction rarely tells us something we
could not know by other means.

There are, however, some circumstances in which internal reconstruction
offers the only avenue for historical inferences. In particular, in cases in which
there is no other potentially corroborating data available, internal reconstruc-
tion is the only method available. Such a case arises when one is dealing with a
proto-language, reconstructed by comparative evidence; in order to push the
temporal frame for the proto-language back even further than the comparative
method allows for, applying the reasoning of internal reconstruction can offer
some basis for surmises about the prehistory of the proto-language. The hypo-
thesis of the nineteenth century Indo-Europeanist August Schleicher (see
Schleicher 1871: 13, discussed also in Pedersen 1959: 270) that the nominative
singular of the word for ‘mother’ (Latin mater, Greek mater, Sanskrit matd, etc.)
in Proto-Indo-European was not *mate(r) with a lengthened ablaut grade in the
final syllable but rather *matar-s, a view reached independently but cast in a
more modern form by Szemerényi (as discussed in Szemerényi 1990: 116), is
essentially a form of internal reconstruction on the proto-language, deriving
the final *-ér from an earlier, ‘pre-Proto-Indo-European,” stage involving the
more widely distributed nominative ending *-s and the long vowel from a com-
pensatory lengthening with the loss of that *-s. Moreover, there are language
families for which comparative data from a range of languages is not easy to
come by where internal reconstruction can help to get one started (see Campbell
and Grondona 2007, for example) as well as instances where such data is
lacking altogether, as in case of the language isolates (e.g., the American Indian
language Zuni); in the latter situation, all reconstruction can only be internal,
drawing just on data from that one language. In such a case, dialect variation
could in principle offer some comparative basis for reconstruction, but in a
technical sense, all the data would be coming from a single language, and thus
would be ‘internal.’

Thus, even if not always providing novel hypotheses or reconstructions that
would not be possible otherwise, internal reconstruction does have something
to offer the historical linguist and is an important and valuable part of the
historical linguist’s toolkit.
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1. Introduction

The general goal of linguistic typology is the classification of languages based
on structural properties, such as the formal properties of vowel systems or
differences in word order.! A related goal is to distil “universals’ from such
classifications, i.e. generalizations about what constitutes possible language
types (‘absolute universals’) or which types are more likely to occur in the
world’s languages (‘universal tendencies’). In historical/comparative linguis-
tics, the term typology can also refer to the classification of linguistic changes;
and again, certain types of change are considered to be universally possible,
while others are not.

This chapter discusses both the role of general linguistic typology and univer-
sals in historical/comparative linguistics, and typologies of linguistic change.
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2. Typology as an Evaluative Tool in Comparative Linguistics
As Comrie puts it,

... we can ask of a particular reconstructed language whether it is
consistent with what we believe to be constraints on human languages, and
if the answer is negative then we should seriously reconsider the
reconstruction. (1993: 76)

On the face of it, this sounds like a credible approach. For who would want
to reconstruct, say, a typologically unprecedented vowel system with high-front
rounded [ii], central [o], and low-back [5]? In practice, however, things tend to
be more complicated, since many typological universals are tendencies only;
and as Comrie observes, there is no reason to assume that reconstructed lan-
guages are typologically more ‘pure’ than actually attested languages (1981:
205). Moreover, we must keep in mind that typologies are only as good as the
evidence they are based on; new evidence may require serious reconsideration.
The following discussion serves to illustrate these points.

2.1 Phonological Reconstruction and the ‘Glottalic Theory’

The ‘laryngeal theory’ of Indo-European reconstruction? brought with it a
reduction of the stop system from one with four distinctions (voiceless : voice-
less aspirate : voiced : voiced aspirate) to three (voiceless : voiced : voiced
aspirate). In a widely cited paper, Jakobson (1958) asserted that this system
is typologically impossible, in that no language has voiced aspirates without
corresponding voiceless ones.

Based in part on this typological claim,> Gamkrelidze (often with Ivanov)
and Hopper independently proposed an alternative ‘glottalic’ reconstruction
with voiceless (+ aspirate) : glottalized : voiced (+ aspirate); see Gamkrelidze
and Ivanov (1973, 1995), Gamkrelidze (1988) and Hopper (1973).

The reconstruction has run into a considerable amount of criticism (for
a survey see Iverson & Salmons 1993). Relevant for present purposes is the
fact that as shown independently by Hock (1986¢) and Stewart (1989; see also
Comrie 1993), the supposedly impossible typology voiceless : voiced : voiced
aspirate is attested in Indonesian and West African languages. Jakobson’s
claim, thus, cannot be considered an absolute universal, although it remains
a universal tendency. Moreover, as noted earlier, there is no reason for assum-
ing that reconstructed languages are typologically more “pure’ than actually
attested ones.
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2.2 Syntactic Reconstruction: Proto-Indo-European Word Order

Greenberg’s pioneering study of word order typology (1966, first published in
1963) established a number of correlations between the ordering of Subject (S),
Object (O) and Verb (V) on one hand and other aspects of constituent and clause
order on the other. One of these was that relative clauses in languages of the
type SOV tend to be preposed to their head nouns, while they tend to be post-
posed in SVO and VSO languages. As Greenberg himself noted, however, some
of the SOV languages in his sample had postposed relative clauses.

By the time of Lehmann (1974) and Friedrich (1975), Greenberg’s typological
observation had been supplemented by the claim that the preposed relative
clauses of SOV languages lack relative pronouns and have something like
relative verbs instead, and that relative clauses with relative pronouns are char-
acteristic of SVO and VSO languages.

Given that the unmarked word order of early Indo-European languages is
predominantly SOV, Lehmann concluded that the relative-clause type with
relative pronouns found in all of the early Indo-European languages must be an
innovation and that Proto-Indo-European had no such clauses. Friedrich, by
contrast, claimed that the presence of relative clauses with relative pronouns in
early Indo-European precludes the assumption that PIE was SOV type, but that
it must have been SVO instead.*

Lehmann’s and Friedrich’s line of argument is problematic on several counts.
First, as noted, Greenberg observed several SOV languages with postposed
relative clauses. Moreover, Classical Latin, whose unmarked order is SOV, has
relative clauses with relative pronouns and these are generally postposed. Since
this typology, thus, is perfectly possible in natural languages, there is no reason
against reconstructing it for PIE.

In fact, however, Greenberg’s typology, as modified in Lehmann’s and
Friedrich’s publications, is incomplete. As adumbrated by Watkins (1976), early
Indo-European had structures of the relative-correlative type with relative pro-
nouns (RP) correlating with correlative ones (CP) and without insertion of the
relative clause into the main clause, as in (1) (from Sanskrit). This type turns out
to be widespread in SOV languages (Downing 1978).

(1) [tvarn tam ... badhasva ...]MC
you.sG.voc. that.sc.acc.m (CP) bind.sG.2.1MPVE.MID
[... yo no jigharhsati]RC
who.reL.sG.NOM.M (RP)  us.OBL.CLIT. slay.DESID.SG.3.INDIC.ACT

“You . . . tie down that (evil-doer) who . . . tries to slay us.” (RV 6.16.32)

Proto-Indo-European may thus be typologically ‘pure” after all—a subtype
of SOV languages that have relative-correlative structures.® But as we have
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seen, even if it weren’t, there would be no reason against reconstructing a
Proto-Indo-European with SOV plus postposed relative clauses with relative
pronouns.

3. Typology and Sound Change/Typology of Sound Changes
3.1 Structural Typology and Change

Anumber of different typologies have been proposed for phonological structure.
Among the more robust of these, with implications for linguistic change, are the
Sonority Hierarchy, the tendency toward Open Syllables, and the Avoidance of
Trimoraicity.

According to the Sonority Hierarchy, syllables preferably have increasing
sonority in the onset and decreasing sonority in the coda. As a consequence, if
certain changes introduce violations of the Hierarchy, they are repaired by other
changes, such as the metathesis in (2).

(2) Proto-Iranian caxra- ‘wheel” > ¢axr (apocope) > Carx (metathesis)

The tendency toward Open Syllables has had its strongest effect in the Slavic
‘Open-Syllable Conspiracy’ (Hock 1986c¢: 161-162 with references); and the
Avoidance of Trimoraicity motivates the Pali ‘“Two-Mora Conspiracy’ (Hock
1986¢: 159-162).

While these tendencies, thus, seem to motivate a variety of linguistic changes,
they can clearly be violated. For instance, what motivates the metathesis in (2)
is the earlier apocope, which introduced a violation of the Sonority Hierarchy.
More than that, violations can also be brought about by the extension of changes,
beyond the context in which they were originally motivated. Thus, in Ossetic,
an Iranian language of the Caucasus, metathesis has been extended to initial
position, where it creates violations of the Hierarchy, which are repaired by
prothesis, as in (2').

(2") Proto-Iranian Orayah ‘three’ > tra- > rta- (metathesis) > arta (prothesis)

3.2 System Balance and Chain Shifts

Since Martinet (1964) it has been accepted that the tendency for phonological
systems to be balanced can play a role in linguistic change, in that changes
introducing imbalances tend to lead to further changes that restore the balance,
in a scenario of Chain Shifts. Two major types of such changes have been
generally recognized, Drag Chains and Push Chains. In Drag Chains, a position
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in the system emptied by an earlier change gets filled by a second change; in
Push Chains, an incipient change that ‘threatens’ the position of a segment leads
to that segment’s moving out of the way (so to speak); see e.g. Labov (1994).

The common wisdom holds that Push Chains may not be well established;
but Gordon et al. argue for just such a change in New Zealand English (2004:
265-272).

3.3 Typology of Changes

Sound changes can be classified in terms of whether they are possible or likely
(‘natural’), or impossible or unlikely (‘unnatural’). For instance, even if Gordon
et al. may be right about New Zealand English, Drag Chains seem to be much
more likely to occur than Push Chains. Similarly, anticipatory assimilation is
more common than perseverant assimilation; intervocalic voicing or weaken-
ing is likely, while intervocalic devoicing or strengthening is highly unlikely;
and the list goes on.°

There are also more specific generalizations. For instance, the metathesis in
(2) is one of several natural responses to violations of the Sonority Hierarchy,
while the change in (2’) is unnatural. However, as the example shows, natural-
ness can be overridden by phonological generalizations.

Further, the change in (3a) is a natural development (because of the common
process of palatalization), while the reverse change in (3b) would seem unnatu-
ral (there being no linguistic process to motivate it). Note, however, that with
coronal input, the case is less certain, since the assibilated output of palataliza-
tion does occasionally simplify to coronal, as in (3c).

(B) a. g>jd>j
b. j>g
c. j>dz>d (asin Old Persian dasta “hand’ < * j(h)asta-)

Finally, sound changes can be classified in terms of their expected regularity,
with dissimilation, metathesis and distant assimilation singled out as normally
irregular. Note, however, that dissimilations and metatheses can occasionally be
regular; see Hock (1986¢: 113-116) for factors motivating such regularity. (See
also section 4.1 below.)

4. Typology and Analogical/Morphological Change
4.1 ATypology of Changes in Terms of Systematicity or Regularity

Since the time of the neogrammarians, analogical change has been considered
irregular, in contrast to (normally) regular sound change. However, even among
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traditionally recognized analogical changes, two processes—four-part analogy
and leveling —are typically more systematic than the rest. Moreover, analogical
changes operating in terms of the extension of rule-governed general processes
tend to be completely regular. Finally, sound change can be considered an
analogical extension of phonetic variation. Hock (1993) therefore proposes a
hierarchy, such that changes whose domain is most restricted (in terms of non-
phonetic or nonphonological information) are least regular, while changes
whose domain is unrestricted are regular.

4.2 Directions of Analogical Change

The issue of the natural direction of analogical change has been the subject of a
famous discussion between Kurytowicz (1947) and Manczak (1958); for discus-
sions see e.g. Hock (1986c¢: 210-237) and (1993), Winters (1997). The most robust
generalizations emerging from the discussion are (i) morphophonemic alterna-
tions are more commonly eliminated (through leveling) than introduced
(Manczak), and (ii) in cases where an analogical, new form coexists with the old
form, it is the former which is used in productive function, while the old form
continues in marginal function (as in brothers vs. brethren).”

The 1960s and 1970s saw an extensive debate on ‘Rule Reordering,” the issue
of what motivates the fact that, in a process-oriented grammar, in cases such as
German Final Devoicing (FD) and o-Loss, the synchronic application of these
processes has been reordered compared with their historical order; see (4).
Eventually, the issue was resolved in favor of the view that the reordering is
motivated by the “Transparency Principle’: In (4b), the order of a-Loss after FD
makes the latter rule opaque, in that its predictions are not met in forms with
a-Loss; the order in (4c), by contrast, makes FD transparent (see Kiparsky 1973).
Though rule-based grammars are no longer in vogue, the Transparency Princi-
ple has survived and still turns out to be fruitful.

(4) a. Historical changes tag tago
FD tak -
9-Loss ----- tag* (expected)
vs. tak (actually found)
b. Synchronic rule order I tag tago
FD tak -
o-Loss - tag
c. Synchronic rule order II tag tago
9-Loss ----- tag
FD  tak tak
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4.3 Morphological Change: Grammaticalization

At least since the time of Bopp (1816) it has been assumed that morphological
affixes were originally full, independent words.? This assumption has in recent
years led to a new framework in historical linguistics, ‘Grammaticalization’; see
e.g. Hopper and Traugott (1993/2003), Fischer et al. (2004).

Grammaticalization is conceived of as a unidirectional process, commonly
involving the development of a full word to function word, cliticization and
eventual fusion of the clitic with its host, becoming an affix; see e.g. (5) from
Spanish. The unidirectionality of the process(es) has been questioned; see e.g.
Campbell (1991). However, counterexamples are relatively rare. Grammaticaliza-
tion, thus, must be recognized as at least a universal, unidirectional tendency.

(5) a. escribir he  ‘Thave to write’
b. escribir he ‘I will write’
c. escribir=he ‘T will write” (see escribir=lo=he ‘1 will write it")
d. escribiré ‘T will write’ (escribir=lo=he*)

5. Typology and Syntactic Change
5.1 Word Order Typology and Change

In addition to the correlation between major constituent order and relative
clause structure (section 2.2 above), Greenberg (1966) noted several other
correlations. In the idealized form that these were picked up by later scholars,
such as Lehmann (1974) and Friedrich (1975), these are as in (6). Note, however,
that Greenberg’s sample included numerous exceptions to these correlations,
especially as far as the order of adjective and noun is concerned. Further,
Friedrich (1975) has argued that the latter correlation is not meaningful. (On
this issue see also Dryer 1988.)

(6) VSO/SVO (‘'VO’) SOV ('OV)
preposition + N (PN) N + Postposition (NP)
N + Genitive (NG) Genitive + N (GN)
N + Adjective (NA) Adjective + N (AN)

A number of scholars, especially Lehmann, considered exceptions to these
correlations to indicate that the language in question is in transition from one
pure type to another; and there were claims that a change in one or another of
these different configurations would necessarily entail shift to a typology (OV
or VO) which would be compatible with the new configuration.
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Several problems should be noted concerning these later claims. First, many
‘inconsistent’ languages show no evidence of changing to greater consistency.
More than that, English (which clearly has VO) has both GN (as in the man’s
house) and NG (as in the house of the woman), while German (which is less clearly
VO) has only marginal GN (as in des Mannes Haus) but productive NG (as in das
Haus der Frau).

Second, closer examination of Greenberg’s sample (and other evidence) shows
that different types (and subtypes) tend to cluster in different areas of the world.
For instance, SVO is found in most of presentday Europe, in Southeast Asia and
China, and in much of Africa; VSO is found in Modern Celtic, Afro-Asiatic
(except where contact has introduced a different order), and Austronesian; SOV
is found in most of Asia (other than Southeast Asia, China and Austronesian
languages). The situation is similar in other parts of the world. Note that in
many cases, the prevailing type cuts across different language families, such as
European SVO in Indo-European and Baltic-Finnic languages; or Eurasian SOV
in the rest of Uralic, Altaic, Indo-European Iranian and (most of) Indo-Aryan,
Korean, Japanese, etc. These facts suggest that membership in one or another
typology may depend on contact, rather than genetic relationship.

Third, ‘inconsistent” typologies seem in many cases to be attributable, not
to historical transition from one type to another, but to geographical transition
between different (sub-)types. For instance, the following subtypes are distin-
guished in Greenberg’s sample of northern European languages, with Finnish
intermediate between more ‘consistent’ western SVO + PN and ‘consistent’
eastern SOV + NP.*

(7) Norwegian/Danish/Swedish ~ Finnish/Estonian =~ Eastern Uralic

SVO SVO SOV
PN NP NP
GN GN GN
AP AP AP

Finally, there are problems with Greenberg’s (and later scholars’) classification
of German, Dutch (and Frisian) as SVO, rather than SOV with placement of
the finite verb in second position in main clauses (V2); see the German examples
in (8). Significantly, in V2 languages, the position before the finite verb can be
taken by any constituent, as in the second example under (8a). As will be seen in
the following section, the existence of this additional type of major constituent
order has consequences for historical linguistics. Moreover, it raises questions
about earlier attempts to explain the change from SOV to SVO in Germanic
languages.’
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(8) a. Main Clause

Der Hans hat die Grete gesehen
Hans (S) has Gretel (O) seen

[V, fin]
‘Hans has seen Gretel’
Die Grete hat der Hans gesehen
Gretel (O) has Hans (S) seen

[V, fin]

= ‘It is Gretel that Hans has seen’

b. Dependent Clause
dal derHans (S) die Grete (O) gesehen  hat
that Hans Gretel seen has
[V, fin.]
‘that Hans has seen Gretel’

5.2 Motivations for Shift in Word Order

So far, the best-documented shifts in word order involve either a change from
VSO to SVO or from SOV to SVO. The former is found in many modern Semitic
(and other Afro-Asiatic) languages; the latter in most of the languages of Europe.
Unfortunately, there does not seem any historical documentation of a shift
toward SOV, except through contact; and the shift from SOV to VSO in Insular
Celtic is somewhat controversial (but at least it is attested).!! There is thus a
considerable gap in our knowledge of what motivates word order shift.

At the same time, it is remarkable that the shift from either VSO or SOV to
SVO seems to be a relatively common phenomenon. Does this mean that SVO
is in some sense crosslinguistically more ‘natural?’ Or is the frequent change
from SOV to SVO attributable to the fact that it proceeds through an intermedi-
ate stage with V2?12

In the case of Semitic (Afro-Asiatic), Givén (1977) has suggested that the shift
to SVO was motivated by discourse considerations and the tendency to place
topics in front of the initial verb. Since subjects are the most prototypical topics,
this permitted reinterpretation of surface SVO as basic.

The shift from SOV to SVO in the European languages has been plausibly
claimed to have proceeded through an intermediate stage with V2, still pre-
served in early Romance, Germanic, Baltic and Slavic; see Hock (1982). The
change toward SVO, with obligatory SV order, then can be attributed to the fact
that, as in Semitic/Afro-Asiatic, subjects are the most prototypical topic and
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thus placed in front of V2, making it possible to reinterpret surface SV as basic,
rather than a subtype of Topic + V.

V2, in turn, can be explained as resulting from reinterpretation (and subse-
quent extension) of an earlier prosodically conditioned movement of clitic verbs
to second position (P2), by Wackernagel’s Law (see the chapter on Supraseg-
mental and Prosodic Historical Phonology and the references cited there). An
argument in favor of this view would be the fact that just as there is P2 but no
‘P -2’ (i.e. prosodic movement to the position before the last sentential element),
so there is V2 but no ‘V -2’—an interesting typological fact."” (For a similar
perspective, which however differs considerably in detail, see Anderson 2005:
177-226.)

6. Typology and Language Contact

As we have seen in the preceding sections, word order typology seems to be
strongly correlated with geography and language contact. This is true both of
the distribution of major constituent-order types and of more specific, ‘transi-
tional’ subtypes, as in the case of the northern European languages (example (7)
above). Moreover, all well-documented shifts from VSO or SVO to SOV known
to me, such as in Ambharic, are attributable to contact.

The effect of contact and convergence extends not just to syntax, but also to
other aspects of linguistic structure, including phonology. Thus, South Asia is
characterized by a contrast dental : retroflex (except for Assamese and most of
Tibeto-Burman), and this contrast has been attributed to the influence of the
Dravidian languages (e.g. Emeneau 1974). While the hypothesis of Dravidian
influence has been challenged (e.g. Hock 1996a), this does not affect the ‘that” of
South Asian convergence, but only the historical ‘how.’

7. Concluding Remarks
Note that in all of these cases, it is contact that is responsible for typological
change, and not the other way around. In fact, with the exception of certain

phonological tendencies such as the Sonority Hierarchy, typology generally
does not seem to play a major role in motivating linguistic change.

Notes

1. For a good history of typological studies see Koerner (1997).
2. A good survey is found in Mayrhofer (1986).
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. Other arguments, some of which are also typological, are irrelevant for present

purposes. For a fuller discussion see e.g. Hock (1986c¢: 621-626).

. Both Lehmann and Friedrich introduced other arguments; but these are not relevant

for present purposes.

. This issue is further developed in section 5.3 below.
. A complete typology of sound changes is still a desideratum.
. The latter generalization has been questioned by Kiparsky (1974b), who points

to regularized forms in secondary function, such as sabertooths. However, these
forms are not directly derivable from older forms like teeth, but rather from sabertooth,
which itself is a new form, derived by compounding from saber + tooth. Being a new
form, its conforming to the productive pattern of English plural formation is to be
expected.

. Bopp’s use of this approach, to be sure, was highly speculative, and most of his

accounts no longer stand up to scrutiny.

. This adds support to the arguments by Campbell (1997: 55-67) for assuming that

Finnish VO features result from contact with Germanic (and Indo-European Baltic).
Note further that Campbell argues that some of the more anomalous ‘inconsistent’
types found in the world’s languages are attributable to contact between different
‘consistent’ types (1997: 50, with references).

For instance, Vennemann (1974) claimed that reduction of nominal inflection led to
SVO, thus establishing a linear distinction between subject and object. As the second
example under (8a) shows, in V2 languages the order of subjects and objects is not
necessarily fixed. Moreover, languages such as Hindi have undergone inflectional
reduction, but have remained SOV. See also Comrie (1981: 207-208).

Watkins (1963) proposes an explanation that involves univerbation of prefixes and
verbs interacting with second-position clitic placement. Others (e.g. Pokorny 1927-30)
attribute the change to an (unknown or ‘Berber’) substratum. Yet others (e.g. Doherty
2004) claim that Celtic VSO arose via V2. Although Watkins’s account has much to
recommend it, its foundation is so specifically Indo-European that it is not likely
to be replicated in other languages.

See below for the historical motivation of V2.

In generative accounts, V2 can be easily accounted for under X-bar theory, as move-
ment to CP, IP, or a similar projection. However, the motivation for this movement
(or for change from SOV to V2 syntax) is uncertain. Earlier accounts are criticized by
Lightfoot (1993). However, his own account is problematic, too. According to him,
children confronted with a language in which “arbitrary’ phrasal categories, without
‘fixed functional or thematic role,” occur sentence-initially will have to assign these
initial elements to a specifier position, which in turn requires a head, and that head is
provided by movement of the finite verb. However, there are many languages in
which the first element can be of this nature, but which do not have V2.
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1. Introduction’

This chapter discusses methods of joining languages in groups based on
(different degrees of) genealogical relatedness. This criterion is only one among
many conceivable ones that may be used to classify languages. Other possible
criteria include geography, evidence of language contact or the presence of
certain typological features; but these types of criteria will be ignored here. The
reason for the limited focus is not only lack of space, but also the special interest
that genealogical classification holds within and beyond the language sciences.
If languages can be shown to be related genealogically it means that they
share a common ancestor. This, in turn, means that something useful may be
said about specific human groups in prehistory in some given region through
the inspection of the current related languages. But language classification is
not only a tool for students of prehistory, it also serves to organize knowledge
and direct research. For instance, if it can be shown that a given group of lan-
guages are related, then that group of languages may become a target for com-
parative research. Alternatively, if a given language turns out to lack relatives,
then the language in question gains a position of special interest because of
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its uniqueness. Thus, language classification is a natural preparatory step before
the further in-depth study of languages.

Two aspects of the present contribution set it somewhat apart from most
textbook introductions to the topic. First, language classification is treated not
as sui generis, i.e. as a field confined to its own tradition, but rather as a subfield
of general phylogenetics, a field which has traditionally been dominated by
biology. Therefore, the terminology is often drawn from biology. Second, the
focus is less on the state of the art and more on potential aspects of the future of
the art.

In terms of both goals and methods there are many differences between
external and internal language classification. By external classification, I refer to
the joining of genealogically related languages into maximally inclusive groups.
Such maximally inclusive groups are henceforth called families. An example of
a family would be Indo-European. Provided that there is sufficient evidence for
a higher-level grouping, for instance some version of Nostratic, then this would
also be a family, in my use of the term (the example is used for illustrating a
terminological issue, and is not meant to imply anything about how I evaluate
Nostratic). Germanic, however, never constitutes a family in my use of the term
because this group of languages, as all would agree, is certainly related to some
other languages. External language classification has been pursued in many
different ways, and a single, consistent method has yet to be applied to all the
world’s languages. Typically, families have initially been suggested on the basis
of certain striking similarities and for some suggestions consensus has eventu-
ally been reached that the relationship in question was real, whereas other sug-
gestions have remained controversial to various degrees (see Campbell and
Poser 2008: 404-415 for a comprehensive list of such proposals). The types of
similarities have been either lexical or grammatical in nature, if not both, but
regardless of the nature of such initial observations consensus concerning the
existence of a true phylogeny has never been reached until scholars were able
to reconstruct vocabulary and grammar, and to show regular trajectories in the
development from a proto-language to its daughters. Such work requires years
of dedicated effort applying the comparative method, so there is typically a
leap between the initial proposal of a distant genealogical relationship and the
acceptance of such a proposal. For instance, it took half a century between the
initial proposal of Austroasiatic by Schmidt (1906) until scholars began to estab-
lish it more firmly (cf. Pinnow 1959 and papers in Zide 1966), and Sapir’s (1913)
proposed relationship between Wiyot and Yurok and Algonquian was not gen-
erally accepted until the work of Haas (1958a).

While long-range comparison clearly merits discussion, little progress has
actually been made in this field. Different approaches have been applied, such
as the search for shared peculiarities in grammatical organization, which seems
to have guided much of Edward Sapir’s work, the search for cognates sharing
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meanings pertaining to a fixed basic vocabulary list (Swadesh 1954), random
searches for any possible cognates within a large group of languages (e.g.,
Greenberg 1987), searches for diagnostic elements, such as similar-shaped pro-
nominals (Nichols 1996) or the comparison of abstract structural features (Dunn
et al. 2008). It is not clear which sort of method works best. The only thing
which is clear is that each is, at best, only a heuristic. None of them, not even
some combination, could deliver the sort of proof for a genealogical relation
that would satisfy any historical linguist.

Thus, the establishment of the world’s language families has proceeded in a
hodgepodge fashion—not by the application of a single heuristic followed by
some established probative method. For this reason, and for reasons of space,
little more will be said in this chapter about external language classification; the
reader is instead referred to the book-length treatment by Campbell and Poser
(2008).

Internal classification is the partitioning of a family into smaller units. Any
number of terms can be introduced to name groups at different levels of inclu-
sivity, but an analysis of the structures of linguistic phylogenies, to which I shall
return below, shows that below the level of maximal inclusivity and above the
level of languages there is only one non-arbitrary level of classification, which I
refer to as ‘natural genera.” Once a family is established there are different ways
that clades (subgroups) of a family can be established. Clades are groups of
languages that are mutually closer related to each other than to languages
outside of the group. Two families of methods for establishing clades can be
distinguished: character-based and distance-based. A character is a certain phe-
nomenon, such as a cognate word, a phoneme, morpheme, a sound law, an
abstract grammatical feature, a syntactic change, etc. which can be present or
absent in a given language. Any sort of character may be used to classify lan-
guages, but the most widely used within the framework of traditional com-
parative linguistics are phonological or morphological changes, and within
lexicostatistics cognate classes have traditionally been used. Distance-based
methods use any sort of measure of distances among languages, establish a
distance matrix and derive phylogenies from these. Character- and distance-
based methods will be treated in turn in the following two sections.

2. Character-Based Classifications

The framework of the traditional comparative method offers a standard way of
partitioning a family into subgroups. The first step consists in distinguishing
between plesiomorphies (retentions) and apomorphies (innovations), basing
reconstructions on the former and either excluding the latter from consider-
ation when making reconstructions or explaining them as products of changes
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that eventually derive from phenomena shared with other languages across the
family, i.e. underlyingly plesiomorphic phenomena.

The next step of setting up subgroups now consists in looking for synapo-
morphies (shared innovations), distinguishing them from symplesiomorphies
(shared retentions), the latter of which are useless in setting up subgroups.
Typically, synapomorphies are chosen from the domains of phonology or
morphology since a lot is known about directionality in these domains (in pho-
nology certain changes are known to be more natural than others, such as *p > f
as opposed to the opposite, and in morphology mechanisms such as marked-
ness shift and analogy are well-studied). Campbell (2004: 195) offers examples
from sound changes in Mayan languages that have been used for the internal
classification of this family.

Often one finds homoplasy, i.e. character states that are independently inno-
vated in two or more groups of languages. This can happen when the innova-
tion in question is a natural one occurring frequently across languages, whether
they are related or unrelated; or it may happen because of lateral transfer, i.e.
because of borrowing among languages. Homoplasy is the major challenge for
internal classification because much is left to the intuitions of the researcher
with regard to determining whether a shared character state can be considered
synapomorphic or whether it should rather be interpreted as either an indepen-
dently occurring natural change or the result of lateral transfer. Lateral transfer,
in particular, is a problem for classification because a language change arising
in some ancestral language spreads by the same mechanisms as a language
change borrowed across groups of languages. Thus, a group of languages com-
prising the languages A, B and C, may be defined as a group because of a cer-
tain change shared by all three. But it may be difficult, if not impossible, to
know whether the change spread among speakers at an early point when A, B
and C constituted a chain of dialects, i.e. at the time of a common ancestor, or
whether it spread at a time when the languages were already distinct (Garrett
2006). The best diagnostic for setting up a subgroup is therefore multiple shared
innovations: while one change may spread among several languages, the likeli-
hood of several such changes having spread at a late stage of complete differen-
tiation is inversely related to the number of changes having occurred. By the
same logic, homoplasy is distinguished from synapomorphies: if languages A,
B and C share several changes while languages D, E, F, share several others, and
A and F only share one, then it is logical to assume that the change shared by A
and F is a homoplasy due to lateral transfer or chance. Geographical data inform
such decisions: if a shared character state which is most likely to be due to lat-
eral transfer is found in neighboring languages, then the hypothesis of lateral
transfer is strengthened.

The method followed by historical linguists in producing their phylogenies
(trees) is in a sense dictated by their model. The model is one of a branching
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structure where a branch attaches to a root, other branches attach to the first
branch, and so forth, and it incorporates two important assumptions: (1) the
assumption of a reconstructible common origin dictates the existence of a root,
and (2) the conception of the branching structure itself dictates that there be no
lines that connect branches horizontally. While this model has been predomi-
nant in historical linguistics ever since it was introduced by Schleicher (1853), it
is possible to draw up structures that conform to neither (1) or (2) and yet ade-
quately represent classifications of a set of languages. Figures 5.1-5.5 illustrate
three alternative classifications of a hypothetical set of four languages. In none
of the classifications does a root occur; thus we are dealing with unrooted trees.
Since we are not considering the common origin of the four languages we are
also not trying to distinguish between synapomorphies and symplesiomor-
phies. Instead we simply map four different sets of character states depicted
as abstract matrices in (1), where the rows correspond to languages and each
column is a character which can either be present (1) or absent (0) in a given
language.

(1) Matrices defining different relationships among four hypothetical
languages

I II III v \'%

A 1000 A 10000 A 100001 A10000111 | A 10000111111
B 0100 B 01000 B 010000 B 01000000 B 01000000000
C 0010 C 00101 C 001010 C 00101000 | € 00101000000
D 0001 D 00011 D 000111 | Do00011111 | D 00011111000

In matrix I each language has its own unique characteristic not shared with
one of the other languages. There is therefore no internal structure to the tree —it
is completely star-shaped (Figure 5.1). In matrix II a character has been added
which is present in C and D but absent from the two other languages. Now the
tree gains some structure: C-D group together against A-B (Figure 5.2). In III
yet another character has been added which is shared by A and D to the exclu-
sion of B and C. In the kinds of trees that linguists traditionally operate with a
conflict arises which cannot be solved because the data point in different direc-
tions. Are we to join A-B against C-D because of the fifth character or are we to
join A-D against B-C because of the sixth character? In the algorithm called
Split Decomposition, which is implemented in the phylogenetic software
SplitsTree (Huson and Bryant 2006), no attempt is made to somehow resolve
the conflict. Instead a square is inserted from whose corners branches lead to
each of the four languages (Figure 5.3). This graphically depicts reticulations
in the tree; the structure is less treelike the more such reticulations are found.
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A resolution of the conflict may be obtained by collapsing parallel edges of the
box. Since there is just one box with two sets of parallel edges, two possible
resolutions are possible, and since the edges are equally long, one solution is as
plausible as the other. This situation changes for matrix IV. Here two extra char-
acters have been added which unite A-D against B-C such that there are now
three characters supporting this configuration and only one character support-
ing A-B against C-D. This leads to the network in Figure 5.4, where the sides of
the box are not equal anymore. Collapsing the longer two edges amounts to
ignoring the single character that supported A-B against C-D. In practice, this
is what historical linguists often do when they decide that a shared phenome-
non which is distributed in an unusual way is most likely homoplastic (due to
borrowing or chance). They may be well advised in doing so, yet the resulting
clean tree structure represents a loss of information since, after all, homoplasies
are also of interest to the student of language history. In the last matrix (V) yet
another set of characters has been added which serve to conclude this brief
introduction to phylogenetic structures. This is a set of three characters uniquely
present in language A. What these produce is a lengthening of the branch lead-
ing to language A (Figure 5.5). In a traditional linguistic family tree branch
lengths are not distinctive: the branches of a tree are simply arranged in what-
ever way is graphically most convenient. But by using precise algorithms that
turn data into trees, however, it is possible to depict the distinctiveness of each
node, including terminal nodes such as the one leading to A in Figure 5.5. In a
tree or network that has distinctive branch lengths it is possible to read off
information about the amount of evidence that sets off a node defining a sub-
group or a single language from the rest of the languages. In contrast, in a tree
or network that only depicts a topology, i.e. a mere arrangement of nodes, this
kind of information is lost. Figures 5.1-5.6 show different relations among 4
hypothetical languages.

C Cc

Figure 5.1 A starshaped phylogeny Figure 5.2 An unrooted tree of 4 taxa (quartet)
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D
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B B
Figure 5.3 A network of four taxa Figure 5.4 Another network of four taxa
D
A

B

Figure 5.5 A network illustration distinctive branch lengths

root

C root A B C D

Figure 5.6a-b Two versions of the same rooted tree

The hallmark of the comparative method is reconstructions of ancestral
states. Since the method operates with a hypothetical proto-language this recon-
structed entity carries over to the trees we are used to seeing. If we return to the
situation depicted in Figure 5.2 where a tree is partitioned in two groups we can
imagine a proto-language that accounts for the commonalities between the
ancestors of respectively A-B and C-D, and this then gets inserted as the root
intermediate between A-B and C-D, as depicted in Figure 5.6a. This tree is
equivalent to the more typical graphic depiction in Figure 5.6b.
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In contrast to the reticulated networks of Figures 5.3-5.5, Figures 5.2
and 5.6 represent perfect phylogenetic networks, i.e., trees based on evidence
concerning character states that are not in contradiction with one another
phylogenetically speaking. In a non-rigorous application of the comparative
method such trees are often set up despite the knowledge that there are facts
contradicting the treelike structure. A truly perfect phylogenetic network, in
contrast, would require a rigorous selection of characters whose changes down
the tree are not repeated on different nodes. Such a selection of characters would
therefore represent explicit arguments for the particular phylogenetic structure
claimed to characterize a given language family. For Indo-European, Nakhleh,
Ringe et al. (2005) and Nakhleh, Warnow et al. (2005) have presented such a
selection, producing a perfect phylogenetic network for this family. Since the
characters in question are the kinds of phonological and morphological innova-
tions identified throughout the history of Indo-European comparative linguis-
tics there is nothing new in their contribution, except that it sets more rigorous
standards for the passage from data to inferring a tree. Given the advanced
nature of Indo-European studies and the combination of a well-tested method
in historical linguistics with a modern, rigorous phylogenetic approach this
work sets an example for scholars working on other families. Unfortunately,
with a few exceptions, other language families have not been studied in the sort
of depth where so many details about phonological and morphological devel-
opments are known as is the case for Indo-European. Therefore many classifica-
tions take recourse to lexicostatistics, which serves as a shortcut in language
classification inasmuch as it draws upon a highly selective dataset.

Different lexicostatistical methods have developed, but they share the same
sort of dataset, which is a set of words sharing the same meanings across the
languages compared. Typically the standard 100-item Swadesh list or some
variant thereof is used. Traditionally lexicostatistics has been distance-based,
using percentages of shared cognates for each language pair. But the data are
discrete characters. It is generally the case that a matrix of characters can be
transformed to a distance matrix, but since such a transformation typically
represents a loss of information it should probably be avoided, if possible. To
illustrate how a character-based approach to lexicostatistics works let’s consider
a set of four Swadesh list items for four Germanic languages.

(2) Four Swadesh items for three Germanic languages
Danish Swedish Dutch  English

‘person’”  menneske maénniska mens person
‘skin’ skind skinn huid skin
“fire’ ild eld vuur fire
‘leaf’ blad 16v blad leaf
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A linguist without expertise in the Germanic languages would derive the
matrix of cognate classes in (3) from the data in (2):

(3) Cognate classes corresponding to (2)
Danish  Swedish Dutch  English

‘person’  a a a b
‘skin’ a a b a
“fire’ a a b b
‘leaf’ a b a b

Although Swadesh recommended not drawing upon knowledge about
loanwords for one’s decision it is clear that if we do, much noise in the data can
be avoided. This is a way to avoid a minor evil of skewing the relation among
related languages such that those which have had more contact are joined closer
to another because of loanwords; more importantly, perhaps, a major evil of
joining unrelated languages more closely because they happen to both have
borrowed basic vocabulary from some major languages such as Arabic (true
of many languages in Eurasia and Africa) or Spanish (true of many languages
in Latin America) can be avoided. As regards the examples in (2), English has
borrowed person from Middle French and skin from Old Norse. The correspond-
ing forms may profitably be treated as if English lacked words for ‘person’
and ‘skin.’

Some phylogenetic algorithms take discrete characters as input and may be
applied to derive trees from abstractly encoded cognate classes. Often there is a
limitation on the number of different character states allowed for in the input.
This turns out to be a problem for larger families where there may be dozens of
different etyma for a single basic vocabulary meaning. This problem is solved
by recoding each character as a number of binary characters corresponding
to each character state. To use the Germanic example for an illustration of
this procedure, the character state represented by the cognates blad and blad in
Danish and Dutch is now treated as one whole character, where Danish and
Dutch score 1 for ‘present,” while English and Swedish score 0 for ‘absent.’
Similarly, the character state represented by Swedish [6v and English leaf is
recoded as a character, where Swedish and English score 1, while the two other
languages score 0. This produces a larger matrix, as illustrated in (4).

(4) Character states of (3) recoded as binary characters
Danish Swedish Dutch  English

‘person-1" 1 1 1 0
‘person-2” 0 0 0 1
‘skin-1’ 1 1 0 1
‘skin-2’ 0 0 1 0
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‘fire-1’ 1 1 0 1
“fire-2’ 0 0 1 0
‘leaf-1’ 1 0 1 0
‘leaf-2’ 0 1 0 1

A variety of phylogenetic algorithms and implementations thereof (typically
in software freely distributed on the internet) are available for turning such
matrices into phylogenies. Among the currently most sophisticated and appar-
ently most adequate is so-called Bayesian inference (Huelsenbeck and Ronquist
2001), which is a complicated algorithm that generates different trees and selects
the set of most adequate ones by measuring their “posterior probabilities.” Other
sorts of algorithms tend to work the other way around, i.e. by starting from
the data and subsequently fitting trees to them rather than starting from trees
and, working through different trees, finding one or more that have a maximal
likelihood given the data. Computational phylogenetics is a rich and rapidly
developing field. For a general in-depth introduction see Felsenstein (2004).
Introductions to linguistic computational phylogenetics may be found in
Nichols and Warnow (2008), Wichmann and Saunders (2007) and McMahon
and McMahon (2005).

3. Distance-Based Classifications

From its outset, lexicostatistics has operated with distances among languages
as a criterion for their classification. When Swadesh (1950) introduced the
method, he measured cognate percentages on a standard wordlist for Salishan
languages. The kind of representation he chose for the results then as well as in
subsequent works was a rather inelegant format, where language names were
put in boxes whose mutual arrangement was intended to indicate their genea-
logical relations. To facilitate the task of arranging the boxes he arranged (or
binned, using the technical term) the lexical distances in discrete groups from
zero to some maximum. Language groups separated by two units of time depth
were put in adjoining boxes with a common boundary, separations of three
units were shown by a narrow space between the boxes and separations of
more than three units by a wide space. The procedure constituted a primitive
sort of phylogenetic algorithm. Had Swadesh attempted to draw up tree struc-
tures more similar to those standardly used, his method would have looked
less alien in the eyes of the historical linguistics community and it would have
been easier to compare his results to those of other historical linguists. Unfortu-
nately, however, the development of methods to create phylogenetic trees from
distance data was still in its infancy around the time of Swadesh’s untimely
death in 1967. An early algorithm which is conceptually so simple that it can be
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applied by hand is UPGMA or Unweighted Pair Group Method with Arithmetic
means (Sokal and Michener 1958). The first step in the method consists in join-
ing the pair of taxa, A and B, that have the smallest distance and then redefining
this pair as a taxon in itself. Then the distance matrix is recalculated by setting
the distance from the new A-B taxon to each other taxon equal to average of
the distance from A to the other taxon and from B to the other taxon. Now the
joining of closest taxa is repeated, and the procedure continues until all taxa
are joined in a tree. While simple, this algorithm has the disadvantage that it
assumes that rates of change are equal. Among many other distance-based
algorithms that do not make this assumption the one called neighbor-joining
(Saitou and Nei 1987) is currently the most widely used.

Counting cognates on a standard meaning list is mostly straightforward
for a relatively young family, but it becomes tenuous for distantly related
languages, where it is entirely left to the linguist to decide, based on acquired
knowledge and intuitions about typical sound shifts, what constitutes and what
does not constitute a possible cognate. Moreover, a linguist comparing wordlists
from languages not normally assumed to be related would suspend normal
evaluations of cognacy in light of the knowledge that the languages compared
are not assumed to be related. In this case it would be even more difficult to
remain objective. To overcome the subjectivity involved in cognate identifica-
tion different computational approaches have been developed (Oswalt 1970,
Guy 1980, Goh 2000, Kondrak and Sherif 2006, Brown et al. 2008). Such meth-
ods, however, have so far not had any practical application in the classification
of languages.

More recently, another approach to the computational classification of lan-
guages based on lexical information has developed. The approach is based on
measurements of phonological distances among words, and pays no attention
to whether they are cognate or not. While there are different ways of measuring
such distances in the literature, most of them take as their point of departure the
Levenshtein or ‘edit’ distance, which is defined as the minimal number of sub-
stitutions, deletions and insertions which it takes to get from one word to the
other (Levenshtein 1966). While initially applied to dialectological data (Kessler
1995, Nerbonne et al. 1999), Serva and Petroni (2008) and Holman et al. (2008a)
have used Levenshtein distances to classify languages. The advantages of
the method are that it is computationally much less costly and conceptually
simpler than cognate identification procedures. It therefore holds promise to
become an effective tool for producing provisional classifications of languages
and dialects. In fact, using the subset of the 40 most stable items on the 100-item
Swadesh list which was identified by Holman et al. (2008b), Miiller et al. (2009)
have succeeded in producing a tree based on lexical distances among 3,384
languages and dialects in the world and are continuously updating their results
as the database of the so-called Automated Similarity Judgment Program
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(ASJP)? expands. Wichmann, Holman and Brown (n.d.) provide some statistics
on the comparison of the ASJP classifications with those of experts, showing
that the agreement is quite variable, but that there is a tendency for the amount
of agreement to be inversely related to the size of families, suggestion that for
large families that are not yet well worked out in terms of their historical con-
figurations, the new method may be of utility as an approximation to the kinds
of results that might eventually be reached with more in-depth work within the
framework of traditional comparative linguistics.

The ASJP method also allows for setting up objective, arbitrary criteria for
different levels of genealogical groups. For instance, an IE-level group could be
defined as a group of languages having a maximal time depth corresponding to
that of Indo-European. Such an approach is likely to yield language groups that
are either uncontroversial or ought to be uncontroversial. In addition, many
other types of clustering of the world’s language families would be possible,
including one which I discuss in the following section.

4. Subgrouping for Comparative Purposes

This section explores how subgroups of languages can meaningfully be estab-
lished such that they are comparable across families. Two different strategies
will be considered, where the first is a strategy to establish groups that are com-
parable in age across families, the age being chosen arbitrarily, and the second
is a strategy to find an intermediate level across families where a partitioning
emerges naturally rather than being arbitrarily posited.

The first of these two strategies has been applied in work by Matthew Dryer.
In order to establish genealogically balanced language samples for typological
purposes Dryer (1989: 267) introduced the notion of ‘genera,” which was defined
as ‘genetic groups roughly comparable to the subfamilies of Indo-European,
like Germanic and Romance.” In some cases a genus is also a family. In Dryer
(2005: 584-644) more criteria were included in the definition. Here it is said that
‘a genus is a group of languages whose relatedness is fairly obvious without
systematic comparative analysis’; ‘a genus in one family is intended to be com-
parable in time depth to genera in other parts of the world’; and ‘if there is
evidence of time depth of groups, the genus would not have a time depth
greater than 3,500 or 4,000 years’; finally, Celtic is given as the prototype for a
genus. A specific age for Celtic is not offered, but it follows from the discussion
that its age is considered to be close to the upper bound for genera. While Dryer
admits that his list of genera is really only based on educated guesses, it is
possible to test the relative time depths of his genera using the ASJP data
mentioned in the previous section. Currently the database allows for assigning
relative ages to 278 of Dryer’s genera. These ages are found by partitioning the
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given group of languages in two using the structure of a neighbor-joining tree
rooted by its midpoint, where the midpoint is defined as the point in the struc-
ture equidistant between the two most divergent members. The average lexical
distance is then found for all language pairs whose members are separated by
the root, and this average distance represents the relative age (an absolute
age may also be calculated given a set of calibration points where a linguistic
splitting event is associated with a known date, but this is a problematical area
of research which I shall not bother to enter). The result is that 198 of Dryer’s
genera have ages that are lower than that of Celtic (as estimated using data
from currently spoken or recently extinct languages), while 79 have ages that
are higher. While many of the latter are perhaps still within reasonable bounds
of Dryer’s definition, they include many which are actually older than Indo-
European. Some of the dates are doubtful because trees are skewed such that
one of the major branches contain just one language, which raises the influence
of this single language on the date out of proportions and increases the margin
of error. In other cases problems relating to the data, such as complex mor-
phologies that have not been taken properly into account, may have inflated
the age estimate. But in the following cases age estimates higher than Indo-
European are well supported—in Africa: the West Chadic subgroup of
Afro-Asiatic, the Ubangi, Southern Atlantic, Northern Atlantic, Kwa, Gur and
Adamawa subgroups of Niger-Congo; in the Papuan realm: East Geelvink Bay,
Morehead and Upper Maro Rivers, the Wapei-Palei subgroup of Torricelli, the
Madang, Eastern Highlands and Dani subgroups of Trans-New Guinea; and in
South America: the Ge-Kaingang subgroup of Macro-Ge. Other families are
over-differentiated. Sometimes this is because a subgroup which would be too
young to count as a genus is seen by experts as directly branching from the root
of the family tree and therefore, by being excluded as a member of some other
genus, must by necessity count as a genus in itself. Such cases are inevitable,
but there are more problematical cases, where a family is divided into genera
even though the family itself is younger than Celtic. These include Dravidian,
Tai-Kadai, Chukotko-Kamchatkan and Wakashan. Thus, a thorough revision
would be needed to produce an adequate list of genera in the sense of Dryer
(1989, 2005).

The previous paragraphs treated the issue of establishing genera across
families based on an arbitrary age criterion. I now turn to the issue of whether
there is support from the internal configurations of language families for differ-
ent levels of classification, and I shall argue that there is support for a notion
of natural genera. Unlike a Dryer-type genus, a natural genus is not defined
arbitrarily by an age criterion, but is found individually for a given language
family by a novel method presented in Wichmann, Murilo Castro de Oliveira
et al. (2009). Such natural genera have varying ages across families, but they
strongly tend to emerge around the time when a proto-language has fragmented
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into different languages which are beginning to form their own dialects, i.e.
when each daughter of the proto-language is beginning to form its own lineage.
The finding that natural genera emerge from the immediate daughters of a
proto-language is intuitively appealing, as is the finding that it is possible to
distinguish languages from dialects, but, crucially, there is nothing subjective
about the method by which I propose to identify such intermediate levels of
classification.

If there are transitional levels in phylogenies corresponding to something
like genera it should be possible to find them by plotting distances® among
all language pairs in the family. Language pairs whose closest ancestor is the
proto-language itself should have distances normally distributed around some
mean, since they would have the same age of separation. The distances for
language pairs whose closest ancestor is somewhere further down the tree
would not fit this distribution and a so-called skew normal distribution would
arise. Figure 5.7 shows what such a distribution looks like for Uto-Aztecan.
It can be appreciated that as one moves from right to left until coming close
to an 80 percent distance, the distribution begins to be no longer normal
(symmetrical around a mean). Moving further to the left there is another peak.
This would correspond to different languages within genera. Again, in the left
part of the curve, there is transition, this time presumably from languages to
dialects.
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Figure 5.7 A frequency plot of distances for pairs of Uto-Aztecan languages

83



Continuum Companion to Historical Linguistics

120
100
80
[}
2
S 60 A
2
(=]
40 A
20
0 T T T T
0 500 1000 1500 2000 2500
Rank
N N A )
Y Y
different languages, different languages, same language
different genera same genera = dialects

Figure 5.8 A rank-by-distance plot for Uto-Aztecan

The exact positions of the transitions are hard to discern from a distance-by-
frequency plot such as that of Figure 5.7. For this purpose another type of plot,
shown in Figure 5.8, is more useful. It is based on the same data but represents
the transitions among the different regimes in an alternative, perhaps more
vivid way.

The way in which the transitional points in the curve of Figure 5.8 are found
can be pictured as a problem of fitting the largest possible box under each of the
relevant segments of the curve. Going from left to right we see the first transi-
tion taking place somewhere just before rank 1000 is reached. An exact point
can now be found by finding the maximum of the product of distance and rank
for the segment where the rank is lower than 1000. The distance corresponding
to this maximum turns out to be 79.4 percent. The next transitional level is
found in a similar way for the segment where the rank is higher than 1000, and
turns out to correspond to a distance of 48.4 percent.

In Wichmann, Murilo Castro de Oliveira et al. (2009) 18 plots were produced
for families that are sufficiently well attested in the ASJP database to be
amenable to this kind of treatment. The relative ages of the families were deter-
mined from distance measures as described towards the beginning of this
section. Then the relative ages corresponding to the points of transition between
languages in different and same genera were subtracted, and the average time
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from the proto-language to the emergence of genera could be determined.
This average age was a little less than the relative age our method assigned
to Slavic. Translating it into an absolute age would require calibrations that
are bound to be controversial, but, as a matter of fact, different calibration do
not give widely different results—all point to a lifetime of protolanguages of
somewhere around a millennium, perhaps a bit more. Given the clear existence
in all the world’s larger families of transitional points for genera such as the one
shown in Figures 5.7-5.8 for Uto-Aztecan, it may be inferred that there is such
a thing as natural genera, and given their average age, it may inferred that gen-
era arise at about the time when the immediate daughters of the proto-language
begin to form their own offspring. Since there are no other transitions until the
family-to-dialect transition it is only the highest splits in the trees that corre-
spond to genera.

The ASJP dataset currently only contains a few families with a large repre-
sentation of dialects; the Uto-Aztecan dataset plotted in Figures 5.7-5.8 is
unique in that the majority of the speech varieties are very close (nearly all of
them being varieties of Nahuatl), while clearly distinct languages form a minor-
ity. Thus, presently not much may be inferred about a typical lexical distance or
age separating languages and dialects. But in a near future, using this method-
ology, it should be possible to establish that there is, in fact, a meaningful dis-
tinction to be made between languages and dialects, and then to define this
distinction quantitatively.

5. Outlook

External language classification was treated only cursorily in this chapter.
History has shown that there is often a great leap from the initial proposal of
a family relation to the point where the relationship has become accepted and
generates a field of scholarship. There is currently an abundance of interesting
proposals concerning genealogical relations which wait to be fleshed out by
more evidence. Until then, such proposals are bound to be controversial. There
is clearly progress ahead in this area, but it looks to be as slow as it has always
been, since historical linguists, while they have developed several interesting
heuristics over the past century, have failed to produce methods that would
rapidly prove a distant relationship to the satisfaction of the entire community
of historical linguists.

Where linguists tend to agree more is with regard to the internal classifica-
tion of language families. There are discussions over this as well, but controver-
sies tend to be more controlled because there are clearer criteria for internal
than for external classification. This relative methodological success opens up
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an area of study which has so far largely been neglected within historical
linguistics, namely the study of family trees within the wider framework of
phylogenetics. Given a rich set of study objects, namely all the phylogenies for
the world’s language families, we may begin to discern shared or distinctive
structural patterns. For instance, we may wonder about whether such trees are
more or less balanced in comparison to, say, biological trees (Holman 2009),
whether they exhibit natural clusters revealing something about the population
dynamics that produced them (Wichmann, Murilo Castro de Oliveira et al.
2009), whether they show effects of increased rates of change as populations
diverge (Atkinson et al. 2008), and so on. To address or even ask such questions
requires quantitative thinking and ways of transforming language data into
numbers. This brings lexicostatistics, which is often seen as nothing but an
inferior approach to language classification, into a renewed focus, because
what this method does is precisely to transform language data into numbers.
Nothing, however, precludes us from developing other quantitative approaches
to language comparison, and the field is certain to see interesting developments
in this direction in the future.

Notes

1. My sincere thanks go to Johanna Nichols and Eric W. Holman for helpful comments
on this chapter.

2. I am grateful for my fellow members of the ASJP consortium, Dik Bakker, David
Beck, Oleg Belyaev, Cecil H. Brown, Pamela Brown, Matthew Dryer, Dmitry Egorov,
Pattie Epps, Anthony Grant, Eric W. Holman, Hagen Jung, Johann-Mattis List, Robert
Mailhammer, André Miiller, Uri Tadmor, Matthias Urban and Viveka Velupillai, for
permission to use the database contents and software developed by these scholars in
some of my analyses. As this paper goes to press, an online version of the database has
been made available as Wichmann et. al. (2010).

3. The distance measures used for the plots in Figures 5.7-5.8 are based on Levenshtein
distances, but are modified to take into account variable word lengths and accidental
phonological similarities. The exact nature of these modifications need not concern us
here (see Bakker et al. 2009: 171 for a full description), but to avoid confusing the
reader it needs to be pointed out that these modifications sometimes lead to distance
‘percentages’ that are greater than 100.
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1. Introduction

This chapter explores the modification of individual speech sounds over time.
Along the way, I develop key examples of types of change, and outline some
major approaches to understanding sound change.

Our focus lies on structural issues in phonological change, and a few ‘big
questions” underlie much such research.” First, contrasts can change over
time. Second, patterns of alternations in word forms both provide evidence
of sound change and are interwoven with it. Third, the segmental shapes of
syllables, feet and words change over time. Those themes are all explored in
this chapter.

Segmental change is in many ways the traditional backbone of historical lin-
guistics and an early pillar of linguistic science as a whole. Collinge (1995: 203—
204, see also now the far more detailed treatment in Campbell and Poser 2008:
chapters 2—4) observes that many early efforts at comparative linguistics were
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morphologically oriented, until Rask insisted ‘that a defensible prehistoric stage
can be reconstructed, that sounds are the central body of evidence, and that
vicissitudes . . . must be properly reported.” Grimm was ‘convinced by Rask as
to the sheer usefulness of phonology,” events that led eventually to the Neo-
grammarian formulation of the ‘exceptionlessness of sound laws’ by Brugmann
and others.®> The correspondences now often known as Grimm’s Law were
apparently first reported by Lhuyd in 1707 (see Campbell and Poser 2008: 29),
and then made famous by Rask in 1818. Comparing an assumed ancestor of
Latin and Greek with Old Norse/Icelandic, Rask observed the systematic cor-
respondences between voiceless stops and fricatives, assuming that stops had
changed to fricatives:*

(1) Rask’s correspondences for the Germanic consonant shift

Correspondence Examples

platus ‘broad’ ~ flatur ‘flat’

ptof eg.: pateér ~ fadir ‘father’

treis ~ prir ‘three’
ttop, eg. tego ~ pek ‘cover, roof’
tu ~ pu ‘you’

kreas ‘meat’ ~ hree ‘dead body’
ktoh, eg.: cornu ~ horn “horn’
cutis ~ hud ‘skin’

The recognition of the regularity of these correspondences (and ultimately
changes) opened the door to the rigorous, scientific study of sound change. But
surely part of what is so striking about these particular changes is the abstract
featural pattern: Not only do voiceless stops become fricatives, as illustrated
here, but voiced stops become voiceless and voiced aspirated stops lose their
aspiration, in chain-like fashion. This overall systematicity calls attention to the
distinctly PHONOLOGICAL, rather than merely PHONETIC character of sound change.

This survey begins with assimilation and traditional efforts to explain it by
appeal to ‘ease of articulation’ (section 2). Section 3 outlines a “preference’-
oriented approach to changes associated with syllable structure. Section 4
addresses final devoicing and efforts to anchor it in Universal Grammar (UG).
Section 5 discusses metathesis and dissimilation, often irregular patterns of
change, in light of recent work giving the listener a central place in sound
change. Section 6 turns to vocalic chain shifts in the context of the study of
sound change in progress. Section 7 treats the overarching issue of a possible
‘life-cycle of sound change,” and section 8 concludes.
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2. Assimilation and Ease of Articulation

Assimilation is a prototypical sound change. As the name suggests, it covers
processes whereby segments become more alike, processes which are common-
place in both synchronic alternations and historical change.

Consider the sharing of laryngeal features within obstruent clusters.
In Indo-European, a *-t suffix triggered a laryngeal assimilation of the final stop
in the root *nég*- ‘become dark’ yielding Indo-European *nék"t-, ancestor of
night. Voiced *g* takes on the voicelessness of *t, a process which created many
daughter-language alternations.® This pattern and many others—like assimila-
tion of /n/ to the place of following obstruents with /in+/ of impossible—repre-
sent partial assimilation, where segments come to share some feature(s) but
remain distinct. Total assimilation can be illustrated with similar changes within
Indo-European: In Italian notte ‘night,” the old cluster has yielded a single long
stop. Or, for instance, Sihler (1995: 207) gives this history of the Attic form for
‘eye’: omma (Oppa) < *opma < *ok“ma.

In the above examples, assimilation is regressive, from right to left, but pro-
gressive assimilation is also well-attested. Historically, Germanic languages
had /x/ with a relatively unrestricted distribution, including codas (cf. Robinson
2001). Some modern German dialects, like Alemannic, retain the original velar
fricative pronunciation [x] in codas regardless of the preceding segment. In
most varieties of German, though, a progressive assimilatory process arose so
that after front vowels, the fricative is realized as palatal [¢].”

The examples above reflect contact (‘adjacent’) assimilation. ‘Distant’ assimi-
lation is common with laryngeal and manner but not place features in conso-
nant harmony (Rose and Walker 2004). Distant place assimilations are, though,
widespread with vowels, such as Germanic umlaut. These vowel-to-vowel
assimilations take place over intervening consonants and perhaps syllables. For
example, Old High German formed adverbs in -0 from adjectives, including
forms in —i. In the latter case, back stem vowels like /o:/ took on the frontness
of following i (or j), informally illustrated below. Those “triggers’ reduced over
time and were lost.

(2) Old High German i-umlaut
OHG German

skoni schén ‘beautiful’ sko:ni
skono schon ‘already’ |
[front]

These assimilations created new distinctive front rounded vowels, and new
alternations.
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An example of indirect structural consequences comes from Dravidian.
Krishnamurti (2003: 101-102) describes a lowering umlaut (much like Germanic
a-umlaut) for Proto-South Dravidian:

(3) Proto-Dravidian lowering umlaut
*i, *u > Proto-South-Dravidian *e, o / #(C)_C,a
*it-V- “meat’ > *et-a-V-
*nuz-V- ‘to squeeze through’ > *noz-a

Such mid vowels are preserved in some relatives, like Telugu, but Proto-
Tamil shows a later raising of mid vowels back to high in the same environ-
ment, so that the modern reflexes are iracci and nuz-ai, respectively, but Old
Telugu eraci and Kannada noze.

The changes just described illustrate another central dimension of sound
change, namely its impact on contrast, our first ‘big question.” Hoenigswald
(1960) reviews such impacts on overall sound systems, both inventory and the
distribution of elements. For instance, merger and loss remove elements from
the system. This can be conditioned, where a segment simply no longer appears
in a particular position but still exists in the system overall. The nasal-stop
examples above eliminate /n/ before a labial or velar obstruent, but /n/ remains
in the system. In contrast, Old Latin & was lost unconditionally from the system
(e.g., Hoenigswald 1960: 91).

Among phonemic splits, traditional sources distinguish primary from sec-
ondary. In primary split, a new sound merges with an existing sound, creating
a redistribution of contrast, as in the nasal assimilation cases above or the
laryngeal assimilations. In secondary split, the new sound expands the phone-
mic inventory, as happens with Germanic umlaut when the conditioning final
vowels are lost (loosely modeled after Hoenigswald (1960: 77):

(4) Primary vs. secondary split

Primary split Secondary split
t d o:
t d o: o

The most familiar and intuitive explanation for assimilation is doubtless
‘ease of articulation.” Many scholars have conceived of all the above changes as
lessening articulatory effort: A reduction in differences between sounds is
assumed to correlate with less movement of the relevant articulators. Instead
of producing one consonant with vocal fold vibration and the next without,
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the same setting is used for both. Instead of producing a nasal with a coronal
occlusion and an adjacent obstruent with a labial one, both are produced with
the lips. Instead of producing a back vowel followed by a front vowel in the
next syllable, the former becomes front. Following generations of others (e.g.,
Paul 1920 [1880]: 56), Hoenigswald wrote (1960: 73):

A phonetic comparison between earlier and later forms in sound change
very often, perhaps generally, suggests a rationale: simplification in the
articulatory movements. A given phone is replaced by one which resembles
the phones that precede or follow (not necessarily immediately) or which
for some anatomical reason combine more easily with surrounding phones
or represent a less taxing combination of distinctive features.

Even early discussions acknowledge that not all change involves reduction
of articulatory effort, however. Sievers (1881: 196-197) opens his section on
sound change by attacking the notion, concluding that ease of articulation, if
viable at all, must be constrained. For instance, note that reduction of articula-
tory effort in one realm (V-to-V articulation) may lead to greater complexity
elsewhere (the creation of vowels produced with both frontness and lip round-
ing). Historical processes that lead to new synchronic alternations by definition
increase the complexity of the overall phonology, and beyond phonology they
often obscure connections among words in paradigms or derivation. In Old
English, some nominal classes showed alternations like the following between
singular and plural in two key cases, where the final -s was ‘voiceless’ or fortis.

(5) English plural alternations

Old English Modern English
NOM/ACC.SG NOM/ACC.PL | SG PL

stan stanas stone stone[z]
engel englas angel | angel[z]
giest giestas guest | guest[s]
scip s¢ipu ship ship[s]

The unstressed vowels of the plural were lost, and the s-plural spread to
words like ship. A progressive laryngeal assimilation (“voice’) led to the sharing
of such features within clusters, creating the final s/z alternations we know today.

Ease of articulation accounts are often built on intuitive notions of speech
production, while actual articulatory phonetic data can show remarkable com-
plexity. For example, in areas of the United States including much of Wisconsin
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and Minnesota, a recent change has raised /ee/ before /g/, so that words like bag,
lag, tag are pronounced with vowels in or near the range of [e:] or [¢]. The last
line of Labov et al. (2006) declares prevelar raising (as it is known) “‘unexpected’
and to demand ‘a further accounting’ (p. 305, section 7). This has often and
informally been reckoned to be assimilation, where the low front vowel was
drawn upward by the following velar stop, acoustically creating an ‘exagger-
ated velar pinch’ (Baker et al. 2008: 64), i.e., raising the vowel’s second formant
(F2) and lowering its first (F1). Thus it moves the vowel closer to /e:/ in the
vowel space. The limitation to /g/ but not /k/ might be explicable by the greater
vowel duration before the lenis than the fortis stop, giving more time for coar-
ticulatory tongue raising. However, Purnell (2008) uses X-ray microbeam data
to show that prevelar raisers use more lip rounding in producing /g/ compared
to /k/. This gesture lengthens the vocal tract and helps contribute to an acoustic
impression of raising (again with raised F2 and lowered F1), and it also corre-
lates with a more forward tongue position. Bauer and Parker (forthcoming)
further show, using ultrasound data, that the larynx is lower in the production
of /g/ than /k/, which also lengthens the vocal tract. In short, a palette of articu-
latory gestures, sometimes quite effortful and certainly different from an intui-
tive articulatory account, are used by prevelar raising speakers to create the
acoustic cues of a raised /e/ before /g/. Such application of speech science tools
to problems in sound change provides one of the most promising avenues for
fundamental progress in this field.

Segmental assimilation remains a central topic in historical phonology, and
articulation is still invoked in sound change, but over time much focus has
shifted toward the third ‘big question,” the sound shapes of syllables and larger
units, and the role of universals of some sort in constraining sound change.

3. Syllable-Based Change and Preference Laws

Another prominent type of sound change is lenition (or weakening) alongside
its counterpart, fortition (or strengthening). Lenition tends to follow a restricted
number of paths, and Hock (1991: 80-86) proposes a lenition hierarchy, a few
trajectories running from voiceless geminate stops, the ‘strongest’ segments, to
[h], [?], or O, including loss of occlusion (spirantization), voicing, loss of frica-
tion (sonorization).?

Like assimilation, lenition invites appeal to arguments about effort
reduction, but linguists have long recognized that lenition correlates with pros-
ody. Notably, syllable structure shows dramatic asymmetries: onsets tend to
strengthen; codas tend to weaken.’ For instance, Spanish imposed new restric-
tions vis-a-vis Latin on word-final consonants (Penny 1991: 74-75):
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(6) Coda loss in Spanish
Latin Spanish

a. illic alli “there’
dic di ‘say.IMPER.
nec ni ‘neither’
ad a “to’
aliquod algo ‘something’
b. pede pie “foot’
fide fe ‘faith’

The forms in (a) show loss of coda /k/ and /d/; (b) shows the latter pattern
extended to new final d forms created by apocope. In the history of French,
codas have likewise disappeared, often leaving contrastive segmental traces,
such as phonemic nasalization on vowels (Gess 1999). Historical codas in many
Southeast Asian languages have also disappeared, leaving tonal distinctions,
where voiceless codas triggered the creation of high tones and voiced ones low
tones (see the Tibeto-Burman data treated in Chapter 7 in this volume).

Languages likewise often strengthen syllable onsets. Vennemann (1988:
50-53) illustrates this with word-initial glide strengthening, to fricatives in
German and sometimes to stops or affricates in Italian (mostly in words of
Germanic origin):

(7) Glide strengthening

German fja:r/ > [jar/ Jahr ‘year’
/wal/ > /val/ Wall "bulwark’

Italian januarius > gennaio [d3] ‘January’
wadan > guad(are) [g"] ‘to wade through’
triuwa > trégua ‘truce’

Medially, we find Latin dol.ed ‘I hurt’ realized in Italian as dol.go (via a stage
with a glide onset) and Middle High German var.we ‘color’ becoming Modern
German Far.be. Some Highland Mixtec languages show regular foot-initial
development of glides into fricatives — *j > /Zz/ — and into stops — *w > /b/,
while syllable-initial but foot-medial sounds weaken (Macken and Salmons
1997). These patterns show the applicability of Vennemannian patterns to the
foot rather than the syllable.

Vennemann (1988) proposes ‘preference laws’ to account for such patterns.
He conceives of sound change as ‘improvement,” where the above changes
improve syllable structure, bring it more closely into line with the familiar
CV template, a simple low sonority onset and a simple high sonority nucleus
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without a coda. As noted, however, these represent tendencies, not absolutes
and Vennemann (1988: 1-2) is well aware that changes can also worsen syllable

structure:!°

Every change in a language system is a local improvement, i.e. an
improvement relative to a certain parameter. For instance, every syllable
structure change is an improvement of syllable structure as defined by
some preference law for syllable structure. If a change worsens syllable
structure, it is not a syllable structure change, by which I mean a change
motivated by syllable structure, but a change on some other parameter
which merely happens also to affect syllable structure.

Syllable-worsening changes lie, then, beyond the scope of Vennemann’s
theory, but they occur widely. First, stops can emerge from or following vowels
or glides, even in codas. Mortensen (manuscript) brings together a broad set of
such cases and shows them to be more widespread and systematic than previ-
ously recognized, exemplified below:

(8) Reflexes of Proto-Tibeto-Burman *-ay and *-ew in Burmish languages.

Proto-T-B  Written Burmese Zaiwa

Maru, Maru,

*soy se
*kroy khre
*roy re
*gyay kyé
*kloy khyé
*krow khrui

)
khyi

N

ji
khyi
khyui

Sit sik ‘die’
khyit khyik ‘leg/foot’
yit yok ‘water’
jit — ‘parrot’

khyit khyik ‘dung’
khyuk  khyuk ‘horn’

Some Written Burmese forms follow the preference laws, losing coda glides
to yield open syllables. The two varieties of Maru shown, though, have created
voiceless stop codas. In fact, we do not need to go to the Himalayas to find
closely related patterns. Consider these German (Thuringian) dialect data:

(9) Excrescent word-final -b, Buttelstedt (Kiirsten and Bremer 1910)

Buttelstedt Standard German

khamn ~ khamb | kamen ~ kam ‘they came, he/she/it came’
khimb kame ‘he/she/it would come’

name ~ nimb nehmen ~ ndhme | “to take, he/she/it would take’
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In these forms, historically nasal-final words have developed final obstruents,
again counter to claimed universal preferences for syllable/word structure.

Mortensen proposes a perceptual account of the Tibeto-Burman facts
(section 5), while Smith and Salmons (2008) argue that Thuringian epenthetic
stops mark right edges. In other words, in those analyses, while these changes
may violate syllable-level preferences, they may serve to satisfy other, higher
level prosodic structures.

Second, weakening occurs in strong prosodic positions. Most striking is
perhaps the ‘complete loss of all initial consonants’ in the Arandic languages
(Australia, Koch 2004: 138). Similar patterns, often with particular initial conso-
nants, are found elsewhere in Australia (2004: 135), and Koch sees Arandic as
having fully generalized that process. While left edges of words are in a sense
inherently prominent positions, these languages have shifted stress from initial
to second position (2004: 137), which may help account for the change, although
stress shift is not found in other languages with limited loss.

Once again, similar examples of the same point can be found on turf more
familiar to many historical linguists. In the Goidelic branch of Celtic, old word-
initial *p was lost in a language with initial stress. In Germanic, the reflexes
of Indo-European *k were originally presumably voiceless velar fricatives,
which weaken to [h], in mostly stressed syllables. Some varieties of English
have deleted even that, again including in stressed initial position.

Vennemann builds his approach on universals, but anchors it in function
and phonetics rather than generative Universal Grammar." Syllable preference
laws ‘have their basis in the human productive and perceptive phonetic
endowment. They . . . would be derivable—and thus explained—in a suffi-
ciently rich phonetic theory’ (1988: 4). Like “ease of articulation,” preference laws
are grounded in phonetics. In contrast, in generative historical phonology, UG
constrains sound change. Let us now consider another syllable-related process,
laryngeal neutralization, and how it is interpreted within that framework.

4. Coda Neutralization and Universal Constraints on Change

Sound change does not simply eliminate segments from certain positions, of
course, but also eliminates particular features. Widely attested are processes which
neutralize laryngeal distinctions in syllable codas or word-final position. The type
most familiar to many is final devoicing. In the classic situation, voiced and voice-
less obstruents contrast in syllable onsets but not in codas, where only the latter
can appear. Consider these West Frisian examples, where the change is recent:

(10) West Frisian final devoicing
dei ‘day’ # tei‘thaw’
graet ‘fishbone’ = graed ‘degree,’ both [gra:t]
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Such changes have arisen time and again independently across the world’s
languages (Blevins 2004, 2006), including where the process is limited to
phrase- or word-final position, which suggests a path along which neutralization
develops.

Kiparsky (2008: 46) argues forcefully that “universals constrain change’ in
such cases. His view . . .

locates the neutralization constraint in the design of language.

This does not mean that coda neutralization applies in all languages;

it just means that, whenever it does apply, it always imposes the
unmarked feature value. It can be decomposed into two separate
constraints. One says that onsets have at least as many place and manner
contrasts as codas; which is really a special case of a family of constraints
which differentiate between strong and weak positions. The other says that
neutralized features assume their unmarked value (voicelessness, in the
case at hand).

That is, Kiparsky understands our endowment for language as licensing
contrasts in onsets over codas and mandating that neutralization between con-
trasts go unmarked. This may be anchored in an already-familiar view, namely
‘the greater economy of the relevant articulatory gestures. More effortful articu-
lations would be used in positions where a contrast must be marked.” Here, and
in the two following sections, we see the role of language acquisition coming to
the fore in the study of sound change, in particular the discontinuity between
generations, as each learner builds their own grammar from linguistic input, in
line with the human cognitive capacity for language. Kiparsky argues that ‘the
learner in addition selectively intervenes in the data, favoring those variants
which best conform to the language’s system. Variants which contravene lan-
guage-specific structure principles will be hard to learn, and so will have less
chance of being incorporated into the system’ (1995: 328, see Hale 2003 for
another view). Other work today treats transmission as ‘vernacular reorganiza-
tion” (Labov 2001: 415), how ‘children learn to talk differently from’ their pri-
mary caregivers. This gives a more prominent role to social identity (Chapter 19
in this volume) well beyond the initial phase of language acquisition, and
indeed other work has begun to explore changes that can occur over the lifespan
(e.g., Sankoff and Blondeau 2008).

Returning to the empirical question at hand, consider now a fuller typology,
illustrated here with synchronic reflections of historical change (Iverson and
Salmons 2006: 210 and Iverson and Salmons forthcoming, using ‘spread” for
[spread glottis] or aspiration):
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(11) Typology of final laryngeal neutralization

a. Final devoicing: /d, t/ — [t] (Dutch, Polish, Turkish, Maltese)

d], Phonemic contrast:  /d/ /t/
* | |
[voice] [voice] [ ]

b. Final voicing: /d, t/ — [d] (Lezgian, perhaps others)

t] Phonemic contrast: /d/ /t/

[voice] [voice] [ ]

c. Final lenition: /t", t~d/ — [t] (Korean; with final devoicing as well in
Sanskrit, Thai)

"], Phonemic contrast:  /t"/ /t/ (or /d/)
$ | |
[spread] [spread] [ ]

d. Final fortition: /t", t~d/ — [t"] (German, Kashmiri, Washo)

t], Phonemic contrast: /th/ /t/ (or /d/)
T | |
[spread] [spread] [ ]

This shows that Kiparsky’s second constraint, mandating neutralization to
unmarked members of contrasts, is simply incorrect. Rules like ‘Coda Aspiration’
in Kashaya (Pomo) are familiar from the literature (Buckley 1994: 87-88), illus-
trated with palatal c:

(12) Kashaya coda aspiration

/s'uwac-i/ — s‘uwaci ‘dry itl.s¢’
/s'uwac-me-?/ — s'uwac'me? ‘dry it!.ForRmMAL’

An underlying ‘plain’ (laryngeally unmarked) stop becomes ‘aspirated pho-
nologically, and not simply subject to some rule of obligatory final release at the
phonetic level’ (1994: 88).

This obviously does not vitiate the correctness of a universalist position, but
the particular proposed characteristic of UG is not tenable. In a similar spirit,
one current view, to which we turn now, argues generally that approaches like
Kiparsky’s posit too much universal machinery.
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5. Metathesis, Dissimilation and Perception

Some patterns of sound change are distinctly non-assimilatory, such as metath-
esis and dissimilation. Consider these examples. First, Dahl’s Law in Bantu
(Teil-Dautrey 2008) describes how, when two adjacent syllables begin with
voiceless stops, the first becomes voiced, as in the reflexes shown in this Kikuyu
pair involving the diminutive prefix ka-:

(13) Dahl’s Law reflexes in Kikuyu
/ka-Bori/ — [ka-ori] ‘small goat’
/ka-ko/ —  [ya-ko] ‘small piece of wood for burning’

Second, Spanish has undergone various metatheses, including the inversion
of /1rj/ and /pj/ sequences (Penny 1991: 56, 96):

(14) Spanish glide metathesis
CAPIAM > quepa 3.5G.PRES. of caber ‘to fit’
FERRARIU > ferrero ‘blacksmith,” Spanish herrero

Ohala (1981, 2003, elsewhere) accounts for most sound changes as percep-
tual ‘hypocorrection” or “hypercorrection.” Listeners almost always correctly
perceive utterances, in part by normalizing or correcting the signal by factoring
in contextual effects. Hypocorrection happens when a listener mishears a signal
and interprets it without those ‘corrective strategies’ (as with assimilation);
hypercorrection occurs when the listener hears the signal correctly to begin
with but incorrectly applies those strategies. Ohala sees dissimilation and
metathesis as the latter. For instance, dissimilation often appears with segments
that spread acoustically over a longer stretch of sound, like aspiration. That cre-
ates ambiguity for the listener as to where the feature was located in the signal,
so that they may ‘move’ it to another segment perceptually. Indeed, Dahl’s Law
is often traced to a time when the voiceless stops of Bantu were aspirated, mak-
ing it in effect deaspiration of the initial stop, perhaps parallel to Grassmann’s
Law in Indo-European (but see Collinge 1985: 47-61, 279-281). Blevins and
Garrett (1998, 2004) build similar arguments about metathesis, and provide a
valuable crosslinguistic survey. A perceptual hypercorrection analysis of such
changes is attractive, but is not the only factor at play: Teil-Dautrey (2008) shows
that Dahl’s Law helps to fill phonotactic gaps in Proto-Bantu root structure.

Today, the role of listeners has become a battle cry in phonetics and phono-
logy, including historical phonology. Ohala expressly rejects the approaches
outlined above: Sound change

‘does not serve any purpose. It does not improve anything. It does not
make speech easier to pronounce, easier to hear, or easier to process or
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store in the speaker’s brain. It is simply the result of an inadvertent error on
the part of the listener” (2003: 683).

This perceptual perspective has been developed into a full-blown theory of
sound change by Blevins (2004: 33-34), layering three elements:'?

® Misperception, where listeners mistake a sound or utterance for a similar-
sounding one;

® Reinterpretation, where listeners associate an intrinsically ambiguous
signal with a different phonological form than the speaker;

® Selection from phonetic variants, where listeners build a representation
on an occurring variant that differs from the speaker’s representation.

Blevins argues (2004: 23) that her program explains sound change, and most
synchronic phonology:

Principled diachronic explanations for sound patterns have priority over
competing synchronic explanations unless independent evidence
demonstrates, beyond reasonable doubt, that a synchronic account is
warranted.

Going farther, some scholars deny that abstract phonological categories
even exist, like Bybee (2001). A more tenable position would include a robust
role for history in synchronic explanation and a substantive role for abstract
structure in understanding sound change. (See Bermuidez-Otero (2006) and
Good (2008) for related views.)

Note finally that metathesis and dissimilation provide a wrinkle for the reg-
ularity of sound change. Early work regarded them as lacking clear explanation
(Sievers 1881: 212, Bloomfield 1933: 390), and current textbooks note their spo-
radic character (Campbell 1999: 39, Hock 1991: 110). Challenges to regularity
continue down to the present, most importantly in the notion of ‘lexical diffu-
sion’ (Phillips 2006), which holds that the word rather than the sound is the
‘unit of sound change.’

6. Chain Shifting and Sound Change in Progress

Our final type of sound change brings us back to the first example given above
in section 1. Grimm’s Law not only changed all segments containing particular
featural configurations (voiceless stops, say), but involved consistent changes
across series of consonants—different manners of stops. Despite the notoriety
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of this particular change, consonantal chain shifts are uncommon, but vocalic
chain shifts quite widespread.

Sievers (1881) observed clear trends in chain shifting, e.g. that long/tense
vowels rise and short/lax ones lower. These have been examined in detail by
Labov (1994), where the just-noted patterns are labeled Principles I and II,
respectively, while Principle III covers the tendency of back vowels to move to
the front. Principles I and III are richly attested in the historical literature, I in
the Great Vowel Shift of English for instance, while parts of II are found in a
change underway today, the Northern Cities Shift in urban areas along the
Great Lakes. It is usually portrayed as zigzag movements, including downward
movement of lax vowels, but the figure below shows the range of variants
among Gordon’s Michigan speakers (2001:197).

(15) Northern Cities Shift (with variants from Gordon 2001)

Tl
S

Vowels differ in the degree of shift by consonantal context. For instance, /ae/-
raising is promoted most by a following coronal, like /d/, and inhibited by fol-
lowing velars, like /g/. But on the western edge of the shift, we find prevelar
raising (section 2), while coronal environments lag. Many speakers there appear
to show only /ee/ raising, not the full chain. More importantly, the chain meta-
phor requires the connectedness of movements, e.g. that /e/ raising, qua first
step, pulls /a/ in its wake and in turn /o/. In western Wisconsin and Minnesota,
though, we find speakers who raise /e/, yet participate in the “low-back merger’
of /a/ ~ [5/. All this suggests that these changes may not be part of the Northern
Cities Shift but rather similar-looking and perhaps historical related changes.
Fine-grained data like these reveal new complexities, even for a meticulously
documented change underway at present.

7. The ‘Life Cycle of Sound Change’

Sound change is not neatly constrained,” yet there is tremendous unity in pho-
nological change. For over a century, sound change has been described as going
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through a ‘life cycle,” a view again much in discussion recently, e.g. Kiparsky
2003, Iverson and Salmons 2003, Bermuidez-Otero 2007 and Janda and Joseph'’s
related ‘Big Bang’ (2003a, elsewhere). Such proposals vary considerably, but
basic elements draw together the topics treated above:"*

1. Coarticulation and other articulatory factors (cf. section 2 and section 3)
introduce new synchronic variants into the pool of speech (section 6).

2. As learners (section 4) and listeners (section 5), we build generalizations
based on those variants, constrained by our cognitive abilities. This often
turns phonetic patterns into phonological ones.

3. Phonological patterns feed morphological alternations, and as ‘active’
phonological processes fade, they may be adjusted to fit paradigms, in
analogical or other realignments (see Chapter 8 in this volume).

In a sense underlying the life cycle is the notion that phonetic and phono-
logical patterns are constantly reinterpreted, negotiated and generalized by
each generation of learners, speakers and listeners. The difficulties outlined in
the preceding sections make more sense when viewed through this historical
lens, particularly if we consider the long arc that often precedes ‘completion.’
Clean-looking end products may obscure the complex and slow developments
involved. T. Andersen (2006) compares two closely related Western Nilotic lan-
guages, Jumjum and Mayak. Both languages contrast vowels by the feature
[aTR] (advanced tongue root), but cognates show a featural reversal in high
vowels: Jumjum [+aTr] vowels (/i, u/) correspond to Mayak [-aTR] vowels (/1, u/)
and vice versa.

(16) ATR reversal in Jumjum

Jumjum Mayak
/ii/ wiil /11/ wiil “tail”
fuu/ buuy fou/ buur “shoulder”
11/ piik i/ pii “water”
fuu/ loum fuu/ luum “grass”

Andersen successfully accounts for this by a string of carefully ordered steps
(2006: 26):

Proto-Western Nilotic [+ATr] */i/ and */u/ shifted to and merged with
[+aTR] */e/ and */o/, probably via diphthongization to */ie/ and */uo/.

Next Proto-Western Nilotic [-aTR] */1/ and */u/ changed to [+aTR] /i/ and /u/,
thus filling up the space left by the lowering of */i/ and */u/. Finally, [+ATR]
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*/e/ and */o/, now subsuming original */i/ and */u/, shifted to [-aTr] /1/ and
/u/. As a result of this sequence of changes in pre-Jumjum, the high [-ATR]
vowels of Proto-Western Nilotic have become high [+ATR] vowels in
Jumjum, and high [+aTRr] vowels of Proto-Western Nilotic have become high
[-aTr] vowels in Jumjum.

Complex derivation may raise red flags in synchronic phonology, but
phonological change often results from exactly that."

8. Conclusion

This chapter has surveyed a range of types of sound change and approaches to
understanding them. Improving articulatory, acoustic and perceptual evidence,
computational modeling and other tools are rapidly sharpening that under-
standing. A major limit remains empirical, e.g. lack of a solid empirical basis
for claims about what is more or less common. Claims may reflect the histories
of familiar languages, so that Romance coda loss is ‘normal,” while Tibeto-
Burman excrescent stops are ‘exotic.” Efforts are underway to address this, like
the Diachronic Data & Models database, Ben Hamed and Flavier (2009, http://
www.diadm.ish-lyon.cnrs.fr/), and a similar project at the Max Planck Institute
in Leipzig.

The foregoing also illustrates familiar pendulum swings of linguistic theory.
In phonology and sound change, we often suffer under a kind of compulsive
parsimony. Sober (2006) writes that ‘theories are parsimonious when they are
tightfisted with respect to the entities, processes, or events they postulate.” Mark
Twain quipped, ‘“To a man with a hammer, everything looks like a nail.” Most
theories to date appear to be too tightfisted, attempting to account for (virtu-
ally) all sound change with one entity or process: ease of articulation, abstract
phonological structure, prosodic structure, perception, or social motivations.
What may be needed is a more nuanced understanding of the roles each plays
and how they interact. This offers greater opportunities for progress than with
pleading for any single-tool view.

Notes

1. I thank the following for discussions on this topic or comments on earlier versions,
in addition to the editors: Greg Iverson, Monica Macaulay, David Mortensen, Tom
Purnell, Eric Raimy and Laura Smith. The usual disclaimers apply. Honeybone and
Salmons (forthcoming) will provide a far more detailed treatment of phonological
change.
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Segmental Phonological Change

. This list draws inspiration from Goldsmith’s 1995 discussion of synchronic phono-

logical theory.

. The terms ‘law’ and ‘shift’ date to this period, and survive especially in names

of particular changes, like Grimm’s Law and the Great Vowel Shift.

. The formulations are Rask’s originals given in Lehmann’s translation (see references).
. Laryngeal features are those that refer to states of the glottis—most notably voicing

and aspiration for the exposition below. Throughout I follow ‘laryngeal realism” as
outlined by Iverson and Salmons (1995) and many others, distinguishing ‘voice’ lan-
guages from ‘aspiration’ or fortis/lenis languages.

. The full set of laryngeal feature assimilations in Indo-European and its daughters

is far more complex.

. Whether [x] and [¢] contrast in German is not immediately relevant.
. For recent phonological work on historical lenition, see Honeybone (2001, 2005,

forthcoming) and Holsinger (2000, 2008).

. The same pattern holds at levels higher on the prosodic hierarchy as well, especially

the foot and the phonological word.

It has been observed that this formulation risks circularity.

Vennemann’s preference laws in many ways anticipate the ‘violable constraint
ranking’ of Optimality Theory.

These are my terms for and characterizations of what Blevins calls CHANGE, CHANCE
and cHoICE, respectively.

The ‘hard’ limits on what segments can become, what other segments are few or
nonexistent, provided we have enough crosslinguistic data and consider changes at
a considerable time depth. Blust (2005), for instance, catalogues a set of ‘bizarre sound
changes’ from Austronesian.

Bermudez-Otero (2007: 503-504) observes that modular views of grammar—distin-
guishing a phonetic component of grammar from a phonological one—‘provide a
perspicuous interpretation’ of the life cycle.

At the same time, the chronology of the unfolding of some changes may go faster
than traditionally believed. Gess (1999) compresses the French coda losses mentioned
at the outset from ten—eleven centuries down to two or three.
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1. Introduction

In addition to changes in segmental structure, languages can undergo changes
in suprasegmental properties, such as tone and accent, as well as in other aspects
of prosodic structure (such as prosodic phrasing and its effects).

One major problem in dealing with suprasegmental changes is that the
distinction between tone, pitch accent and stress accent is not always clear
(McCawley 1970). There are prototypical tone languages, such as Chinese, with
monosyllabic morphemes each of which is characterized for tone (or no tone,
for clitics). But there are also languages such as Panjabi, with “word tones,”i.e.,
with two or more contrastive accents, differing in pitch contour. There is also
the issue of what distinguishes languages with pitch accent from those with
stress accent, since the stress accent of languages like English is not only defined
by loudness or weight, but also by pitch contour.

This chapter does not attempt to develop definitions that permit clear-cut
distinctions between these phenomena. Rather, it is to outline various develop-
ments that give rise to changes in them.
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Similarly, the discussion of prosodic phrasing and its effects is not intended
to provide a theory of prosody (on this issue see the foundational publications
of Selkirk 1984 and Nespor and Vogel 1986). Rather, I focus on changes in pro-
sodic structure or conditioned by it.

2. Tonogenesis and Related Phenomena

A widely discussed type of suprasegmental change is tonogenesis, the develop-
ment of tonal contrasts where there were none before or the development of
additional contrasts in tone languages.! (For a good survey of research in this
area, see Abramson 2004.)

Most commonly tonogenesis is attributed to the difference in F effects
between voiced and voiceless consonants, with voiced consonants lowering F;
and voiceless ones raising it. As long as the difference is predictable, it remains
allotonic; but if voicing distinctions are lost or become otherwise opaque, it
becomes contrastive, as in the following example from Tibeto-Burman Jingpho
(Maran 1971).

(1) Eastern dialect ~ Southern dialect

14h 14
1af 1a
la la

Abramson (2004) plausibly argues that the phonetic basis for this distinction
lies in greater glottal tension for voiceless consonants, and reduced tension for
voiced ones. Note that non-contrastively voiced consonants, such as sonorants,
do not seem to significantly lower F.

A very different view, proposed by Thurgood (2002), holds that differences
in phonation type, such as modal voicing vs. breathy voice or creaky voice, lie
at the root of tonogenesis, with breathy voice considered a common transition
after voiced stops.

Abramson’s account has the advantage that it provides an explanation in
principle for the Baltic-Slavic differences in pitch accent resulting from differ-
ences in vowel length, as in (2), since long vowels crosslinguistically tend to be
more tense than short vowels. The major problem is that the phonetic details of
the change(s) are obscure, since the different languages involved do not agree
on the nature of the resulting pitch contours. (Note that coda sonorants are
tone- and mora-bearing.)

(2) pre-BS  *wornos Lith. wvafnas [varnas] ‘crow.m’
vs. *worna vdrna [varna] ‘crow.r.’
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Thurgood'’s claim runs into the difficulty that there are languages which con-
trast simple voiced stops with voiced stops with breathy release (‘voiceless
aspirates’). If possible, the claim should be tested against languages that have
such a contrast and have undergone tonogenesis. The case of Panjabi suggests
that there is a difference between the stop classes, in that only a change in the
voiced aspirates leads to tonogenesis; see (3) and Purcell et al. 1978. Moreover,
the different behavior can be correlated to the fact that in the closely related
Hindi, voiced aspirates are accompanied by significantly lower F than plain
voiced stops (Dutta 2007).2

(3) a. ghar > kar  ‘house’
b. labh > l'ap ‘profit’

Some scholars claim that developments like this are rare and are either lim-
ited to languages with established tonal contrast or are introduced through
contact with such languages (e.g. Kiparsky 1995/2003). However, tonogenesis
has been observed in languages that do not meet this description (Hale 2003
with references). Moreover, the claim would seem to entail the undesirable
assumption that, instead of monogenesis, there were at least two different origi-
nations of language, one with tonal contrast, the other without.

Tonogenesis (in the larger sense) can come about by a number of other devel-
opments (see Hock 1991). These include vowel contraction, with preservation
of pitch contours (4a), and loss of segments, with preservation and reattach-
ment of their prosodic properties (4b). In (4a), contraction of the accented suffix
vowel —i— with the unaccented vowel —i— of the ending introduces a long vowel
with falling pitch (marked 4); and by polarization, the level pitch on the original
long vowel —4— acquires a rising pitch. For (4b) note that, like most modern
South Asian languages, Vedic Sanskrit had a pitch accent with a low-high
melody, with the high pitch of the accented syllable tending to extend into the
next syllable, producing a falling pitch on that syllable (here marked by a grave
accent). Morphologically conditioned loss of accented high vowels before
homorganic glides makes that falling pitch unpredictable and hence contrastive.
(See section 3 for similar effects of accent shift.)®

(4) a. Greek *bhuga-as > *bhugas (> phugeés) ‘flight.Gen.sG.’
vs. *bhuga *bhuga (> phuge) ‘flight.Nom.sG.”
b. Vedic  *vrkiyas vrkyas ‘she-wolf.GEN.sG.”
vs. *rayas rayas ‘wealth.GeN.sG.’

\%

Finally, as noted in Hock 19864, trimoraic length, resulting from compensatory
lengthening, may lead to tonal differences, as in (5), where 3 indicates trimora-
icity. In (5a), from northern German, the resulting vowel has a long falling tone;
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but in (5b) from Rhenish Franconian, the original trimoraic vowel receives a
rapidly falling pitch accompanied by a glottal catch (or glottalization),* in addi-
tion to being shortened to half-length.

(5) a. *spreka ‘I speak’

spre3k

b. his hiss “house.NOM./DAT.SG.”
his hi3s
hiis hus

3. Prosodic Finality and Accent Retraction

A number of languages exhibit accent retraction from the final syllable or mora;
and in some languages the retraction is extended to other contexts, potentially
leading to initial accent. As argued in Hock (1999) (with references), the ulti-
mate cause for the change lies in the incompatibility of word-final lexical pitch
prominence and the low tone of unmarked utterance-final intonation. An excel-
lent example is found in Serbo-Croatian, whose general accent retraction can be
traced back to an earlier prepausal mora retraction, preserved in geographically
marginal Cakavian dialects; see (6) and Becker (1979). As the case of vodd >voda
vs. védu > vodu in (6d) shows, one result of generalized accent retraction is the
creation of new pitch contour contrasts in accented syllables.

(6) a. Cakavian kraly [kraalY] ‘king’
b. Cakav. dial. kraly = [kraalY] /| #t

kralY = [kraalY] elsewhere

c. Stokavian kralY = [kraalY]

d. voda > wvoda ‘water.sG’ (N)
vodu > vodu ‘water.sG’ (A)

In Hock (1999), I further argue that accentual developments of this sort are
comparable to the common phenomenon of segmental loss in final syllables.
Example (7), from Lithuanian dialects, supports this claim, in so far as one vari-
ety of dialects simply has accent shift (7a), while the other has both apocope and
accent reassignment to the nearest available preceding mora (7b). (See Stang
1966: 116-117, 167, 170, Senn 1966: 51, 96, 110, both with references) The latter
change is commonly assumed to involve an intermediate stage with segmental
loss plus ‘Floating’ pitch.>

(7) a. Accent retraction without apocope
mane [mané] ‘me.acc.sG’ > mane [mane]
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b. Apocope and accent retraction
mane [mané] ‘me.Acc.sG’ > maf [man]

Two further points are interesting. First, the effects of accent retraction become
more general in northern dialects, with Latvian, yet further to the north, show-
ing complete accent attraction to the first syllable. (The initial accent of Latvian,
however, is usually attributed to contact with Uralic.)

Second, in the case of accent retraction with apocope, we find that even the
loss of unaccented vowels leads to a change in pitch properties of preceding
syllables, as in (8c). This can either be explained as an example of generalized
accent retraction or as a case of preservation of the earlier high-low melody by
shifting it to the left; see (8d).

(8) c. géras [geéras] > gérs [géers] ‘good.Nom.sG’
d. [geéras] > [géers]

Because verbs tend to be less prominent in context than nouns, the cross-
linguistic tendency to avoid utterance-final prosodic prominence can have
special effects in SOV languages, since verbs are utterance-final in canonical
order (Ladd 1996).¢

Klein (1992) draws on this tendency to explain the fact that Vedic Sanskrit
finite verbs in main clauses are unaccented (except if initial in their clause),
by assuming that accent loss originated in canonical utterance-final position.
Hock (1999) adds comparative evidence from Modern Persian to support this
account.

Accent retraction is of general importance because it provides an explana-
tion in principle for the common pattern of penult accent (presumably reflect-
ing accent retraction due to avoidance of utterance-final prosodic prominence),
as well as of initial accent (presumably resulting from generalized accent retrac-
tion). Interestingly, although utterance-final prosody may thus be responsible
for penult accentuation, the fact that it can also trigger segmental loss can rein-
troduce final accentuation (as in the case of the changes from Latin to French).

4. Accent Protraction

Interestingly, protraction—the logical opposite of retraction—seems to be less
commonly attested, and so does the phenomenon of what might be called
pen-ant accent (for the latter see Hyman 1977).

Two major processes that introduce pen-ant accent have been recognized
in the literature. One is accent shift ‘by weight’ (i.e. distinctive or allophonic
length), with accent protraction from light vowels in initial syllable to heavy
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vowels in the second syllable (see Hayes 1995); the other, common in African
languages and involving tones (see Chen and Kisseberth 1979), is usually
accounted for as high-tone doubling, followed by loss of the first high tone as a
result of the OCP (for which see section 4).

As far as the accent shift by weight is concerned, one suspects that it takes
place in languages with low-high accent melody and is triggered by the ten-
dency in such languages for the high pitch to spill over into the next syllable (see
§1 above). In languages like Hindi, for instance, the final high pitch on accented
short vowels tends to spill over into following syllables with long vowel.

In fact, the history of Vedic Sanskrit furnishes evidence for just such an accent
protraction (except that it operates on a language in which the primary accent
is not confined to the first syllable). See Cardona (1993) and example (9), where
italics indicates the low(est) pitch preceding the high pitch, acute = main accent,
grave = falling pitch on the next syllable, circumflex = high-falling pitch that
starts higher than the preceding high pitch of the main accent. Crucially, at
some intermediate stage, the higher starting pitch of the post-accent syllable is
reinterpreted as the main accent (9¢), and the subsequent shift of the low(est)
pitch in (9d) serves to maintain (or reintroduce) the initial low of the low-high
accent melody.”

(9) a. Earliest pattern agnina [agnin’a]
b. Rig-Vedic agnina [agnin“a]
c. Intermediate stage ~ agnina [agnin’a]
d. Reassertion of LH  agnina [agnin’a]

Just as generalized accent retraction may lead to initial accent, so generalized
protraction may be speculated to potentially lead to final accent (see Hock 1999:
§3 with references).

5. Avoidance of Prominence Clash (the OCP)
Since at least the time of Leben (1973), a cross-linguistic tendency to avoid stress
or tone clash in neighboring syllables has been recognized, a tendency which
has come to be known as the Obligatory Contour Principle (OCP). An example
from Modern Lithuanian is given in (10), where accent clash is avoided by left-
ward movement of the first accent.

(10) Sesias désimtis > sesias désimtis "16.acc.FEm.”

As noted earlier, this principle has been invoked as being partly responsible
for tone protraction in African languages. It can also be held responsible for the
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widespread tendency to have alternating-stress or accent patterns, a phenome-
non especially common for secondary stress.

6. Phrasal Prosody and Linguistic Change

Asnoted earlier, utterance-finality can be responsible for accent retraction (both
limited to the penult and generalized), as well as accent loss (in Vedic).

The prosodic organization of utterances may likewise be relevant for the
crosslinguistic tendency to place clitics (and other light elements) in second
position (“Wackernagel’s Law’), in so far as ‘second position’ may be prosodi-
cally defined, as in the following example from Modern Serbo-Croatian (see
Radanovié-Koci¢ 1988, 1996), where the second-position clitics line up after the
first accented word of the prosodic phrase in which they originate, and not after
the first word of the clause (which would be ungrammatical).

(11) Ja| tvojamama | obecala sam ti igracku
I your Mom promised AUX.1SG.CLIT. yOU.SG.CLIT. toy
‘I, your Mom, promised you a toy.’

In fact, cliticization itself is best defined prosodically (as involving reduced
prosodic prominence); and as is well known, cliticization commonly involves
loss of prosodic prominence or, in the case of tone languages, the possibility of
floating tones (see note 5).

In Hock (1996b) I therefore have made the strong claim that cliticization
and Wackernagel’s Law start out as prosodic phenomena and that, where
they seem to be syntactic (as in the case of languages where second position can
be syntactically defined), this is the result of secondary reinterpretation and
generalization. Moreover, it has been claimed that the syntactic phenomenon of
V2, i.e. the positioning of finite verbs in clause-second position, begins as a
Wackernagel’s-Law movement of clitic verbs to second position (see Hock 1982,
Harris and Campbell 1995: 215-216).%

Notes

1. This discussion focuses on tonal phenomena characterizable in terms of pitch. For
‘register’ systems with differences in phonation type (breathy vs. creaky voice), see
Thurgood 2002 with references.

2. At the same time, Thurgood’s account works well for languages such a Vietnamese,
where tone arises from earlier ‘register” differences.

3. Similar developments may have led to the ‘tonal” accent distinctions of Norwegian
and Swedish (Hock 1986a/1991; but see also Riad 1998).
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. Hock (1986/1991) speculates that the glottal catch results ‘from the fact that the intona-
tional contour of the earlier overlong vowel is “mapped” onto the shortened vowel
and in the process gets condensed and distorted.” Gussenhoven’s account (2000)
is very different, postulating a preventive analogical change, creating ‘fake long
vowels.’

. Floating tones are a common phenomenon in African languages and in Chinese,
where they seem to result from the loss of the segmental properties of clitics. See e.g.
Wong (1979).

. Ladd refers to apparent counterevidence in Bengali (see Hayes and Lahiri 1991); but
Dutta and Hock (2006) show that Bengali is no exception to this tendency.

. The example is slightly simplified for ease of exposition.

. Syntacticians generally prefer purely syntactic accounts for V2 (see e.g. Lightfoot
1993), and even try to give as much a syntactic account for clitic P2 as possible
(e.g. Hale 1996, Halpern 1995). For a more prosodically informed attempt to account
for V2 see also Andersen (2005). See also section 5.2 of Chapter 4 on Typology and
Universals.
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1. Introduction

Historical morphology, as a subdiscipline of historical linguistics, is the study of
continuity and change in the structure of words and of morphological systems
over time. When one follows morphological systems through time, as they are
attested in texts or can be reconstructed, one can observe the rise of inflectional
paradigms, changes within and in the relations among paradigms, and changes
by which morphological paradigms are reduced and dissolved. Both the diver-
sity of such developments in morphological systems and the generalizations
that can be made regarding them offer insights into the character of the human
capacity for language (Joseph 1998).!

A distinction is made between derivational and inflectional morphology.
Derivational morphology comprises the system of lexical rules employed in the
formation of new words or word stems. Inflectional morphology is a part of
sentence grammar that integrates lexical and grammatical signs into wordforms
(Stump 1998: 14). However, from the point of view of sentence grammar there
is not always a sharp line of demarcation between derivation and inflection.
Rules of stem formation may be used for the expression of typically inflectional
grammatical content; the expression of aspect in the Slavic languages (3.1.1.1)
or of aspect and tense in the history of Greek (Haug 2008) are examples. On the

117



Continuum Companion to Historical Linguistics

other hand, there is no sharp line of demarcation between inflectional morpho-
logy and the analytic expression of grammatical categories. Not only do inflec-
tional categories commonly originate in analytic constructions; it is not unusual
for grammatical categories to be expressed only analytically, as, say, periphras-
tic tenses are, or for a given category to have inflectional (synthetic) and peri-
phrastic (analytic) expressions in complementary distribution; e.g. the tenses of
the Latin perfective aspect have synthetic active forms, but periphrastic forms
in the passive and in deponent verbs.

For these reasons systems of inflection and the morphological processes
they embody are the primary, but not the exclusive concern of historical
morphology.

1.1 Morphological Theory and Historical Morphology

The study of historical morphology at one at the same time presupposes a
theory of morphology and provides essential data for the formation of such a
theory. For this reason it is necessary initially to adopt an approach that does
not prejudge issues of interpretation in a way that might be counterproductive.

Like all other parts of a linguistic system, the morphology of a language is
a product of history. Hence any synchronic state can be expected to contain
morphological patterns of different age and of different degrees of viability or
vitality —obsolete and obsolescent patterns, unproductive established patterns
and productive established patterns, emergent patterns, and innovative devia-
tions from normal usage that may be insignificant or may be harbingers of
future patterns.

Theories of morphology are typically devised by scholars whose interest is
in synchronic description (Spencer 1991, Stump 1998: 35). They tend to assign
equal importance to the irregular and the regular and to the unproductive and
the productive, and they are mostly oblivious of the fact that synchronic varia-
tion is a source of information about the direction of developments that are
in progress at a given time and in any case has to be considered part of any
synchronic language state.

The historical linguists who study the interplay of preservation and renewal
in histories of morphological systems will likely develop a different under-
standing of morphology. True enough, complex morphological patterns are
often transmitted through time with great fidelity, giving evidence of the human
ability to acquire quite intricate, seemingly arbitrary patterns of morphological
signs. But whenever a change occurs at some historical stage, provided the
attestation is sufficiently ample, it invariably shows that morphological change
proceeds through stages of ordered variation (Andersen 2003) and demon-
strates that morphological systems are subjected to a fine-grained analysis, with
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respect to both their grammatical content and the correlated patterns of expres-
sion, as they are passed on through time. Many innovations show that analysis
does not halt at morpheme boundaries, but proceeds to identify smaller ele-
ments—phonological segments and features—that over time are made to cor-
relate with features of (lexical or) grammatical meaning and/or with properties
of contiguous grammatical signs.

To capture such details and to benefit from the evidence they provide of
the human capacity for language the historical linguist is best served by an
approach that pushes morphological analysis to the hilt and consistently aims
to reveal that ‘coordination between certain sounds and certain meanings’ to
study which is “to study language’ (Bloomfield 1935).

1.2 Symbols, Indexes, and Icons

All morphological signs are symbols.? But among morphological signs one can
identify simple symbols, indexical symbols, and iconic symbols. In agglutina-
tive morphology (1) all the individual expressions of the word are simple
symbols. But the string of expressions directly reflects a string of content
units, it diagrams it.> In Table 8.1, which is a typical example from a flective
language, the string of expressions includes both symbols and indexes.*
The illustration makes no distinction between these two kinds of signs; it is
intended by its author (Matthews 1972: 135) to show how chaotic morphology
can seem.

(1) Russ. Vi-rva-l-a-s’

OUt:PFV-TEAR-PST-FEM-INTR
‘it tore loose (escaped)’

Table 8.1 Latin kukurristi ‘you.sG ran, have run’

Grammatical representation:  curr-  +  Perfective + Singular
Phonological representation: kurr

But if one considers the morphological rules (2) that encode this wordform
(and are needed for many other wordforms), the distinction between symbols

119



Continuum Companion to Historical Linguistics

and indexes becomes clear. Each sign rule has the following (minimal) format:
C-o>X/ Nc,x,s (where — = “is realized as,” C = content, X = expression, S = syn-
tax, N = environment). Each rule establishes a symbolic relation between expres-
sion and content and one or more indexical relations between the content and
other contents and between the expression and features of content, expression,
or syntax in the environment (Andersen 1980; Carstairs-McCarthy 1992: 212).
The wordform in Table 8.2 reflects rules (2.a.i), (2.b.iii), (2.c), and (2.d.i).

(2) (a) ‘run’- — (i) kukurr- /_ [prv], (ii) kurs- /_ [pass.pcp], else (iii) kurr-. E.g.
kurr-6 (1prv.PRS) vs. kukurr-i (PFV.PRS) VS. kurs-us (PASS.PCP-NOM.SG.M).

(b) [prv] = (i) -@ /__ [Prs-1sg, 3sG, 1pL], (ii) —er- / __ [Prs-3pL], else
(iif) — -er- /_ vowel, — -is- /__ cons. E.g. kukurr-@-@-1 (-pEv-Prs-15G),
kukurr-ér-@-unt (-prv-pPrs-3pL), kukurr-er-a-m (-pev-pst-1sG), kukurr-
er-0 (-pFv-FUT.1sG), kukurr-er-i-m (-pPFv-PRs.sUBJ-1sG); but kukurr-is-J-ti
(-PFv-PRS-25G), kukurr-is-O-tis (-PFv-PRS-2PL), kukurr-is-se-m
(-prv-pPsT-1sG), kukurr-is-se (PFV-INF).

(c) [Prs] = . E.g. kukurr-is-@-ti (-PFv-PRs-25G) vs. kukurr-er--s
(-PFV-PST-28G) Vs. kukurr-er-i-s (-PFV-FUT-2SG).

(d) [2sc] — (i) -t1/ [PFv, PRS] _, else (ii) — -s. E.g. kukurr-is-@-ti
(-PFV-PRS-25G), but kurr-i-s (-1PFv-PRS-25G), kurr-e-ba-s (-IPFv-pST-25G),
kukurr-er-a-s (-PFv-pPsT-25G), etc.

(e) [2pL] — (i) -te / [1MpV] _, else (ii) — -tis. E.g. kurr-i-te (1MmPv-2pL),
kurr-i-tis (PRs-2PL), kukurr-er-a-tis (-PFV-PST-2PL).

Table 8.2 Latin kukurristi ‘you.sG ran, have run’

Content: ‘run”  + Perfective + Present + 2nd  + Singular
Expression: kukurr-  + -is- + (6] S + -0

»
'

1.3 Morphological Signs, Symbols and Indexes
Morphological indexes are the word-level counterpart of those indexes that

provide explicit textual cohesion on every other level of sentence structure, con-
cord and agreement, anaphora and cataphora, reflexives, switchreference, and
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subordinators and, on the interpersonal level, exophoric deixis, politeness
markers, etc. The function of these expression indexes is to support the implicit
lexical and grammatical index relations there are in the content plane, from the
semantic coherence on every syntactic level of the context to the utterance refer-
ence and the presuppositions of the speech act context.

The rules in (3) imply the understanding that a morphological sign is a triple
of grammatical content (grammemes, or grams), expression (exponent) and
syntactic specifications (Lieber 1992, Lehrer 2000, Mel’¢uk 2006: 384). The syn-
tactic specifications are (i) content-syntactic and relate the content of a sign to
the content of another sign or signs; and (ii) expression-syntactic and relate the
expression of a sign to the content, the syntax, and/or the expression of another
sign or signs. Example (4) illustrates both X—C,; and X-X; relations. An exam-
ple of X-S,; relations are the suffix allomorphs in Lat. femnin-ae “woman,” vir-1
‘man,” virgin-is ‘maiden,” dom-iis ‘house,” di-és ‘day,” each of which symbolizes
GEN.sG and indicates the declension class of its stem.

Note that sign rules such as those sketched in (2) reflect the encoder’s (deduc-
tive) point of view. Decoding involves abductive inference based on the chain of
expression elements, as in Table 8.2, and so does acquisition. It is in these abduc-
tive inferences that paradigms of content and the symbolic and indexical rela-
tions of the signs they comprise can come to be reanalyzed —matters that are
essential to the linguist’s interpretation of morphological change.

1.4 Morphological Signs and Morphological Processes

It is customary to inventorize the morphological processes languages employ
to integrate expressions of lexical and grammatical meaning into wordforms
(Spencer 1991, 1998; Mel’¢uk 2006: 288). Since morphological systems may
include grammatical categories that are expressed by analytic means (section 1),
such an inventory must comprise three categories of expressions, (i) phrases
and words, (ii) clitics, and (iii) the affixes and modifications of inflection

proper.

Phrases and words are recognized as expressions for grammatical content when
they are paradigmatically related to grammatical word(form)s, e.g. verbs (Lat.
cantdta erat "had been being sung’ : cantdverat "had been singing’), adpositions
(as regards : about), subordinators (in case : if ).

Clitics are grammatical words that lack accent and are prosodically integrated
with free words, their hosts.

In inflection, there are signs with fixed expressions, relative expressions, and
Zero expressions.
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Affixes are morphologically bound simple signs with an expression, grammati-
cal content, and syntactic properties. They include suffixes, prefixes, infixes,
circumfixes, transfixes, and suprafixes (Mel ¢uk 2006: 299). Some affixes lack
content; their function is defined entirely by their syntactic properties. Common
examples (in italics) are (i) interfixes such as the —o— in Russ. krasn-o-belyj
[red-F-white] ‘red-and-white,” or the —s— in Gm. Zeitung-s-leser ‘newspaper
reader’; (ii) suffixes such as the stem formants in Russ. aplodir-ova-t’*applaud,’
Gm. applaud-ier-en ‘applaud’; and (iii) prefixes such as the Ir. no- in no-m-ben
[F-me-strikes] ‘he strikes me’; it indicates the object (here —m—) of an unprefixed
(‘'minimal’) verb or the imperfect indicative, secondary future, or past subjunc-
tive (Fife and King 1998: 492).

Relative expressions have no fixed phonological shape (Mel'cuk 2006: 301) but
are otherwise regular signs with grammatical content and syntactic specifica-
tions. They include (regular) reduplications, e.g. Gk ge-grapha ‘have written,’
pe-paideuka "have taught’ as well as apophonies and permutations. Apophonies
may be segmental (vowel or consonant replacement, truncation) or supraseg-
mental (accent displacement or tone replacement).

With the understanding that grammatical content can be both symbolized
and indicated, allomorphy and morphophonemic alternations become a mean-
ingful part of morphology, and, as in Lat. kukurristi in Table 8.2, standard
analytic problems become more tractable. For example, since English does not
have a system of regular vowel alternations, a ‘replacive’ or apophonic analysis
of geese as ‘goose + u = i’ is unconvincing. But the fact that geese means both
‘goose” and ‘L’ follows simply from the rule ‘goose’ — geese /__ + pL, else goose;
in other words, the expression geese symbolizes ‘goose’” and indicates ‘prL.
The other part of this picture is that ‘p.’ — -0 / {foot’ ‘goose’ . . .}
+_,-an [/ {’child," ‘ox’, . . .} + _, else /oz ~ z ~ s/. (Note that in the expression silly
gooses there is no content ‘goose.”)

Zero expressions. Some theoreticians of morphology have found it difficult to
accept the relevance of zero elements to the description of morphology. But in
inflection, zero expressions can both have symbolic grammatical content and,
by virtue of their syntactic specifications, have an index function. (These are the
two roles zeros have in numbers: in 2009, each zero symbolizes ‘none,” but by
virtue of their position, one indicates the number of hundreds, the other the
number of tens.) It is significant that where zero allomorphs develop through
sound change, circumstances may favor their replacement with overt allo-
morphs (see 3.4.1.1). There is thus a difference between a zero expression and no
expression—consider the inflected Russ. os’en’-@J.Nom.sG “autumn’ vs. the invari-
able Russ. ofen’ ‘“very’ —which cannot be dispensed with once and for all by fiat,
but must be recognized on a language-particular basis (Mel’¢uk 2006: 469).
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1.5 Morphological Change, Grammaticalization and Analogy

A grammaticalization is a macro-change comprising changes in content, in con-
tent syntax (semantax), in expression, and in expression syntax (morphosyntax).

The central change in a grammaticalization is a content change, typically
from lexical to grammatical content (grammation), or from grammatical to more
grammatical content (regrammation). It typically goes hand in hand with a
semantactic change (upgrading), and is commonly followed by morphosyntactic
change toward closer bonding (integration) and expression simplification (reduc-
tion) (Heine 2003, Andersen 2006a, 2008).

These change types imply the existence of changes from grammatical to non-
grammatical, including zero, content (degrammation), of semantactic downgrad-
ing, toward looser bonding (emancipation), and fuller expression (elaboration).
Changes in both categories are relevant to historical morphology.

Analogy has traditionally been central to explanations of morphological
change. It is duly acknowledged in textbooks and handbooks of historical
linguistics (e.g. Hock 2003). Indeed its central relevance everywhere in the cog-
nitive realm is beyond doubt (Anttila 2003). The brief survey of morphological
change that follows aims to describe types of change and largely leaves issues
of explanation aside.

2. Morphologization

Morphologization is often viewed as a kind of, or as a stage in, grammaticali-
zation. But the types of change for which the term morphologization is appropri-
ate are best kept apart from the common understanding of grammaticalization,
for morphologizations are changes that affect grammatical expressions, i.e.,
they presuppose grammation or regrammation (see 1.5). A first definition of
morphologization would be ‘the kinds of change by which grammatical expres-
sions become clitics or inflectional affixes.’

But just as it is traditional to discuss changes in allomorphy under the head-
ing of historical morphology, so there is no tradition for making a sharp distinc-
tion between the morphologization of grammatical expressions and the ways in
which morphophonemic alternants and alternations become morphologized,
be it as symbols or as indexes of grammatical signs (hereafter grams).

There are, then, two categories of morphologization to be distinguished.
Morphologizations, (from syntax, or ‘from above’) are changes in morphosyn-
tax by which grammatical expressions become affixes (2.1). Morphologizations,
(from phonology, or ‘from below’) are grammations: they are changes by which
phonological features, segments, or alternations that are already parts of word-
forms are reanalyzed as expressions of grammatical content (2.2).
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The difference between these two kinds of change is great enough to justify
separate names for them.® But traditionally both types have been called
morphologization; and since the outcome of both is grammatical expressions that
are (parts of) wordforms, it is not unreasonable to have the same term for them.
They can be brought under a single definition of morphologization as ‘types of
change by which grammatical expressions or other expression elements become
clitics or inflectional affixes or modifications.”

2.1 Morphologization from Syntax

In morphologization,, a grammatical sign whose expression is a free form
undergoes change in bonding (integration) and, commonly, in the phonological
shape of its expression (expression reduction).

The typical integration changes are these: a free grammatical word becomes
a clitic (2.1.1), a clitic becomes a bound affix (through univerbation) (2.1.2), or a
bound affix fuses with its stem (through metanalysis or boundary loss) (2.1.3)
(Hopper and Traugott 1993, Heine and Kuteva 2002). The extent to which such
changes may be favored or disfavored by typological constraints remains an
open question (Traugott and Heine 1991: 8, Andersen 2008: 17).

In expression reduction a grammatical word, clitic, or affix loses phonologi-
cal material (by erosion, attrition or phonological reduction) through the reanalysis
of allegro variants, or it becomes adjusted phonologically to its context and/or
vice versa. These adjustments, which are of several kinds (see below), may give
rise to grammatical indexing (1.3; 2.1.4). Besides expression reduction, gram-
matical signs are subject to phonological changes proper (Neogrammarian
sound changes), which affect phonemes or phoneme sequences independently
of word-internal boundaries.

Grammaticalization studies often convey the impression that the develop-
ment from free form to clitic and then to affix are ineluctable stages of gram-
maticalization. However, no morphosyntactic changes occur of necessity, and
when changes do occur, they often occur at a very slow rate, and they may be
arrested at any stage. The same must be said of expression reductions; gram-
matical expressions can remain unreduced as they change from word to clitic
to affix.

The examples, which follow section 2.1.3, are arranged roughly according
to the number of morphosyntactic and expression reduction changes each
exemplifies.

2.1.1 From Word to Clitic
In the development from word to clitic the establishment of a fixed position for
the grammatical expression sets the stage for a reanalysis of its morphosyntax,
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by which it becomes appended before or after a neighboring phrasal or lexical
host as enclitic or proclitic; for a synchronic typology, see Klavans (1985). Here
its expression may lose prosodic prominence and be reduced: its increased pre-
dictability within its context favors allegro realizations, which may come to be
reanalyzed as basic forms; e.g. SBC future o. pravi-ti hoé-u > pravi-ti=hé-u > pravi-
ti=¢-u > reg. pravi-t=¢-u > pravi=¢-u ‘I'll work’; o. pas-ti=¢-e > pas-t=¢-e > pas=¢-e
‘s/he’ll fall’ (Mili¢evic¢ 2005).

‘Simple clitics’ develop in positions established by existing word order
rules of the language (Zwicky 1977). Common examples are (i) articles and
possessives in noun phrases; Eng. an=old lady, dial. mi=old lady; (ii) adpositions
in adposition phrases; Eng. in=all, to=me; and (iii) pronouns and auxiliaries
(tense, aspect, and mood markers); Eng. fill ‘er up, leave ‘em, we’'ll, we’d, we’d have
[fll=ar="ap liv=om wi=l wi=d wi=d=av/.

Clitics in other positions may reflect an earlier word order (9) or may have
changed hosts—as in the case of the verbal clitics of the Romance languages—
through a gradual change, observable in synchronic variation as ‘clitic
floating.”

‘Special clitics’ are sentence clitics. Some sentence clitics have non-clitic
(traditionally: orthotonic ‘fully accented’) alternants that can occur anywhere in
the sentence; this is often true of clitic pronouns and auxiliaries. Others may
have only clitic expressions; thus, commonly, subordinators, interrogative
markers, and modal particles.

In origin ‘special clitics’ may be phrasal or lexical clitics which have the
sentence as scope and in ‘free word-order’ (nonconfigurational) languages
have shifted to a dedicated clitic position in the sentence and become serialized
as part of a clitic chain in that position.

The positions that are dedicated to “special’ clitics are most commonly (i) at
the beginning (the left edge) or (ii) at the end (the right edge) of the sentence.
In left-edge languages, initial sentence clitics occur at the very beginning of the
sentence, other sentence clitics, mostly enclitics, occur after the first orthotonic
word or the first phrase (DP or PP). These are traditionally called second-position
or Wackernagel (en)clitics in honor of Jacob Wackernagel (1853-1938) who
identified this enclitic position for Indo-European (Spencer 1991: 355). Right-
edge languages present a mirror image of this clitic distribution, e.g. Nganhcara
(Klavans 1985, Cysouw 2005).

The reason for the dedicated positions for clitics in free-word-order lan-
guages is that word order in such languages diagrams the information struc-
ture of the sentence (Bogustawski 1977). Sentence clitics are not relevant to
that structure since they represent grammatical categories that are obligatory
or presupposed; Lambrecht (1994); Lehmann (2008b). Their separation from the
word order that represents the information structure of the sentence facilitates
sentence processing.
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Although sentence clitics have no bearing on the information structure of
the sentence, there are circumstances under which individual clitics may be
appended elsewhere in the sentence to give greater weight to an emphasized
constituent. Such ‘floating’ clitics can become appended to a semantically rele-
vant host and thus with time change from sentence clitics to phrasal or lexical
clitics (Spencer 1991: 365, 369).

Changes in which free words > second-position clitics > lexical clitics
(> inflectional affixes) (4) invalidate the traditional assumption that today’s
morphology is simply yesterday’s syntax.

2.1.2 From Clitic to Affix. Univerbation
A clitic that has a stable position relative to a host may be reanalyzed as an affix
provided its host can serve as a stem. Stem and affix are parts of a single word,
hence the term univerbation. The change to affix and univerbation may affect
both ‘in situ’ clitics and former Wackernagel clitics that have become lexical
clitics (2.1.1).

The actualization of a change from clitic to affix is gradual in several
respects.

(i) The clitic’s position does not have to be perfectly stable for it to be reana-
lyzed as an affix. Both before and after the reanalysis, the new affix can occur
separately from its stem, presumably always with pragmatic, social, or stylistic
value (4). The standard term for this is Gk. tmesis ‘separation.” In the normal
course of events the frequency of tmesis declines over time until the affix
appears consistently appended to its stem (Andersen 1987). At any time during
such a development the affixes appear problematic to a narrowly synchronic
theory of clitics (Spencer 1991: 375).

The union of stem and affix may involve adjustments of several kinds.

(if) Allomorphic univerbation. The change from clitic to affix may entail the
replacement of a free-form host allomorph with a bound-stem allomorph (4).
(iif) Prosodic univerbation. The change from clitic to affix may entail an adjust-
ment of the prosodic features of the host in the new, univerbated forms (con-
trast (5) and (7)).

(iv) Segmental univerbation. Through the univerbation segments at the stem-—
affix boundary may become subject to word-internal sequential constraints;
examples in section 2.1.1.

2.1.3 Expression Reduction

The development free word > clitic > affix typically includes expression reduc-
tions: the grammatical word or clitic loses prosodic and/or segmental features

126



From Morphologization to Demorphologization

through elision, syncope (apocope, aphaeresis) or haplology (3), (6), (7), (8), (9).
The bound affix becomes adjusted phonologically to its context and/or vice
versa (7), (6). Besides, there are regular phonological changes, which will not be
discussed here.

2.1.4

©)

Examples

Inflected word > inflected clitic. In North Russian dialects the distal
demonstrative t-0t.NOM.SG.M, {-4.NOM.SG.F, {-0.NOM.SG.N ‘that, those’ is
regrammatized as a definite article, unaccented and enclitic to the
noun—at first, presumably, with full agreement in case, number,
gender, in modern times limited to the direct cases. E.g. dém-0J=ot-0J.
NOM.sG.M “the house,” Zon-d=t-1.NOM.SG.F, Zon-1i=t-11.ACC.SG.F ‘the wife,’
pol’-o=t-0.Nom.sG.N ‘the field,” Zén-y=ti.Nom.PL ‘the wives,” pol-d=ti.Nom.
pL ‘the fields’; (Avanesov and Orlova 1965: 265). See the subsequent
development in (25).

Inflected clitics > suffixes. Allomorphic univerbation. Tmesis. In medieval
Polish (1400s), the past tense of verbs is composed of a finite form

(an earlier participle) inflected for gender and number, serialized by
information structure, and an enclitic person-number marker in second
position. But person-number markers can occur outside second
position appended to past-tense verb forms, at first clearly for purposes
of contrast or emphasis, then with increasing frequency. At a certain
point, finite past-tense forms are reanalyzed as stems and the
person-number clitics as suffixes: univerbation.

Polish has, and had, hundreds of verbs in which this univerbation
did not have phonological consequences, but in a couple of dozen
frequent verbs (and their numerous prefixed derivatives), the free form
of the masculine singular, which occurred with overt 1sc, 2sG markers
and a zero 3sg, e.g. /nus/ ‘carry.psT.sG.MAsC,” was replaced with the
bound stem allomorph /rios-t-/ ‘carry-ps1’ that occurred in other
genders and numbers, e.g. /ios-t-a-m/ ‘carry-psT-FEM-1sG,” /nos-1-i-Smi/
‘carry-psT-PL-1PL.” Thus /Mus=e-m/ > /nos-1-e-m/ ‘carry-psT-masc-1sg,’
[fus=e-§/ > /hos-1-e-$/ ‘carry-psT-mMasc-2sG,” but /fius/ ‘carry.pst.
MASC.35G.

In effect, univerbation was achieved by the replacement of a free
form with a bound allomorph stem, which was generalized for all
forms but 3sc.masc. The univerbated forms of these verbs are attested
from the 1500s on, but the person—-number suffixes occurred in tmesis
in spoken Polish through the 1900s and continue to be familiar to
speakers from literary usage (Andersen 1987).

127



Continuum Companion to Historical Linguistics

(5) Person—number clitics > suffixes. Partial prosodic univerbation. The
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univerbation in 2.1.4.2 occurs about the time that Polish ictus
(automatic ‘stress,” marked with underlining in (5)) is changing from
the word-initial to the penultimate syllable; this change is well attested
in sixteenth century Polish verse (Topoliriska 1961). In some dialects
(type A) the univerbation of the person-number markers had already
taken place when the ictus shifted; these dialects have consistent
penultimate ictus in all past tense forms; see Table 8.3. In other dialects
(type B), including those on which the standard language is based, the
univerbation was in progress when the ictus shifted; the change from
clitic to affix had been completed in the singular, but not in the plural;
hence 1sG and 2sc forms have penultimate ictus, but the standard 1rL
and 2rL forms have antepenultimate ictus, i.e., penultimate ictus
counting from the enclitic boundary; see Table 8.3. In yet other dialects
(type C) the univerbation had not taken place when the penultimate
ictus was established; here all past tense forms have the ictus on the
penultimate syllable counting from the old clitic boundary; see Table 8.3
(Andersen 1987, 1990). Nowadays, probably, none of these endings are
clitics; they and the 1rL and 2rL forms in the standard language (type B)
are synchronic exceptions to the ictus placement rule; all varieties of
Polish have some such lexical and morphological exceptions. In current
Polish there is a tendency to generalize the consistent penultimate ictus
of type A dialects.

Table 8.3 Ictus change and univerbation in Polish past-tense
forms, robic ‘make, do’

Old Polish Type A dialects  Type B dialects  Type C dialects

1sg  rob’i-t=em rob’i-t-em rob’i-+-e-m rob’i--em
2sg  rob’it=e$ rob’i-+-e$ rob’i-t-e-§ rob’i--es
3sg  rob’it rob’i-+@ rob’i-+@ rob’i-+@
1pl  rob’i-l-i=$my  rob’i-l-i-Smy rob’i-l-i-smy robi-I-i-smy
2pl  robli-l-i=éée  rob’i-l-i-$ée rob’i-ti-sce rob/i-l-i-$c¢e
3pl rob’i-I-i rob’i-I-i rob’i-t-i rob’i-I-i

Expression reduction without and with cliticization. Some 1500 years ago, in
many Slavic dialects, the inchoative of the copula or existential CS *bodo
‘become, come to be’ was grammatized as auxiliary for the prospective
aspect (Andersen 2006c, 2009).
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In most Slavic languages that have this auxiliary, it has remained a
free word without any expression reduction; e.g. Russ. biidu.1sgG,
buides.2sG, biidem.1pL; Pol. bede.1sG, bedziesz.2sG, bedziemy.1pL; Cz.
budu.1sa, budes.2sG, budeme.1pL.

In Slovenian, the forms of the future auxiliary have remained free
forms and have retained their accent, but they have developed variants
reduced by one syllable: Sn. bom ~ bédem.1sc, bés ~ bédes.2sc, bomo ~
bédemo.1pL.

In East Sorbian (extinct by the mid-1900s), the forms of this auxiliary
became enclitics, lost their ictus, and underwent phonological
reduction, losing the first syllable; ictus marked with underlining,

e.g. ja=3'em.1sc 3'ilac¢.ANF ‘I'll work,” fy=3'es.2sG danuc.iN¥ ‘you’ll pull,’
me=3'eme.1pr pucovaé.iNr ‘we’ll shave’ (S¢erba 1905).

Inflected wordforms > phrasal clitics > suffixes. Expression reduction.

No prosodic univerbation. In Old Icelandic the distal demonstrative
pronoun hinn.Mm, hina.g, hitt.N is regrammatized as definite article,
enclitic to the noun in the 1200s; e.g. NoM.sG hest-ur.m ‘horse,” land.N
‘land, country,” definite: hest-ur=inn, land=itt GEN.sG hest-s, land-s,
definite: hest-s=in-s, land-s=in-s. The article loses stress and its initial /h/
(expression reduction). Univerbation is followed by vowel syncope in
some case forms, e.g. hest-i-in-um.pAT.sG > hestinum, hest-um-in-um.pAT.
PL > hestunum (Haugen 1993, Stolz 2007)

The same development occurs in the Scandinavian languages,
followed by additional expression reductions and phonetic change. The
‘trapped’ noun endings (cf. Harris and Faarlund 2006) are lost; e.g. Da.
0. GEN.SG land-s=en-s > land-et=s; and the postposed articles become
bound, unaccented suffixes (before 1000s; Skautrup 1944: 269), but there
is no prosodic univerbation. These languages have word accents
(Accent 1 vs. Accent 2) that reflect the Old Norse syllable count
(monosyllabic vs. polysyllabic). But definite nouns (underlined) retain
Accent 1 after the univerbation; e.g. Sw. land’ — land-et' ‘land, the land,’
lind-er* — lind-er-n-a* ‘lands, the lands’ (with the conventional marking
of the accents). Similarly in Danish, where Accents 1 vs. 2 are reflected
as presence vs. absence of sted: Da. land — land-et [leen’ - leen’ad] ‘land,
the land,” land-e — land-e-n-e [leena - leenna] ‘lands, the lands.” Evidently
Accents 1 and 2 were established before the definite articles lost their
clitic status.

Word > phrasal clitic > suffix. Univerbation. Stem and suffix reduction,
fusion. In Common Slavic, the anaphoric pronoun j-7 is regrammatized
as a definite article and becomes enclitic to adjectives and, occasionally,
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attributive phrases, e.g. OCS slép-ii.Nom.sG.M ‘a blind (man),” slép-ii=j-1.
Nom.sG.M “the blind (man)’; bes=posag-a.Gen.sc ‘without wedding;:
unwed,” nevésto.voc besposag-a=j-a (bes=posag-a.GEN.SG=j-4.NOM.SG.F) ‘oh
unwed maiden!”.

In phrases with conjoined adjectives or participles, in older texts, the
article often occurs only with the first constituent; e.g. ziil-y=j-¢ Ze i
dobr-y ‘the bad prc and [the] good; acc.rL’; other copies of the text have
zitl-y—j-e Ze i dobr-y—j-¢ ‘the bad prc and the good’ (Vaillant 1964: 171),
perhaps evidence of univerbation. Clear evidence comes as
(i) some adjective endings become reduced when they are followed
by the definite article (they become meaningless interfixes),
or the article stem —j—is elided, and (ii) some adjective endings fuse
with the article (ending) into a single ending; e.g. CS *nov-omi=j-imi.INs.
sG > OCS (i) nov-y—j-imi (where —y- is an interfix) > (ii) nov-ymi.INs.sG;
CS *nov-u=j-emu.par.s: OCS nov-u—j-emu > (i) nov-u—umu > (ii) nov-umu.
DAT.SG.

Gradual univerbation. Clitic reduction. In early western Romance the Late
Latin habeo "have’ is regrammatized as a modal ‘have (to).” Like other
modals, this has a future-time reference implicature for its infinitive
clause. (i) It is regrammatized as an expression of future-time reference
and paradigmatized as a future-tense (or perhaps prospective aspect)
auxiliary.® (ii) Its paradigm is reduced to two tenses, present (the
modern French future) and imperfect (the modern French conditional).
(iii) It becomes fixed in the position after the infinitive, first as a clitic
(see below) and then univerbated, as indicated by the single word
stress, originally penultimate. (iv) The forms of its Late Common
Romance paradigm (-ajo.1sg, -ajs.2sg, -ajt.3sG, -ajmu(s).1pL, -ajtis.2pL,
-ajnt/-awnt.3pL) become reduced and later subject to phonological
changes that will not be detailed here.

The earliest attestation in French (daras < dare habes; Fredegar’s
Chronicle, ap 600s) documents stage (iv) in this development.
Extrapolating from other Romance text traditions, it appears that at the
earlier, clitic stage, the auxiliary occurred just once with conjoined
infinitives; e.g. OPort. dir=ei e non estar ‘I shall speak and not stand’
(Huber 1933: 205). Also, at this stage the future auxiliary was part of a
clitic chain that followed the lexical verb. This is seen in OCat. trobars’icha
(i.e. trobar=s’=ich=a, Cat. s’=hi=trobar-d) ‘it will be found there’ and OQOc.
donarlot’ai (i.e. donar=lo=t"=ai, Prov. te=lo=donar-ai) ‘I will give it to you.’
Clitic chains are still current in Portuguese, where the auxiliary may be
separated from the infinitive by a pronominal clitic; e.g. lavar=me=ei ‘I will
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wash,” dar=lhe=as ‘you will give [it] to him/her.”” In the other western
Romance languages pronominal clitics have moved in front of the future
forms (as in the preceding examples; cf. Fr. il=s’=y=trouvera, je=te=le=
donnerai, tu=le-=lui=donneras), and univerbation of infinitive and future
auxiliary has become complete (Valesio 1968, 1969, Fleischman 1982: 73,
Schwegler 1990: 129, Enrique-Arias 2005, Klausenburger 2002, 2008).

2.2 Morphologization from Below

2.2.1 Symbolic Grammatical Signs
In Morphologizations, from below phonological feature(s) or segment(s) of an

existin

g wordform are reanalyzed as the expression dedicated to a certain

grammatical content (Greenberg 1991, Gaeta 2004, Andersen 1980, 2008).

(10)

Metanalysis of a feature bundle. In Middle Russian the numeral ‘two” has
two NoMm-acc forms, dv-a.M-N and dv’-é.r. For historical reasons, the
phoneme /€/ (which eventually merges with /e/) is always preceded by a
palatalized consonant. Hence for the linguist, the stem allomorph dv’- of
the feminine wordform is phonologically conditioned. But in large areas
of southern Russia and Belarus, the palatalization has been reanalyzed
as the expression of feminine gender. This is clear from the fact that the
dv’- allomorph has been generalized to the other cases of the paradigm.
A consistent analysis will pinpoint the palatalization feature alone as the
expression of feminine gender as in Table 8.4 (Andersen 2008: 20).

Table 8.4 Metanalysis of Russ. dial. dv’e > dv--e

MidRuss. St. Russ. SW Russ. dial., Belarus
NOM-ACC dv-a.m-n dv-&f dv-d.m-n dv'-éf dv-4 m-n dv-—éf
GEN-LOC dv-ux dv-ax dv-0x m-n dv-"-ix f
DAT dv’-éma dv-um dv-imm-n  dv--dm f
ins dv’—éma dv-um’d dv—-umd m-n  dv-—umé f
(11) Metanalysis. Middle Russian collective nouns are formed with a suffix

—j—; they are neuter and singulare tantum. As a consequence of vowel
change, the Nom.sG ending of stem-stressed collectives becomes
indistinguishable from the Nom.pL: kam'én’-j-0 ‘stones,” kolds™-j-o “ears
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(of grain),” z1ib™-j-o0 teeth,’” siic-j-o ‘branches’ are reanalyzed as plurals
kam’én’-j-a, kolds-j-a, ziib-j-a, siic-j-a. In standard Russian, a few of these
plurals retain their collective meaning, e.g. ziib’-j-a ‘cogs’ vs. ziib-i
“teeth,” I'ist’-j-a ‘foliage’ vs. ['ist-i ‘leaves, sheets,” but in most former
collective nouns the —j— is a meaningless interfix, selected by some
stems as a plural-stem formative. However, in some Russian dialects
the —j— has been reanalyzed as a plural marker and extended to a
number of common, individuated plurals, e.g. stakan-0J.sG — stakdn’-j-a.
rL ‘glass, tumbler,” b'er'6z-a.sG — b'er'dz-j-a.pL ‘birch,’ I6sad’.sc — —losad -
j-4.pL ‘horse’ (cf. st. Russ. stakdn-i, b'er'dz-i, I6sad™-i) (Avanesov and
Orlova 1965: 117).

2.2.2 Grammatical Indexes
The best known example of morphologization from below in the literature,
probably, is the development of vowel replacement (Umlaut) as a plural marker
in German. Cf. such pairs as Gm. Vater.sG — Viiter.pL ‘father,” Boden.sG — Biden.prL
‘floor,” Bruder.sG — Briider.pL ‘brother.” However, these vowel replacements also
accompany overt plural suffixes; e.g. Wurm.sc — Wiirm-er.pL “worm,” Floss.sG —
Floss-e.pL ‘raft,” Gans.sc — Gins-e.pL ‘goose.” They also accompany several deriva-
tional suffixes (e.g. viter-lich ‘paternal,” Briider-lein ‘little brother’), for some
stems also the interfix that marks compounds (e.g. Gins-e-feder ‘goose-quill’).
It is a question, then, whether the vowel replacement has been grammatized to
symbolize ‘plural’ in unsuffixed plurals, e.g. Vater.sc — Viter.p1, or it has been
grammatized as an index of ‘plural’ before the zero plural marker (e.g. Viiter-@.
PL), just as it serves to index other affixes. The first possibility assumes a
symbolization rule ““pPL” — a = 4 etc.” that applies to Vater and all other nouns
with no other plural sign (and umlaut as an index of affixation everywhere
else). The second assumes that umlaut is everywhere an index of affixation, e.g.
Vater - Viiter | _ + {rvr, -lich, -chen, . . .}.

A similar dilemma is raised by the modifications in Western Jutish
(Danish) (12).

(12) Morphologized modification. In Western Jutish, subsequent to the vowel
apocope (ap 1000s), monosyllabic nouns that had previously formed
the plural by adding ODa. - exhibited stem alternations as follows:
stems with a long vowel nucleus had an alternation (i) presence vs.
absence of sted, stems with a short vowel had alternations of (ii) plain
vs. preglottalized final plosive, or (iii) normal vs. lengthened rhyme
sonorant, or (iv) short vs. long vowel (Table 8.5) (Ringgard 1960: 336).

The right-hand alternants in these alternations represent “plural” in
nouns and “plural’ and ‘definite’ in adjectives, and they differentiate
‘infinitive’ from ‘imperative’ and ‘preterite’ from ‘past participle’
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Table 8.5 Morphologized
prosodic apophonies in Jutish

Sg. Pl

(i) hu:ts hu:s ‘house’
go:'a go:a ‘farm’

(i) baenk baen’k ‘bench’
stark stor’k ‘stork’
hat ha’t ‘hat’

(iii) fol fol: ‘foal’
hensd hen:sd ‘stallion’

(iv) fad fa:0 ‘platter’
preesd  pre:sd  ‘minister’

in the verb. But they also accompany various suffixes, inflectional and
derivational (cf. 2.2.2).

3. Changes in Inflectional Morphology

Morphological change comprises changes in content, content syntax, expres-
sion, and morphosyntax. Since content is organized in paradigms, changes in
content consist in the innovation (paradigmatization) of new grammatical cat-
egories (3.1); or in the loss of inherited grammatical categories, uncompensated
or compensated with renewal (3.2).; or they introduce new combinations of
grams or simplify inherited combinations (3.3). Expression changes may accom-
pany changes in content (3.1-3.3), or they may be adjustments of existing
expressions for existing grammatical content, changes in the shape of expres-
sions (including syncretism) or in their morphosyntax (3.4).

Besides morphological changes, in the narrow sense of the word, there are
morphophonemic reanalyses that change the index content of inherited allo-
morphy or morphophonemic alternations (3.5).

The impulse for morphological change is in some instances language con-
tact: where there is some degree of bilingualism in a community the traditional
language L, may be exposed to intrusions by two avenues: the L, patterns of
primary L, speakers may interfere with their L, usage (interference), and pri-
mary L, speakers with some L, competence may transfer L, patterns to their L,
usage (transference). Of the changes mentioned below, (18) is almost certainly
motivated by Bulgarian-Turkish bilingualism (see also (27)); for the others, at
best weak surmises can be made.
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3.1 Elaboration of Morphological Paradigms

Inflectional paradigms can be elaborated through the integration of new grams
or through new combinations of grams (see 3.3).

The examples below illustrate the development of new grams of both verbal
and nominal categories. In (13), the aspect category is elaborated through the
grammation of four additional aspect categories. In (14), a three-gender system
is expanded with an animacy distinction.

The two examples exemplify several ways of forming new expressions,
derivational means (stem affixes and vowel replacement), syntactic means
(auxiliaries), syncretism, and specialization of allomorphs as expressions for
different grams.

(13)

(14)
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Elaboration. New grams. Prehistoric Slavic has a tense distinction past
vs. present and (i) in the past tense, an aspect distinction imperfect vs.
aorist. In the prehistorical period four more aspect distinctions are
grammatized, (ii) perfective/imperfective, (iii) determinative/
indeterminative, relevant to imperfective verbs of locomotion, (iv)
retrospective/absolute, and (v) prospective/actual; Andersen (2009)
examines the geography and relative chronology of these
developments.

The perfective/imperfective aspect develops through the
regrammation of derivational procedural (Aktionsart) categories,
telicity (expressed by prefixes) and iterativity (expressed by stem
suffixes). In the determinative/indeterminative aspect, the
indeterminatives originate in the regrammation of stem-formation
patterns marking iterativity in verbs of locomotion. The retrospective
aspect is expressed by auxiliary BE + resultative participle. The
prospective is expressed by auxiliaries BEGIN, WILL, HAVE (TO), Or
BECOME + infinitive or participle as regional variants. The retrospective
and the prospective arise through reanalysis of infinitival and
participial constructions that probably originated as ‘exploratory
innovations’ (Harris and Campbell 1995: 72). Early Slavic texts give
evidence of other such constructions that had a certain currency, but
were not grammatized (Vaillant 1964: 341).

Elaboration. New gram. Late Common Slavic expands its inherited
three-gender system with morphologically expressed animacy.
Animacy is at first expressed only in the accusative singular, the
animate with the genitive suffix (syncretism), the inanimate with the
inherited accusative suffix. Most dialects early codify the expression of
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animacy in masculine singular nouns (for animacy in a-declension
nouns, see Igartua 2009).

Later, in different Slavic languages, animacy in the accusative is
extended to other singular and plural nouns, and to other cases.
In Czech, different allomorphs are harnessed as expressions for
animacy; e.g. syn-ovi.nAT.sG ‘son’ vs. tyn-u.pAr.sG ‘fence.” Ukrainian
seems to favor syncretism, genitive suffix for accusative case and
locative suffix for dative case; e.g. (na) tovarys-ovi.Loc.sG (tovarys-ovi.
DAT.SG) ‘comrade’ vs. (na) stol-i.Loc.sG (stol-ovi.pAT.sG) ‘table.’

3.2 Simplification

Simplifictions are strictly speaking demorphologizations (see section 4). But in
the larger historical perspective, the complexity of a morphological system may
wax and wane as different parts of it are elaborated or simplified, and in this
perspective, elaboration and simplification are equally essential parts of the
history of morphological systems. Such long-term developments amount to a
corrective to the notion of ‘maturity’ proposed by Dahl (2005).

Consider the elaboration of the category of aspect in the late prehistory of
Slavic (13). It can be viewed as an individual train of (re)grammations (as it
was above), but when it is considered in its larger (pre)historical context, it is
a return to a degree of complexity that existed in Late Indo-European times
(Ivanov and Gambkrelidze 1984, Hewson et al. 2002), and which had been
reduced in Early Common Slavic through a series of simplifications. If we turn
to the historical development of this system, we see that the elaboration
described in (13) has been followed by yet another reduction of the Common
Slavic system in Russian and some other Slavic languages (Andersen 2006a).
The following examples illustrate the simplification of grammatical categories
through degrammation and regrammation.

(15) Degrammation. Grammation. Old Russian inherits from Common Slavic

a vocative, formed from singular nouns of several inflectional classes;
e.g. bogii.NoM.sG — boZe.voc ‘god,” synii.NOM.sG — synu.voc ‘son,” Zena.
NOM.SG — Zeno.voc ‘woman,” gospodi.NoM.sG — gospodi.voc ‘lord.” In the
plural, vocative function is expressed by the Nom.pPL. In the 1200s the
Russian vocative falls into disuse and is degrammatized, its function
taken over by the Nom.sG (Borkovskij et al. 1965: 226).

In the 1900s a new vocative appears in colloquial Russian, so far
established only in hypochoristics of given names and some basic
kinship terms, e.g. Van’ ‘Ivan,” Sas ‘Alexander, Alexandra,” mam
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(16)

‘mummy,” pap ‘daddy.’” It originates through a grammation of an
optionally truncated Nom.sG suffix -a (Mel’¢uk 2006: 503).

Regrammation and renewal. In the earliest Slavic texts there are no traces
of the Indo-European imperative. There is instead an imperative
whose endings are those of the Indo-European optative, and which
has first and third person forms with optative meaning, e.g. OCS
otiipad-émi ‘may I fall away’ (Vaillant 1964: 231). It appears that in
prehistory the optative took the place of the imperative, perhaps as a
more polite, indirect directive; in time it underwent inflation and was
devalued (Dahl 2005: 125) being regrammatized as the normal
imperative. Concurrently (i) the inherited imperative forms lost their
value (degrammation) and went out of use, and (ii) a new optative
was established; it is composed of a proclitic “particle’ da.opT= + present
tense; in origin it may have been a periphrasis with some form of

da-ti ‘give.’

Within the attestation of Old Church Slavonic the 1sG form, which
has no imperative function, goes out of use (degrammation), whereas
the 1pL remains as a hortative (regrammation) (17).

It is traditional to speak of ‘loss and renewal.” In both the
developments sketched here the renewed expressions were probably
established as variants of the inherited forms before the latter were
lost. Contrast this with the story of the vocative in (15).

3.3 Combinations of Grams

Elaborations may consist in new combinations of grams, and simplifications in
the loss of an inherited combination of grams.

In the first case, the new expression may be a concatenation of the respective
inherited affixes or an innovated stem-affix formation.

Where a gram is lost, it may leave no traces or some of its expressions may
survive as allomorphs representing another gram.

(17)
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Elaboration. New combination of grams. Russian inherits from
Common Slavic an imperative paradigm that includes a hortative 1pr;
e.g. po-govor-im ‘let’s talk’(16). The imperative proper has two forms,
e.g. po-govor™-i.2sG and po-govor-i-t'e.2pL ‘talk!’; 2pL signals ‘addressee
plus one or more others’ or politeness.

The singular vs. plural distinction has been extended to the horta-
tive, e.g. po-govor-im.HORT ‘singular hortative’ vs. po-govor™-im-t'e. HORT-
2pL “plural or polite hortative.’
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(18) Elaboration. Extension. Middle Bulgarian makes a distinction between a

‘narrative’ (or conclusive) past-tense form and other past-tense forms that
present a past situation without this semantic feature (‘vouched for’). At
first developed as a counterpart to the aorist (Table 8.6 (a)), the
narrative was extended to other tenses. A new compound preterite was
created to carry the content narrative + retrospective, corresponding to
the unmarked perfect and pluperfect, and another, based on an
innovated [-participle formed from the imperfect stem, was created to
correspond to the unmarked present and imperfect (Table 8.6 (b)). The
innovated forms have been interpreted as morphological calques from
Turkish (Mircev 1963: 208, Levin-Steinmann 2004).

Table 8.6 Inherited and innovated narrative tenses in Bulgarian

(@) Middle Bulgarian (b) Modern Bulgarian
‘vouched for’ ‘narrative’  ‘vouched for’ ‘narrative’
Present pis-e pis-e
Imperfect  pis-e-Se pis-e-Se pis-e-l
Aorist pis-a pis-a-1 pis-a pis-a-|
Perfect pis-a-le pis-a-l e
Pluperfect  be-Se pis-a-I be-Se pis-a-1 bi-1 pis-a-I

(19) Degrammation, regrammation. The medieval Slavic languages

distinguish three numbers: plural vs. singular and, within the
former, dual vs. plural. The dual is used for two individual referents
(e.g. hands, brothers), the plural for an unspecified number greater
than one.

In most Slavic languages, the dual falls into disuse (degrammation)
during the Middle Ages being replaced in usage by plural expressions
(e.g. Borkovskij et al. 1965: 217). For some twentieth century dialects, a
small number of lexemes are cited with dual expression and referent;
e.g. Ukr. dv-i korov-i.¥ ‘two cows,’ dv-i vedr-i.n “two buckets’ (Zylko
1966: 84). But cooccurrence with dvi ‘two’ suggests the noun endings
may be Nom.prL allomorphs conditioned by the numeral (i.e. syntactic
indexes rather than symbolic signs) (regrammation).

In the history of Russian, the last lexemes to occur with dual endings
and reference were regrammatized as allomorphs of the plural with
lexical index value; hence the original Nom.pu endings in such
ModRuss. Nom.PL forms as b'er'eg-d ‘(river) banks,” bok-d ‘sides,” rog-d
‘horns,” 11$-i ‘ears,” kolén’-i ‘knees.”
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3.4 Expression Change

Expression changes, other than the kinds that are exemplified in (13, 14), mainly
serve the differentiation or syncretism of expressions within paradigms or
among paradigms.

(20)

2D

138

Expression differentiation. As a consequence of phonological change,
three cases in the Common Slavic o-declension become homonymous:
the allomorphs -ii/- (which indicate different stem-final consonants)
represent NOM.sG, Acc.sG and GeN.PL. The corresponding desinences in
the u-declension are NoM-acc.sG -1i/-i, and GEN.PL -ovii/-evii. Despite the
very low lexical frequency of u-declension nouns, the longer
u-declension GEN.PL -ovii/-evii early becomes established as a
productive allomorph for nouns of both original declensions.

In a subsequent sound change, word-final /-ti/ and /-i/ are lost. Now
a NoM.sG (and acc.sc) -@ contrasts with the two Gen.pL allomorphs -@
and -ov/-ev. Greenberg (1969) documents consistent developments in
several Slavic languages extending the use of the overt Gen.rL
allomorph in paradigms where the Nom.sG is -@. He infers that the
relation between the -(J and the overt expression diagrams the relation
in content between the unmarked nom.sc and the marked Gen.pL. The
earlier spread of the GeN.PL -0vii/-evii allomorphs suggests an identical
diagrammatic relation between shorter vs. longer expression and
unmarked vs. marked content.

Such developments show there is a difference between homonymy
and syncretism: syncretism is a kind of homonymy in which identity
of expression reflects shared content. The homonymy of Gen.PL with
NOM-ACC.5G was not a syncretism, and it has tended to be resolved.

Syncretism. There is a tendency for phonological differences among
expressions to be reduced to a practical minimum. Such
grammatically conditioned expression reduction often affects marked
categories earlier and more than unmarked categories, e.g. plural
more than singular, feminine more than masculine, oblique more than
direct cases.

In the history of Russian, palatalized labials at the end of
grammatical expressions lose their palatalization; and some dissylabic
singular endings lose their final unstressed high vowel (phonological
reduction). The outcome is homonymy in adjective paradigms
between 1N5s.5G.M-N tak-im (in Table 8.7) and DAT.PL tak-im
(not shown here) and eventually a four-way syncretism in the oblique
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GEN-LOC-DAT-INS.SG.F tak-0j; -0ju.INs.SG.F remains as an obsolete, stylistic
variant. Innovated forms are bolded in Table 8.7.

Table 8.7 Two types of expression reduction in Russian adjectives; takdj ‘such’

MidRuss. 1700s 1900

Sc MASC FEM MASC FEM MASC FEM MASC FEM
NOM tak-6j tak-dja tak-6j tak-dja tak-6j tak-dja tak-6j tak-dja
ACC =N/G tak-uju  =N/G tak-uju  =N/G tak-uju  =N/G tak-uju
GEN tak-6vo  tak-6jé  tak-6vo  tak-Gji tak-ovo  tak-of tak-ovo  tak-6j
Loc tak-6m’  tak-Gji tak-6m  tak-ji tak-6m  tak-dj tak-6m  tak-6j
DAT tak-6mu  tak-Gji tak-6mu  tak-cji tak-6mu  tak-6j tak-6mu  tak-6j
INS tak-im”  tak-6ju  tak-im tak-ju  tak-im tak-6ju  tak-im tak-oj

(22) Trapped expressions. The ‘trapped’ expressions that can result from

univerbation with inflected clitics as in (7) have an occasional
counterpart in the univerbation of phrases. Old Russian cardinals
"11'19” are phrases of the structure ‘one on ten,” in which the unit
cardinal’s ending expresses case, and ‘ten’ is Loc.sG governed by the
preposition na ‘on’ (i) in Table 8.8. As these phrasal cardinals become
lexicalized and univerbated, (ii) the final Loc.sc ending is
degrammatized and apocopated, and —na—‘on’ is degrammatized and
becomes an interfix; (iii) NP case comes to be assigned at the end of
the cardinal; and (iv) the initial unit cardinal loses its case marking.

Step (iii) in Table 8.8 shows univerbation: the numeral has been
reanalyzed as a stem despite the trapped case ending on the unit
constituent.

Table 8.8 The chronological development of inflection in “11'—19’

(i) Old Russian (i) Before 1300: Syncope and apocope
dv’-e.NOM.N-F-na-d’es at -e.L0C.5G > dv’-e.NOM.N-F-na-ds at’
dv’-u.GeN-na-d’es at -e.L0C.5G > dv’-u.Gen-na-ds at’

(iii) ‘Double inflection’ (iv) 1600s: nom stem generalized

> dv’-e-na-ds’at-@.Nom > dv’e-na-ds’at’-(J.Nom

> dv’-u.GEN-na-ds at -i.GEN > dv’e-na-ds’at™-i.GeN
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3.5 Grammatical Indexes

Grammatical indexes are allomorphs or members of morphophonemic alterna-
tions that are assigned to specific environments defined with reference to gram-
matical content, expression or morphosyntactic features.

A great variety of change types can be defined for grammatical indexes.
A class of allomorphs or alternants can be expanded or reduced; the index value
of a class of alternants can change (among phonological, grammatical and
syntactic, and within any of these); the index value of an individual member
or members of a class of alternants can change; the expression alternants can
change (Andersen 1980).

Here just a few examples will be offered. In (23) reanalysis changes expres-
sion indexes to content indexes. In (24) metanalysis changes content indexes to
morphosyntactic indexes. In (25), a complex of lexical indexes is gradually
transformed to lexical class indexes.

(23) Paradigm differentiation. Grammatical indexes. Extension. In the history of
Italian, an early phonologically conditioned vowel alternation in
certain verb stems correlated with the position of stress and had
grammatical index value as well, the unaccented stem allomorph
indicating 1p1, 2rL, the accented stem the other persons; e.g. sedere “sit’
in Table 8.9. The alternation was extended to verbs with the interfix
—isc— (a Latin inchoative suffix that had lost its content); it was omitted
in 1prL, 2PL, where it was unaccented; e.g. capire “understand’ in Table
8.9. Furthermore, the contrast 1rL, 2pPL vs. other persons was extended
to several near-synonymous verb pairs (‘go” and ‘walk’; ‘exit’ and
‘make for the door”), which came to form suppletive stems; e.g. andare
‘go,” uscire ‘exit’ in Table 8.9. Here no phonological conditioning can be
imputed, for all the verbs involved would be subject to the same accent
alternation. The inclusion of the suppletive stems in the existing
pattern of stem alternations shows the alternating stems indicate the
grammatical content of the endings (Klausenburger 2002: 33).

Maiden (2005, 2008) claims that 1pL and 2prL have no meaning in
common that would set them apart from other persons. But 1pL means
‘the speaker and one or more others, addressee(s) or not,” and 2pL
means ‘the addressee and one or more others, addressee(s) or not.”
Thus 1pL and 2pL have multiply ambiguous reference potential in
contrast to 1sG, 2sG, 3sG and 3pL whose reference potential is simple
and unequivocal. It is interesting that this semantic contrast is
indicated by alternating stems also in other Romance languages,
where it has been developed in part independently. Thus the vowel
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alternation in Fr. meur-s.1sG, meur-s.2sG, meur-t.3sG, meur-ent.3rL, but
mour-ons.1pL, mour-ez.2pL ‘die’ parallels that in It. sedere (Table 8.9), but
developed independently of it. Similarly Fr. v-ais.1sc, v-as.2sG, v-4.3sG,
v-ont.3pL vs. all-ons.1rL, all-ez.2pL ‘go, walk’ is parallel to the suppletive
paradigms in Table 8.9, but Fr. aller and It. andare have different
origins; Fr. aller < *ambulare, It. andare < *ambitare.

Table 8.9 Italian alternation types

1sG, 2sG, 3sG, 3pL 1pL, 2PL
Vowel alternation: sied-o, ~-i, ~-e, sied-ono sed-iamo, sed-e-te
Interfix ~ -&J- : cap-isc-0, ~~isC-i, ~-isc-e, cap-isc-ono cap-iamo, cap-i-te
Innovated suppletion:  vad-o, ~i, va, vad-ono and-iamo, and-a-te
esc-0, ~-I, ~-e, esC-ono usc-iamo, usc-i-te

(24) Inflectional classes. Metanalysis. Proto-Slavic inherits from Proto-
Indo-European a system of noun classes, each defined by a stem suffix
(‘formative’), originally meaningful, but within Slavic without
discernible symbolic content. The formatives are weak indicators of

Table 8.10 Some Proto-Slavic nominal stem classes

PS o-stems u-stems A-stems i-stems
NOM.SG *plod-o-s *dom-u-s *gen-a-@J *kost-i-s
ACC.SG *plod-o-m *dom-u-m *gen-a—m *kost-i-m
GEN.SG *plod-o-od *dom-ou—s *gen-a—s *kost-ei-s
: o-i -Gu~ -a-i -6i-
LOC.SG *plod-o— *dom-6u-Q@ *gen-a *kost-€i~0
DAT.SG *plod-o—ei *dom-ou—ei *gen-a—ei *kost-ei~
INS.SG od-6- om-u-mi en-a—m ost-i—jam
*plod *d * *kost

Table 8.11 The OCS reflexes of the paradigms in (12)

ocs

NOM.SG plod-ii dom-—ti Zen-a kost-T
ACC.5G plod-ti dom-ii Zen—9 kost-T
GEN.SG plod-a dom-u Zen-y kost—i
LOC.SG plod—€ dom-u Zen—¢ kost—i
DAT.SG plod-u dom—ovi Zen—€ kost—i
INS.SG plod-omi dom-umi Zen—¢ kost-Tjo
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noun gender; some show alternations conditioned by case; and they
specify allomorphy in case endings. Thus although meaningless, they
are rich in morphosyntactic information; see Table 8.10.

Through a number of Common Slavic sound changes, stem
formatives fuse with case endings. As a consequence, the root—
formative boundary becomes the new stem-ending boundary
(metanalysis) and the index content of the formatives shifts to the new
stems and endings (Table 8.11). The phonological definition of stem
classes (0-stems, u-stems, etc.) changes to abstract specifications of
case-allomorph sets (called First, Second, Third declension), and the
endings indicate declension type. In time, their correlation with noun
gender is strengthened, i.e. morphosyntactic indexing changes in the
direction of content indexing.

4. Demorphologization

The term demorphologization subsumes the types of change by which grammati-
cal affixes change into clitics or words or into expression elements with no
grammatical function.

This definition of demorphologization is the reverse of that of morphologization
(section 2). But the kinds of change subsumed under demorphologization lack
the unity of morphologization changes. Purely morphosyntactic changes
(emancipations; cf. section 1.5) of affix to clitic or clitic to grammatical word are
not common, although they occur (see section 4.1). Most commonly, in demor-
phologizations, the reduction or loss of inflection (degrammation) accompanies
a change in content or function of the inflectional sign in question (regramma-
tion) (section 4.2), or it follows a reassignment of the given content or function
to another expression or expressions (grammation, renewal), and the given
inflectional expression either goes out of use or is reanalyzed as a meaningless
part of another expression (degrammation) (section 4.3).

4.1 Morphosyntactic Emancipation

Several examples of affixes undergoing purely morphosyntactic change have
been discussed in recent literature.

Some of these appear to be simply host changes. The Estonian dialectal ques-
tion particle =es.q changes from NP suffix (or, more likely, already enclitic) to
Wackernagel enclitic (host change, from phrase to sentence), and subsequently
to sentence-initial proclitic (=es.qQ > es.o=) (Nevis 1986, Askedal 2006: 61). The
former change may have been motivated by a (content syntactic) change in
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scope, the latter by language contact (Andersen 2008: 31). Another likely host
change is the development of ‘split infinitives’ in English, where fo=has changed
from lexical clitic to VP clitic; e.g. . . . wanted [quickly to=rearrange . ..> ... wanted
to=[quickly rearrange . . . It is not accompanied by any change in expression,
content, or content syntax (scope) (Fischer 1999; Andersen 2008: 30).

An affix > clitic change is the Russian extension of the 2pL suffix to the (1rL)
hortative to specify plural addressee or politeness: -t’e.2pL > =t'e.2prL (17). At the
same time it is extended to a number of other directives; e.g. na(=t’e) "here you
are,” polno(=t'e) [lit.: full] ‘stop it!" (Andersen 2008: 8).

Affix > word changes are exemplified by Ir. -mid/-muid > muid ‘we’ (Roma
1999) and Gk. ksana- ‘re-" > ksana ‘again’ (Dosuna 1997); in the former change,
the outcome is a grammatical word, in the latter a lexical word (Askedal 2008).

4.2 Demorphologization due to Rregrammation

When an inflected sign is ascribed different content or function through reanal-
ysis (regrammation) its inflection may be reduced or lost (degrammation).

(25) Regrammation. Inflected definite article > focus marker. The North Russian
dialectal definite article =0of.NOM.SG.M, =t-1.NOM.SG.F, =f-0.NOM.SG.NT, etc.
is described in (3). In central Russian dialects this has been
regrammatized (pragmaticized) as an uninflected focus marker =to.
pcL, freely appended to any focused constituent; e.g. Vam.pAt sapogi=to
pocinit’.INF nado=by [lit.: to:you boots=pcL repair need=rc1] “You should
have your boots repaired.” The regrammation entails a degrammation
of the article’s inflectional grams (case, number, gender).

(26) Regrammation. Inflected auxiliary > subordinator. In Late Middle Russian
(1500s) the inherited future perfect goes out of use, but it lingers on in
legal prose in preposed conditional clauses. Here its auxiliary bud-e.3sc
is reanalyzed as a bookish variant of the normal es!i.comp ‘if’
(regrammation). The regrammation entails a degrammation of the
auxiliary’s inflectional grams (person, number). The bookish
conditional bud’ remains in use with declining frequency through the
1900s (Andersen 2006b).

4.3 Demorphologization Due To Degrammation
Demorphologization due to degrammation consists in the loss of an inflectional

gram or grams (degrammation) or it follows a reassignment of inflectional con-
tent or function to another expression or expressions (grammation, renewal).
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As a consequence, the given inflectional expressions either go out of use or are
reanalyzed as meaningless expression elements (degrammation) (section 4.3).

(27)

(28)
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Degrammation. Noun gender. In Danish, the inherited three genders are
preserved by some dialects (Funen), employed for agreement of
attributive and predicative adjectives. But they are widely reduced to
two noun genders, common and neuter, supplemented with the
strictly phoric genders masc and rem; thus in the standard language.
In the pronouns, han.sc.masc, hun.sGc.FEM refer to humans and larger
animals; den.sc.cMN, det.sc.NT to nonhumans and inanimates; de.pL is
gender-unspecific. In large parts of Jutland, gender is lost other than
han.sc.masc and hun.sG.rem for humans and den.sc.cMN for nonhumans
and inanimates. Here agreement is reduced to sG vs. pL number.
(Skautrup 1944: 270, Andersen 1980).

Degrammation. Case. The loss of the inherited case systems in parts of
the Balkans, in Romance and in most of West and North Germanic has
followed the reassignment of case functions to other means of
expression—‘a variety of organisational devices, lexical,
morphological, analytical, and topological’ (Schesler 2008 in
Eythdrsson 2008). Among these are an extensive use of pronouns
cliticized to the verb and of prepositional phrases, while a more or less
restricted employment of word order (topology) to represent
information structure allows for different degrees of reliance on word
order for the representation of grammatical relations.

As case is degrammatized, nominal case endings are lost. Bulgarian,
for instance, reduces its six-case system to three (nominative,
accusative, dative) by the 1200s, preserves these in pronouns while
subsequently conflating them in nouns, keeping only nominative
forms (Cesko 1970). French follows a similar development, generally
keeping accusative forms of nouns, though traces of the -s.xom.s6.M
remain in masculine human nouns (e.g. fils ‘son,” Charles). In Danish, as
elsewhere in West and North Germanic the a-stem GEN.sG -s is
generalized for all nouns and both numbers; it is later reanalyzed as an
enclitic determinative-phrase marker (Heltoft 2001, Askedal 2008). But
in addition, Danish preserves remains of oblique-case noun-endings
(-e and -s) in scores of lexicalized prepositional phrases. Since these
former endings can no longer be ascribed content, the fossilized case
forms cannot be segmented; they have the status of allomorphs; e.g. dr
‘year’: ad dre 'in years to come’; tid ‘time’: i tide ‘ahead of time’; gird
‘farm’: af gdrde ‘off the farm’; bord ‘table’: til bords ‘to the table’
(Skautrup 1944: 267).
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(29) Degrammation. Person—number inflection. In southern Serbia, the “future’
(or prospective aspect) auxiliary has a series of content-syntactic,
morphosyntactic, and expression changes following the decline and
loss of the infinitive. (i) The infinitive was replaced with a complement
(da) clause: ja=¢-u.rut.1sG pisati.iNr ‘I'll write’ > ja=¢-u.ruT.1sG da pis-em.
Prs.1.sG ‘I will that I write.” (ii) The auxiliary’s person—-number inflection
is gradually lost (degrammation), the 3sc form being generalized as an
‘impersonal’ (subjectless) predicate: ce.Fut da pis-em.prs.1sc [lit.: it will
be that I write] ‘I'll write.” (iii) The subordinator da is gradually lost,
and the future marker becomes proclitic to the inflected present tense:
ce.FuT=pis-em.1sc. In some dialects, future marker and subordinator
fuse into ¢a (or ka). These changes are reflected with a great deal of
synchronic variation in areal gradations in southeastern Serbia.

They have exact parallels in the history of Bulgarian and
Macedonian and in the other Balkan languages. The development
from Middle Greek (i) thel-6.ruT.1sG graphein.INF > thel-0.FUT.1sG ina
graph-0.7uT.1sg, (ii) > thelei.Fut na graph-o.prs.1sc to, (iii) ModGk. Oa.
FUT=graf-0.PRs.1sG (details in Banescu 1915) has been discussed as
morphologization (Joseph 2003) and grammaticalization (Heine 2003).
In terms of the conceptual framework used here, step (iii) is a
morphologization, but steps (i) and (ii) have nothing to do with either
morphologization (section 2) or grammaticalization (section 1.5). Step
(i) is a syncretism of the syntactic paradigm InF clause vs. da-clause;
step (ii) is a degrammation (of redundantly expressed person and
number grams) (Andersen 2006c).

5. Conclusion. Diachrony and History

Morphological developments in languages can be observed from different per-
spectives. In a “whole-language perspective’ one can observe the morphological
cycle, the cyclical developments in type, from analytic to synthetic (and aggluti-
native to flective) and back to analytic (Hodge 1970). In a ‘subsystem perspec-
tive,” one can observe long-term alternating developments of simplification and
elaboration of, say, verbal categories as in (13). In a ‘single-element perspective’
one can chart the progression of macro-changes, such as grammaticalization or
the individual category cycles such as the negation cycle. Some macro-changes
have proven amenable to formal analysis and suggest possible learner’s strate-
gies (Roberts and Roussou 2003, Gelderen 2004, 2008, Andersen 2008: 15-16).
In this brief survey it has seemed more useful to adopt a properly historical
perspective. Here one meets a diversity of types of morphological change at a
level of observation where the interpretation of the individual change requires
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attention to the circumstances—external and/or grammar-internal —under
which it arose and has been actualized and prompts questions about its initial
innovation such as whether it conformed to existing rules of the language,
whether it was motivated by surface ambiguities in received usage, whether it
conformed to typological properties of the language or of a contact language,
and whether it embodied some general principle of language manifested as a
learner’s strategy. It is questions such as these that will advance our under-
standing of the histories of languages.

Notes

1. The following abbreviations are used: Cat. (Catalan), Cz. (Czech), Da. (Danish), dial.
(dialectal), Fr. (French), Gm. (German), Gk. (Greek), Ir. (Irish), lit. (literally), Mid
(Middle), mod. (modern), o., O (old, obsolete), OCS (Old Church Slavonic), OOc.
(Old Occitain), Pol. (Polish), Port. (Portuguese), Prov. (Provencal), PS (Proto-Slavic),
reg. (regional), Russ. (Russian), SBC (Serbian-Bosnian—Croatian), Sn. (Slovenian),
st. (standard), Sw. (Swedish), Turk. (Turkish),

2. In C. S. Peirce’s sign theory, a symbol acts as a sign by virtue of a rule that relates the
sign to its object and thus warrants its interpretation. An index acts as a sign by virtue
of a contiguity or real connection, an ‘existential relation,” between the sign and its
object—an index asserts the existence of its object, it draws attention to it. An icon acts
as a sign by virtue of a similarity between the sign and its object (N&th 1990: 44, 113).
While Peirce speaks of signs and their objects, I will follow linguistic tradition and
speak of signs as comprising an expression (exponent) and a content (in morphology
one or more grams) in addition to syntactic specifications.

3. Peirce distinguishes three kinds of iconic signs, images, diagrams and metaphors. The
image represents simple qualities of its object. The diagram comprises relations that
represent relations within its object. The metaphor represents its object by presenting
features that suggest properties of the object (N6th 1990: 123).

4. The two kinds of signs mentioned here are simple symbols and index-symbols; all
linguistic signs are established by convention and depend for their interpretation on
rules, i.e., they are symbols (in Peirce’s terminology). For simplicity’s sake I will speak
of them as symbols and indexes.

5. The difference between these two types of change may be evident to the historical
linguist, but it cannot be so to the language acquirer, who has no way of knowing
which analyses are innovative and which not.

6. The change of habeo to future auxiliary is traditionally cited as an example of gram-
maticalization. But note that (i) Lat. habeo “have’ is a verb of existence, i.e., it is a gram-
matical verb; (ii) the modal habeo + inf. “have to’ is a grammatical verb; it results from
a reanalysis (a regrammation) of an extension of habeo “have’; (iii) habeo + inf. ‘future’
results from yet another reanalysis (regrammation). The regrammation of “have to’
as ‘future’ entailed a renewal of the deontic habeo + inf. “have to’ as habeo de/ab + inf., cf.
It. avete di ritornare, Fr. vous avez a retourner ‘you have to return.’

7. The pronominal clitics in such chains are sometimes called mesoclitics; the term seems
to imply the interpretation that infinitive stem and future ending have been
univerbated.
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1. Analogy as a Linguistic Concept

Analogy has a long history as a concept inside and outside linguistics (cf. Best
1973, Anttila 1977, Itkonen 2005, Blevins and Blevins 2009). In historical linguis-
tics the concepts of analogy and analogical change have traditionally been
used in connection with the so-called Sturtevant’s paradox (Sturtevant 1947:
109): ‘Phonetic laws are regular, but produce irregularities. Analogic creation
is irregular but produces regularity.’

Indeed, the paradox focuses on only one aspect of phonological change,
namely its ‘blind’ effect on morphological paradigms. For instance, if we
consider the phonological change which affected all intervocalic Latin sibilants:
/s/ = [r] / V _V, we obtain an increase in irregularity in several nominal para-
digms: *honds ‘honor’ / *hondsis, etc. > *honds | honoris, etc.'! This is due to the
limited role played by morphological paradigms in constraining the effect of
phonological change. The term ‘blind’ refers exactly to this property of phono-
logical change of applying across the board, regardless of any morphological
context.”

Because of the effect of an analogical change morphological irregularity was
eliminated by extending the stem form honor- to the nominative as well: *honds
> honor. However, this change did not affect all final sibilants, but only those
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which displayed a paradigmatic, i.e. morphologically conditioned, alternation
with rhotics. This reveals one main property of analogical change which has
been repeatedly emphasized: its sensitivity to morphemes, i.e. to meaning
and semantic content. Furthermore, analogical change did not take place in all
possible target cases at once, but affected nouns in a word-by-word fashion. Put
differently, analogical change does not display the rush expansive character
which is typical of phonological change, but proceeds in a much slower way. In
fact, not all possible targets have been affected by analogical change in Latin, as
documented by words like flos ‘flower’ / floris, etc.

In this light, the opposition regular / irregular which is at the heart of
Sturtevant’s paradox amounts to mirroring the basic difference between pho-
nology (and phonological change) and morphology (and morphological change,
see Chapter 8 in this volume). This has been termed ‘Hermann Paul’s dualism’
(cf. Wurzel 1988). We will come back to this point later.

On the other hand, analogical change has also been assumed in cases where
no meaning is involved. A clear case again involves rhotics. In several varieties
of English, both in Great Britain and in the United States, rhotics are commonly
deleted word-finally —or better: in syllable-coda position —after certain vowels
(cf. Paul [1880] 1995: 119, McMahon 1994: 39, Gaeta 2001):

1) a. /t/ > D/ ][99, a, 19,89, Ud, 3] _ G, L.
b. Hom/[a] bores me algebr(a] bores me
c. Homelr] is difficult algebralr] is difficult

However, deletion was blocked by a resyllabification process occurring in
external sandhi, which caused the final rhotic to be parsed as the onset of the
following syllable. Nonetheless, because of the neutralization caused by the
deletion the speaker reinterprets every final vowel in (1b) as having an underly-
ing rhotic. Subsequently, in the resyllabification context (1c) a rhotic may be
erroneously introduced also when it did not originally occur. Such cases have
been treated as instances of rule inversion, in which on the base of the surface
data the speaker reinterprets the structural change in inverse terms with regard
to the original change (cf. Vennemann 1972b):

2 9—>1r]/[e,9,a,19,89,09, 3] ],[_V

Finally, analogy has also been invoked for explaining syntactic changes. For
instance, Harris and Campbell (1995) assume extension to be one of the three
basic types of syntactic change. Since “extension might be seen as part of anal-
ogy as traditionally defined in the linguistic literature” (Harris and Campbell
1995: 51), they assume de facto analogy to be one of the basic mechanisms of
syntactic change.
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In more general terms, analogy can be taken to be a general cognitive mecha-
nism underlying grammar and language as well as other human faculties.
From this viewpoint, it is not difficult to treat analogy as a general structuring
principle of phonology, as for instance suggested by Anttila (1989: 88): ‘the
regularity of sound change [and we can add: of any sound alternation, LG] is
also analogical: when a sound x changes under conditions y in a word A, it also
changes in word B under the same conditions.” Similar assumptions have been
made for syntax as well.

With the background of such a far-reaching perspective involving analogy,
to which we will come back at the end of the chapter, let us briefly review the
types of analogical changes discussed in the literature, by focusing on cases
which have especially attracted the interest of historical linguists, namely those
concerning morphology. In fact, this interest does not reflect an arbitrary choice,
because ‘[t]here is evidence of word-based analogy in every language where
analogical patterns have been investigated” (Blevins and Blevins 2009: 5).

2. Types of Analogy

Several types of analogical change are traditionally distinguished in the litera-
ture, although the differences are not always clear, and much depends on
our success in constructing the so-called four-part proportion. The latter is
always present when an analogical extension is observed as in cases like the
following one:

(3) a. German brauch-t ‘needs” >  Colloquial German brauch
b. sollen : soll ‘must’ = brauchen : X X = brauch
wollen : will “want’

A certain pattern, the inflectional behavior of modal verbs in German, is
extended to another verb, which originally followed a different pattern. What
forces the analogical extension is a matter of discussion to which we will return
in the following section, as well as the set of words which constitutes a possible
target for the extension. Notice that this analogical extension has been invoked
for any case of inflectional class change like for instance Old English boc / bec >
MnE book / books, sunne [/ sunnan > son [ sons, etc. on the basis of the very frequent
pattern of OE stan / stanas ‘stone,” or Classical Latin sendtus ‘senate’ / senatiis >
Late Latin sendtus / sendti, pondus_‘weight’ / ponderis > pondus [ pondi on the basis
of the frequent lupus ‘wolf’ / lupi, etc. Moreover, all cases of extension of a pat-
tern to encompass (or produce) a new item have been considered cases of ana-
logical extension, for instance in word formation: sentencehood is coined on the
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basis of the pattern instantiated by nation / nationhood, syllabification on the basis
of verify / verification, etc. (cf. Hock 1991: 176).

A second type of analogical change is represented by leveling, which con-
sists in the complete or partial elimination of morphophonemic alternations
within paradigms like the one discussed above for Latin honor. Although
this example may seem quite unproblematic, it has raised questions about the
directionality of change. In fact, in this example we observe the extension of
the stem form from the oblique cases to the nominative, in spite of the fact
that the latter is generally taken to be the unmarked form which ceteris paribus
should prevail over the others (cf. Wetzels 1986). In this case, however, it may
be reasonable to solve the question of directionality by simply observing that
the stem form honor- occurs in the whole inflectional paradigm except for the
nominative singular. So it is no surprise that the extension eliminated the less
frequent (although unmarked) form. Furthermore, it is not difficult to reduce
this leveling to a four-part analogy, as in (4):

(4) soror : sororis= X : honor-is X = honor

The influence of the soror pattern may also be helpful in explaining why the
leveling did not spread to nouns like flds / floris, because the analogical pattern
is based on polysyllabic non-neuter nouns like soror, while no monosyllabic
models can be invoked for fI0s (cf. Hock 1991: 180).

A much more difficult case for settling the question of directionality is pro-
vided by the singular and plural preterite forms of the following German verbs,
in which allomorphy has been leveled out in two opposite directions, as in (5):

(5) a. sang/sungen’sang’ > sang/sangen
b. greif / griffen ‘grasped” > griff / griffen

Apparently, the different directionality of leveling can be explained by the
mechanism of homonymy avoidance, because in the case of greifen the leveling
after the singular would have led to homonymy with the present forms
(cf. Becker 1993: 13). However, similar cases of opposite directionality can be
mentioned for Old English verbs like the following ones, in which no hom-
onymic clash with the present occurred (Anttila 1989: 95), as in (6):

(6) a. rite/rad/ridon > vride/rode
b. bite / bat [ biton > bite / bit

Leveling may also relate to the suffix rather than to the stem. In this case we

observe two different possibilities, again according to the directionality of level-
ing, which have to do with how words are organized in paradigms. In fact, one
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of the major factors playing a role in analogical changes is paradigmatic strength,
as Blevins and Blevins (2009: 3) generally observe: ‘paradigms are a central
locus of analogy in grammar.” In this light, a paradigm can be viewed in a verti-
cal as well as in a horizontal dimension (cf. Gaeta 2007):

(7) Vertical leveling Horizontal leveling

1pl h 1pl 1pl
2 B 2 2
3 3 3

In the first type, a form is extended to other slots within the vertical dimension of
the paradigm, as in the Upper Rhineland German, in which the ending -an was
generalized to the whole plural as shown below (cf. Schirmunski 1962: 523):

8)

OHG Present Indicative Upper Rhineland German
1pl | giloub-em(és) ‘we believe’ > | ['glaw-an]
2 giloub-et ‘you believe’ ['glaw-an]
3 giloub-ent  ‘they believe’ [‘glaw-an]

Leveling was probably favored in this case by a syncretism due to the paral-
lel reduction of the 1% and 3™ ps.pl., cf. respectively -em > -an and -ent > -an.

A case of horizontal leveling matching the schema in (7) is provided by the
Italian suffix -iamo of the 1% ps.pl.pres.ind. of all inflectional classes, which
results from the extension of the original endings of the Latin subjunctives in
-eamus and -idmus (second and fourth conjugation) first to the subjunctive and
then to the indicative of all classes:

©)

Present Subjunctive Present Indicative

1pl | (-eamus >) amiamo ‘let us love’” — | amiamo
(older amamo < amamus)

2 amiate amate

3 amino amano

Horizontal leveling seems to be more frequent, as it is easy to multiply the
examples and to reduce them to a proportional analogy. For instance, in Ancient
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Greek the 3™ sg present form phérei ‘s/he brings’ presents a zero marker instead
of the expected **phéresi (from Indo-European *bhereti) on the basis of the imper-
fect éphere. The extension is supposed to have been triggered by the similar
endings of the 2™ Sg of the present and of the imperfect indicative on the basis
of the proportion: épheres : éphere = phéreis : X (phérei, cf. Lehmann 1992: 220).
However, such a formula is not available for the Italian case, whose explanation
is still ‘obscure’ (cf. Maiden 1995: 128). Furthermore, both the Ancient Greek
and the Italian leveling present a similar difficulty, because leveling goes from
what is usually held to be a marked category to an unmarked one.

Other types of analogical changes are generally taken to be less systematic
than these first two. A first example is given by contaminations. Although the
latter are often referred to as sporadic or unsystematic analogy in the literature,
they actually share a lot of systematicity with four-part analogy and leveling.
Moreover, far from being rare, such cases ‘are quite common . . . [b]ut their
effect usually is much more “helter-skelter” than that of four-part analogy and
leveling” (Hock and Joseph 2009: 161). On the other hand, leveling and analogi-
cal extension can also be sporadic, in the sense that they may affect a single
word on the basis of a unique model. An example of such an extreme case is
provided by the Elean Greek word mei-s ‘moon’/ mén-ds, etc., whose nomina-
tive singular has been reshaped with respect to the expected **mei-s on the basis
of the unique model provided by the word Zeii-s ‘Zeus’ / Zén-6s, etc. (cf. Anttila
1989: 89).

A contamination can be found in the Middle Greek suffix for the 3 pl. non-
active past -ondustan, which goes back to an earlier form -ondusan reshaped
under the influence of the 1 and 2™ pl. suffixes -mastan and -sastan (cf. Joseph
2005). Similarly, in Ancient Greek the nominative plural of the feminine -stems
was reshaped on the basis of the nominative plural of the masculine o-stems
*hoi lukoi ‘the wolf.NoMm.PL” giving rise to *hai korwai ‘the maiden.Nom.pPL” instead
of the expected **hds korwds on the basis of the parallel forms attested for the
respective accusative plurals, cf. resp. *tans korwans ‘the maiden.acc.pL” and
*tons lukons ‘the wolf.acc.pr” (cf. Hock 1991: 199). Accordingly, a new morpheme
-ai was recreated on the basis of its masculine counterpart instead of the expected
**-3s. Notice that this contamination parallels a four-part analogy: tons lukons:
tans korwans = hoi lukoi : X (hai korwai).

These two cases can be couched fairly well within the schemas seen above
for leveling in (7) appropriately modified. In fact, a vertical contamination took
place in the case of the Middle Greek suffix -ondustan, whereas the reshaping of
the nominative suffix -ai in Ancient Greek can be considered a case of horizontal
contamination. The difference between contamination and extension or level-
ing may sometimes be subtle, as shown by the two cases discussed above of the
Elean Greek nominative meiis and of the Ancient Greek feminine suffix -ai,
assigned respectively to extension and contamination. To keep them distinct,
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much depends on how far the extension either of a morpheme or of a part of it
is likely to be assumed. Thus, in the case of Elean Greek we can see a leveling if
we assume the extension of the stem-ending diphthong of Zeuis. Accordingly, a
morphological type was extended. On the other hand, we might also consider
that the nominative meiis was simply reshaped on the basis of (or contaminated
by) the rhyming companion Zeiis.

Contamination may also result in a purely phonological reshaping of a word
on the basis of a close model. A classical example is provided by the word father,
which is expected to have a voiced plosive **fa[d]er resulting from the phono-
logical change of Proto-Germanic *d > OE d. The observed fa[d]er is likely due to
the influence of the semantically close word brother.

At any rate, even in such cases of lexeme-by-lexeme contamination we may
observe horizontal influence, as for instance in pairs of antonyms like the Latin
adjective gravis ‘heavy’ reshaped as grevis after levis ‘light,” or vertical influence,
as for instance in the case of numerals: cf. the dialectal Greek form hokto ‘eight’
instead of the expected **0kt6 because of the influence of heptd ‘seven’ (cf. Hock
1991: 197).

Two other types of sporadic analogical change are backformation and folk
etymology. In the first case, an analogy is established which allows the speaker
to reconstruct a pseudo-derivational relation and to create a nonexistent deriva-
tional base, as in to edit < editor, to burgle < burglar, in which a verbal base form
is extracted by dropping an alleged agentive suffix -ar which normally occurs
in driver, speaker, etc. from the two loans respectively from Latin and French.
Backformation can become quite productive, as shown by German reverbaliza-
tions like notlanden ‘to make an emergency landing’ < Notlandung ‘emergency
landing,” ehebrechen ‘to commit adultery’ < Ehebruch ‘adultery,” etc. Clearly, this
depends on the analyzability of the alleged affixation and on the productivity
of the noun > verb conversion which lies behind it. A by far more restricted,
sporadic, case is illustrated by those examples in which backformation leads to
the secretion of an alleged suffix, like in pea and cherry from the French loans
pease and cherries (OF peis and cerise) where an alleged plural suffix has been
stripped away.

A similar process of reanalysis also lurks in folk etymology, which leads to
the remotivation of a word in more transparent parts, as shown by sandblind
which goes back to OE sam-blind ‘half-blind.” The semantic remotivation does
not necessarily amount to providing a new transparent meaning to the word as
speakers simply seek to replace elements of unfamiliar words with more famil-
iar ones independently of the final outcome (see Chapter 17 in this volume).
However, we also find cases in which a true remotivation has taken place as
a consequence of folk etymology, as in German hantieren ‘to handle,” which is
a loan from Old French hanter ‘to stroll about’ and has been remotivated on
the basis of the word Hand ‘hand.” In some cases, a pattern can also become
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productive and analogically extended, as in Hamburger (Wurst) ‘sausage from
Hamburg’ > ham+burger by folk etymology and subsequently cheese+burger,
fish+burger, etc.

3. Laws of Analogy?

So far we have been discussing several types of analogical change without
raising the general question which lurks behind it, namely: which factors allow
us to establish the attractor pattern? This also entails a subordinate question
regarding the directionality of the analogical change.

Several attempts have been made to discover general principles or laws
which would enable us to make predictions (of course, always relating to the
how or why of a change, never to the when!) on possible analogical changes.
Classical reference works are Kurylowicz (1947) and Manczak (1958), who
carefully investigated a considerable number of cases of analogical changes in
several (mainly European) languages. Thus, even if we cannot attribute a statis-
tical significance to their results, their findings are largely supported empiri-
cally. Kurytowicz’s six ‘laws’” and Manczak’s nine ‘tendencies’ mainly deal with
the question of directionality leaving in the background the question of the
attractor pattern. Notice that the label ‘law’ adopted by Kurylowicz is inade-
quate not only because exceptions against the alleged laws are easy to find, but
also because we have already seen that analogical change, compared to sound
change, usually takes place in a word-by-word fashion, thus intrinsically dis-
playing the character of a tendency rather than the mechanism of a law.

We can summarize Kurytowicz’s and Manczak’s contributions by pointing
out three main tendencies which are still valid after analytic discussion (cf.
Hock 1991, Chapter 10; McMahon 1994: 80). First, there seems to be a tendency
for some categories (i.e. morphological contents) to be more basic (or less
marked) than others. This explains the preference for a certain directionality in
analogical change. For instance, we have seen in (5) above that in German pret-
erites leveling normally goes from the singular to the plural. Another similar
example can be taken from Provencal, in which the inflectional endings of the
preterite cantém ‘we sang’ > cantétem, cantétz ‘you sang’ > cantétei, cantéren ‘they
sang’ > cantéten have been reshaped on the basis of the 3™ person singular cantét
‘s/he sang,” generally taken to be the unmarked form (cf. Bybee 1985: 39). How-
ever, exceptions to this tendency can be mentioned, as is the case of the verb
greifen in German and the English preterites seen in (5-6) above.

Second, there is a general preference for more explicit marking over less
explicit marking as in the English -s plural in books with respect to OE béc, in
which the additive marking may be seen as more explicit than the stem vowel
alternation. The extension of the stem vowel alternation in German plurals like
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Baum ‘tree’ / Baum-e > Biume after the model of Gast ‘guest’ / Giiste can also be
considered a case of more explicit marking, because the vowel alternation
reinforces an already present additive marking.

Finally, there seems to be a tendency to reduce multiple expression (includ-
ing allomorphy) of the same morphological content inside and outside para-
digms. This seems to hold true both for analogical extension (cf. again the case
of the extension of the English -s plural) and for leveling (cf. the case of Latin
honor).

All these preferences can be captured by the same principle, called the ‘prin-
ciple of constructional iconicity’ or ‘Humboldt’s universal.” Indeed, the two
names highlight two different aspects of the question. To put it in a nutshell, the
principle of constructional iconicity claims that more form should correspond
to more meaning, while Humboldt’s universal claims that one form should
correspond to one meaning.

In general, these claims have to be treated in the broader frame of marked-
ness, as understood by scholars like Nikolaj S. Trubetzkoy and Roman Jakobson
(cf. Andersen 1989 for a survey). In particular, Jakobson has elaborated further
on Trubetzkoy’s comprehension of markedness by adopting the semiotic refer-
ence frame of Charles S. Peirce (cf. Jakobson 1965). In Peirce’s view, iconicity
means that the signs are motivated in that their formal structure mirrors or
makes reference to their referential content: a clear case is provided by ono-
matopoeic forms, which partially mimic some vocal aspect of the referent.
A more subtle (or abstract) case of iconicity is provided by the so-called dia-
grams, in which the referential content is hinted at by the makeup of the sign.
Iconicity in morphology refers to this latter definition, and implies additive
(i.e., affixation) marking to be preferred over non-additive marking (such as
zero-affixation, inner root alternations like apophony, and subtraction). In other
words, a semantic ‘more’ must correspond to a formal ‘more,” which lies at the
heart of the principle of constructional iconicity.

Clearly, in order to assess the semantic ‘more,’ it is necessary to have an idea
of what is semantically more basic or unmarked. Although the latter is not
always as clear-cut as one would like to have it,> we can at least agree upon
singularity being more basic than plurality. Accordingly, singulars are expected
to be less marked than plurals. Notice that the apparent paradox given by the
fact that for instance the plural of a word like sheep / sheep has to be treated as
more marked than the plural of boy / boys disappears if the original German
terms suggested by Jakobson are considered. In this regard, he carefully distin-
guishes between ‘markiert / unmarkiert’ as corresponding to basic / complex
and ‘merkmalhaft / merkmallos’ as corresponding to feature-bearing / feature-
lacking. Thus, in the ideal case we should expect that what is ‘markiert’ should
also be ‘merkmalhaft,” namely an isomorphism between the formal and the con-
tent level. Violations of this principle may occur, as shown by sheep / sheep, but
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are predicted to be unproductive, and/or to presuppose iconic morphological
marking in the rest of the inflectional system.

The other principle refers to an iconic isomorphism according to which uni-
form coding is preferred over non-uniform coding; this is captured by the
formula one form—one meaning. Such isomorphism is maintained as far as
possible, and it is reestablished after its disruption by sound change with the
help of Humboldt’s universal. Accordingly, ‘[s]Juppletion is undesirable, unifor-
mity of linguistic symbolization is desirable: Both roots and grammatical mark-
ers should be unique and constant’ (Vennemann 1972a: 184). Notice that this
principle in a way updates Sturtevant’s paradox by promoting it to an ‘innate
principle of linguistic change,” very much in Paul’s sense of a general striving
towards the symmetry of the system: “Thus, sound change struggles against
the symmetry of the form system as an inexorably acting enemy and destroyer
.. . Where a gratuitous and inappropriate difference arises through sound
change, it can be eliminated with the help of analogy’ (Paul [1880] 1995: 198, my
translation).*

Even though this view is attractive, it is not entirely clear what the symmetry
of the system should mean. In fact, iconic isomorphism (spelled out along both
dimensions of constructional iconicity and Humboldt’s universal) does not
seem to be sufficient to account for a number of analogical changes. For instance,
we have seen in (3) above that non-iconic marking is introduced as a conse-
quence of analogical change: braucht > brauch. For this reason, in a theoretical
framework which makes crucial reference to iconicity as a basic ingredient,
such as Natural Morphology, it is customary to distinguish between a univer-
sal, system-independent naturalness and a specific system-dependent one (cf.
Dressler 2003). In this framework, naturalness is equated with constructional
iconicity in the sense defined above. Accordingly, the strong prediction is made
that language change should run towards more naturalness, i.e. more iconicity.

However, such a general statement must be adapted to the specificity of a
given linguistic system. In particular, the tendency towards universal natural-
ness seems to weigh very differently for derivational and for inflectional mor-
phology. For the latter, the paradigmatic strength seems to be more enhanced, as
for instance suggested by Plank (1981: 31) by means of the following implica-
tion: If a certain stem alternation is leveled in a derivational paradigm, then it is
also leveled in the corresponding inflectional paradigm but not vice versa. Thus,
the outcomes of Proto-Germanic *h were different depending on the preceding
(palatal or velar) vowel. The alternations still occurring in Middle High German
only survive in derivation (10c), but have been leveled out in inflection (10a):

(10) a. sihe ‘Isee’ [ sach "he saw’ > sehe [ sah

b. nah ‘near’ / néiher / nichst, hoch *high’ / hoher | hichst
c. sehen ‘to see’ / Sicht ‘sight’, hoch "high’ / erhéhen “to heighten’
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Relics of this alternation can only be observed in the case of adjective
gradation (10b), which clearly shows the intermediate status, between inflec-
tion and derivation, of this inflectional category.

In general, system-dependent naturalness is defined in terms of system
adequacy which accounts for a particular morphological system on the basis of
its own structural properties (cf. Wurzel 1989). System adequacy is spelled out
by means of specific system-defining properties which express the normalcy of
the system. A stable morphological system tends to have inflectional paradigms
anchored by well-defined extra-morphological (i.e., phonological, semantic,
syntactic) properties, which make the morphological relations between (nets
of) words easily accessible and learnable. Thus, the extension of the inflectional
class of lupus / lupi to senatus / senatiis > senati, etc. simplifies the inflectional
system, because that inflectional pattern is strictly associated with the extra-
morphological property given by the ending -us.

Analogy has a basic economic effect on a morphological system in that it
generally extends the domain of application of extra-morphological properties
(cf. Gaeta 2006). By spelling out the conditions for system adequacy, we are
able to predict the conditions for analogical changes to take place. In this light,
the role played by analogy is a central one in favoring the organization of
paradigms. Thus, the German verb brauchen can be said to have acquired the
extra-morphological property of being modal. As a consequence, it has also
acquired the properties of the other modals. This is confirmed by the acquisi-
tion of a further property specific of modals, namely the government of a bare
infinitive: Karl brauch nicht kommen ‘Karl need not come.” The high specificity of
the extra-morphological property justifies the anti-iconic effect of the analogical
change.

However, given the very specific nature of system-dependent naturalness, it
is unclear to what extent it is harmonic with the general principles of iconicity.
It may also be the case that an analogical change systematically runs against
iconicity, as for instance in Milanese where feminine nouns ending in -a display
a subtractive plural marking like la scarpa ‘the shoe’ / i scarp (cf. Salvioni 1975).
This is due to a phonological change which deleted all final /e/. In spite of its
anti-iconic nature, the subtractive plural is extended to other feminines as well
like *vest “cloth’ / vest > wvesta [ vest, *carn ‘meat’ / carn > carna [ carn, etc. In this
case too, a more systematic distribution (i.e., all feminines explicitly marked by
means of the ending -a) is reached at the cost of reducing iconicity.> Therefore,
iconic marking is subordinated to the system adequacy of a certain morpho-
logical coding, which emphasizes the priority of system-dependent naturalness
over the universal dimension of naturalness.

One corollary of this conclusion is that very specific information may be
of relevance for determining the directionality of analogical extensions. In
this connection, Wurzel (1989: 70) explains the extension of the stem vowel
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alternation typical of words like Gast ‘guest’ / Giste to words like Baum ‘tree’ /
Baume > Biume by simply considering the larger type frequency of the lexical
set of Gast. No appeal to any extended iconic marking seems to be necessary.
The opposite direction might also have been possible if the frequency relations
were inverse.

4. Analogy as an Emergent Force

To summarize, analogical change seems to favor paradigmatic systematicity
in that idiosyncratic patterning is eliminated in favor of more general (and fre-
quent) patterns. Extending Paul’s dualistic view of a local improvement of
opaque outcomes of phonological change with the help of a sense for systemic
symmetry, language can be viewed as resulting from the analogical generaliza-
tion of salient and/or frequent patterns. In other words, analogy can be consid-
ered to be an emergent force: language (and the process of language acquisition)
can be seen as resulting from output-oriented generalizations on the basis of an
entrenched model (cf. Blevins and Blevins 2009).

This view of analogy as a cognitive ability underlying the faculty of lan-
guage has given rise to a long-lasting debate concerning the nature of produc-
tivity and of rules. In fact, as pointed out among others by Becker (1990),
rules and analogy are not conceptually different in the sense that a rule can be
translated into a four-part analogy and vice versa. Thus, one may wonder
whether two different concepts must be assumed or whether we can reduce the
inventory and simply adopt analogy for any kind of regular, in the sense of
rule-governed, pattern. Furthermore, we have seen that analogical extension
has been also invoked for cases like nationhood, verification, etc., which are also
considered typical examples of productive word formation rules. Should we
really put the case of Latin honor and of nationhood, verification, etc., into the
same basket of analogy? Or should we rather keep the latter case aside?

Plag (2003: 38) argues radically against merging the two concepts together
by observing first that the concept of analogy is incapable of accounting for
‘the systematic structural restrictions . . . that are characteristic of derivational
processes, and which in a rule-based framework are an integral part of the
rule.” Second, ‘it is unclear why certain analogies are often made while others
are never made’ while in a rule-based system ‘this follows from the rule itself.’
Thus, he maintains that analogy is found in cases like folk etymology and back-
formation, while core examples of word formation are kept under the domain
of rules.

Although this distinction may have some usefulness, in that it aims at
keeping the highly productive application of a pattern distinct from more
sporadic and unsystematic manifestations, it is unclear how far the theoretical
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distinction can really be maintained given that ‘[t]he arguments for and against
analogy seem to cancel each other out to a large extent’ (Bauer 2001: 96). In fact,
we have seen that some analogical changes emerge in the context of very fre-
quent patterns like the inflectional class changes of boc / béc > books, etc., or of
senatus [ senatiis > senati, etc., while others only affect single words on the basis
of a single pattern like in the Elean Greek meiis. Thus, any analogy seems to be
possible provided that an improvement in terms of the systematicity of a cer-
tain paradigm is aimed at. Notice that paradigmatic strength is not only limited
to inflectional morphology but may be of relevance for analogical changes in
derivational morphology as well. For instance, the French word amour ‘love’
has been leveled after the derivatives amoureux ‘in love,” amourette ‘affaire,” etc.,
instead of the expected **ameur resulting from the fronting of the original Latin
/o(:)/ in open stressed syllables: solus > seul ‘lonely,” etc. (cf. Plank 1981: 34).
Furthermore, we have seen that systematic structural properties may be at the
heart of analogical changes, as in the case of the German modal brauchen dis-
cussed above.

Finally, the difference between analogy and rules may simply be seen in
terms of different connotations resulting from a shift of interest from the obser-
vation of patterns to the generative capacity of producing them as program-
matically endorsed by Chomsky’s view of a rule-governed creativity, even
though ‘the original substance is very much the same’ (cf Anttila 1989: 106).
Indeed, ‘it could be that speakers work with analogy, but that linguists” descrip-
tions of the output of this behavior are in terms of rules . . . It may also be that
rule systems presuppose analogy: they must start somewhere!” (Bauer 2001: 97).

At any rate, a quality which analogy does not share with rules is that it can
refer to local relations among forms, for instance of a ‘vertical’ or of a ‘horizon-
tal’ type. In this light, we have seen that aiming at a better organization of para-
digms, analogy introduces local optimization, which has the effect of increasing
the local similarity of two items. This holds true for proportional (extension,
leveling) as well as for non-proportional (contamination, folk etymology)
changes. They all basically follow the same strategy of saving energy costs of
lexical storage by generalizing morphological (or sub-morphological) types.
Accordingly, their aim is not to increase unsystematicity, i.e. to make the system
more chaotic: recall Paul’s systemic symmetry, but rather to reduce formal dif-
ferentiation. This quality, which more generally consists in identifying and
expanding similar recurrent patterns, seems to characterize our cognitive capac-
ity in very general terms (cf. Jackendoff 2007: 17). Along these lines, it might be
suggested that analogy also underlies the general property which Hauser et al.
(2002) claim to be at the heart of the faculty of language in the narrow sense,
namely recursiveness. In this sense, analogical models of language offer a better
chance to grasp the forces which underly our cognitive abilities, and among
them language.
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Notes

1. However, the reader may ask why we still have cases of intervocalic sibilants in Latin
as in words like rosa ‘rose’” and others (see Anttila 1989: 59-60 for a general picture).
Following the logic of sound laws, we may only explain this irregularity away, if for
instance we assume this word to have entered the Latin lexicon after the end of the
effect of the phonological change. This assumption is borne out by the historical
evidence: rosa is a loanword probably of a Greek origin.

2. On the other hand, we know that phonological rules may be sensitive to morphologi-
cal information, although of a very specific kind, namely morphological boundaries.
To make just one example, in Northern Italian a voicing rule affects all intervocalic
sibilants: co[z]a ‘thing,” ca[z]a “house,” etc. (cf. Standard Italian co[s]a, ca[s]a). However,
a morphological boundary has the effect of blocking the voicing rule, as in the prefixed
words als]ociale / **a[z]ociale ‘asocial,” a[s]immetrico / **alz]immetrico ‘asymmetric,” etc.

3. In this regard, cf. Andersen (2001b: 36) who assumes and empirically justifies in each
speaker’s competence ‘a comprehensive network of association that readily relates
unmarked terms with unmarked, and marked with marked terms across categories, in
part without regard to the substantive character of the categories, in part, apparently,
constrained by reference to the substantive content of some categories.”

4. 'Der Symmetrie des Formensystems ist also im Lautwandel ein unaufhaltsam arbeit-
ender Feind und Zerstorer gegeniiber gestellt . . . Wo durch den Lautwandel eine
unnétige und unzweckmassige Differenz enstanden ist, da kann dieselbe mit Hilfe
der Analogie beseitigt werden’.

5. It must be added that this state of affairs is not tolerated in other close dialectal variet-
ies like Bergamasco where a plural suffix -i is extended from the masculine nouns:
dona “‘woman’ / doni, scarsela ‘pocket’ / scarseli (cf. Lurati 1988: 498).
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1. The Nominal Categories in Afro-Asiatic Languages
1.1 Introduction

The Afro-Asiatic phylum of languages (formerly Hamito-Semitic or Semito-
Hamitic) has the claim on the earliest written records accompanying some of
the greatest achievements in the history of humankind. The hieroglyphic docu-
ments of Old Egyptians reach back to ca. 3000 sc, and the Akkadian and Eblaite
cuneiform documents go back to the middle of the third millennium. The
Semitic family of the Afro-Asiatic phylum (Lipinski 1997) possesses documents
from the second millennium sc (Ugaritic, Aramaic), first millennium sc (Hebrew,
Phoenician) and first millennium ap (Classical Arabic, Ethio-Semitic). The other
families of the Afro-Asiatic phylum—Berber, Chad, Cushitic, Omotic (and
possibly two or three more, cf. Hayward 2000: 74-98) have been documented
only quite recently during the nineteenth century (there are some Moroccan
Berber documents from the seventeenth century and there are a few Old Libyan
inscriptions from the Roman centuries). Given the great time-depth of the
Afro-Asiatic phylum (prior to 8000 Bc according to Diakonoff, 1988: 25) and the
late attestation of the several of its families prevent us from reaching firm
conclusions about the development of its nominal and verbal categories which
would be comparable with our knowledge of the Indo-European phylum.
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Further progress in this area depends crucially on a further synchronic and
diachronic work done on those other families —reconstruction of Proto-Berber
(cf. Prasse 2003: 41) and Proto-Chad (a necessary prerequisite for it is the clas-
sification of ca. 140 Chadic languages into four groups, available in Newman
1980). The situation within the Cushitic family comprising six groups of lan-
guages is extremely complex; its various ‘nodes’/subgroupings are still being
discussed (cf. Hayward 2000 and Tosco 2003): Northern group (Bedawye/Beja),
Central (Agaw languages), Highland East Cushitic (Sidamo, etc.), Lowland East
Cushitic (with three subgroups: Saho and Afar, the Oromoid subgroup, and
Omo-Tana where Somali belongs), Dullay, and Southern Cushitic (e.g. Iraqw).
Omotic data allow for the distinction of the North (Dizoid and Gonga-Gimojan)
and South subfamilies (but many scholars do not consider Omotic to belong to
the Afro-Asisatic phylum).

Within the precincts of the chapter we have to concentrate on Semitic, the
best understood family of the Afro-Asiatic phylum, whose unbroken literary
documentation over the four millennia will allow us to make some significant
observations on the change in its nominal and verbal categories. Diachronically,
the Semitic family can be studied in three stages: Ancient (with the external
nominal and verbal inflection well preserved); Middle (with the partial loss of
the external nominal and verbal inflection) and New (with a complete remodel-
ing of the morphological system). A few words on its threefold partitioning are
in order (following Hetzron 1997): Northeast subfamily (Akkadian), Northwest
subfamily with Central (Aramaic) and South Central branches (Canaanite:
Ugaritic, Hebrew, Phoenician and Arabic) and South Semitic (South Arabian
and Ethio-Semitic). Ethio-Semitic consists of a North branch (extinct literary
Geez, Tigre and Tigrinya) and a South branch (Amharic, Harari and a number
of ‘Gurage’ languages/dialects).

The following nominal categories of Afro-Asiatic languages are discussed:
Gender and Nominal Classes, Number, Case, State and Definiteness.

1.2 Gender and Nominal Classes
Afro-Asiatic languages distinguish two grammatical genders. In the Semitic

branch the masculine possesses no special suffix, while the feminine displays
the suffix —(a)t-:

(1) Akkadian Sarr- ‘king”  Sarr-at-  ‘queen’
Ugaritic il ‘god’ il-t ‘goddess’
Arabic malik  ‘king’  malik-at ‘queen’

Geez bafesi  ‘man’ batosi-t  ‘woman’
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The feminine suffix is polysemous in that it can denote singulatives (= nomina
unitatis), diminutives, collectives and abstractions:

(2) Arabic waraq ‘leaves’ waraqg-at  ‘leaf’
samak ‘fish’ samak-at  ‘afish’
Hebrew Ton1 ‘fleet (of ships)’ Toniyy-ah ‘a ship’
Syriac yam-a ‘sea’ yamm-ata ‘lake’
Arabic bahhar ‘sailor’ bahhar-at ‘crew (on a ship)’
Akkadian pulx-  ‘fear’ pulux-t ‘fear’

The feminine gender does not have to be overtly marked. This well-known
phenomenon of heteronymy is found with some ‘very old words” (Diakonoff
1988: 58) denoting female beings as in Arabic himar ‘he ass’ vs. 7itan ‘she-ass’; in
Arabic even the word for “pregnant’ does not display the feminine suffix:

(3) al-mar?-at al-hamil ‘the pregnant woman’
There is also the fairly common phenomenon of masculine nouns with femi-

nine suffixes (cf. Latin agricol-a bon-us ‘a good peasant,” Russian dobr-yj vladyk-a
‘a good ruler’) and feminine nouns without feminine suffixes:

(4) xalif-at ‘caliph’ (Arabic)
fallam-at ‘learned man’
rahhal-at “traveller’
(Feminine) nafs ‘soul” (Arabic) nepes (Hebrew)
Tard “earth’ Teres

(But it should be observed that Akkadian treats the above two nouns as overt
feminines: napis-t ‘soul’ and ers-et ‘earth’).

In Akkadian there does not appear to be any semantic difference between
between masculine and feminine forms of certain nominal patterns deriving
abstractions (cf. pulx- (Masc) ~ pulux-t (Fem) ‘fear” in (2)).

A remarkable phenomenon of Common Semitic is the treatment of the names
of body parts which exist in pairs (or in even numbers such as ‘teeth’) as femi-
nines: *fayn- ‘eye,” *?udn ‘ear,” *yad- ‘hand,’ sinn- *'tooth.’

And, finally, the nouns denoting places, ways and certain natural phenom-
ena are treated as feminine nouns as shown by their adjectival agreement:

(5) Akkadian xarran- ‘road, path, expedition, caravan’
nar-  ‘river’ (vs. nahr- (Masc) in Arabic)
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Arabic Sams- ‘sun’ (vs. Sams- (Masc) in Akkadian;
Hebrew semes is ambigena)
Hebrew  §ir- ‘town’

In Arabic most toponyms are treated as feminines (dimasg- ‘Damascus,” Tiinis-
‘Tunisia’) and there are a number of words which can be either masculine or
feminine: siig- ‘market,” sikkin- ‘knife,” etc.

In Arabic there are two other feminine suffixes, namely -a7 and -a (< -ay),
used for the formation of colors and adjectives denoting bodily/mental
‘abnormalities’):

(6) Masculine Feminine
‘red’ ahmar hamr-a?
‘stupid’ ahmaq hamg-a?
“thirsty’ fats-an fats-a
‘bigger’ akbar kubr-a
‘pregnant’ hubl-a

The suffix - (< -ay) has a counterpart in Hebrew and Syriac —ay (Hebrew $aray
‘lady’); -é (-ay) is also found in the feminine forms of the compound numerals
from 11 to 19: 7ahat fesré ‘eleven’ etc.

A propos counting, the so-called ‘law of polarity’ captures the unusual phe-
nomenon (from the point of view of IE languages) that in Semitic languages the
cardinal numbers from three to ten combine the unmarked (masculine) form
with the feminine counted object, on the one hand, and the feminine form with
the masculine counted object, on the other hand:

7) ‘five men’ ‘five girls’
Arabic xams-at-u rijal-in xams-u ban-at-in
Five FEM.NOM man.PL.GEN five NOM girl. PL.GEN

Hebrew homiss-ah 7Ponas-im  hames ban-ot
Five FEM  manPL five girl.PL

Here we are dealing with the singulative alloseme of the feminine suffix —(a)
t, i.e. ‘(the group/unit) of five men’ (nomen unitatis); hence the genitive suffix
on its determiner rijal-in ‘of the men.” The traditional parsing with the FEM
does not do justice to this semantic issue, and it should be replaced with
SINGULATIVE. All this is quite different from the situation familiar from
Ancient IE languages (Sanskrit, Old Church Slavonic) where the numerals
‘three’ and ‘four’ behave as adjectives agreeing in gender, number and case (e.g.
Sanskrit tray-o nar-ah‘three men,’ tisr-o nary-ah‘three women,” OCS Zetyr-e moz-i,
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Cetyr-i Zen-y ‘four men,” ‘four women’); and there is no gender distinction in
cardinal numerals higher than ‘five.’

1.3 Number

1.3.1 ‘Sound’ (External) Plural

The masculine external plural of Akkadian (Sarr-um ‘king,” Pl Sarr-it) and Arabic
(fallah-un 'farmer’ Pl fallah-iina) is commonly understood as based on the length-
ening of the case suffix (Nominative -u > -7, Genitive -i > -7). Zaborski (1976),
however, argued for the existence of an Afro-Asiatic plural suffix containing a
labio-velar glide —w: Akkadian Sarruu <*sarru-w; Egyptian fnj ‘oath’ (< *fanap-u),
Pl $np.w (< *fanabu-u); Berber (Tashelhiyt) im-i ‘mouth,” P1 ima-aw-n; Highland
East Cushitic (Hadiya): kin-a ‘stone,” P kin-uwwa; Lowland East Cushitic (Afar)
lubak ‘lion,” P1 lubak-wa; Chad (Hausa) kunn-ee ‘ear,” Pl kunn-uuwa.

In Ethio-Semitic the masculine external plural suffix is —an, limited to the
adjectives, participles and certain nouns, e.g. masih ‘Messiah,” P1 masih-an. (We
shall see in (9) and (10) masculine nouns forming the broken plural by adding
to it the feminine singular suffix —f).

In Akkadian the same suffix is used with a limited number of nouns yielding
minimal pairs such as Sarr-ii ‘kings’ vs. sarr-anu ‘some kings, the kings taken
individually,” il-ii ‘gods’ vs. il-inu ‘some gods, the gods taken individually.” It
appears that this pluralizing suffix started as an individualizing anaphoric suffix
(as in nadin-anu-m ‘the seller (of the previously mentioned thing),” cf. von Soden
1952: 70). The parallel process of grammaticalization is observable in Classical
Arabic. Here the adjectival derivational suffix —an (as in sakr-an ‘drunk,” Sury-in
‘naked’) functions as the pluralizing suffix in conjunction with broken plurals
(axu- ‘brother,” Pl ixw-an ‘brethren’ vs. ixw-at ‘brothers’; Oawr- ‘bull,” P1 Oir-an).

1.3.2 ‘Broken’ Plural and Collective Nouns in Arabic and Ethio-Semitic

One of the salient features of Arabic and Ethio-Semitic (Geez) is the multiplicity
of their plural formations. In Classical Arabic in addition to regular ‘sound’
external plurals (-un Masc Sg, —iina Masc Pl; -at-un Fem Sg, -at-un Fem Pl) vari-
ous grammars distinguish up to 23 internal ‘broken’ plural patterns without
seemingly any regular relationship to the singular vocalic pattern. In practical
terms Arabic dictionaries have to list plural forms of most nouns since the bro-
ken plural is for all purposes rather a lexical category. The commonest 12 pat-
terns of Classical (following Abu-Chacra 2007: 144) are displayed in (8):

8) Plural Plural
bab ‘door’ abwab malik ‘king’ mulik
kabir ‘big’ kibar Sahr ‘month’ ashur
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fax ‘brother’ fixw-an  mabna ‘building’ mabani
sufal ‘question’ as'il-at tariq ‘road’ turuq
famil ‘worker” fummal nabiyy ‘prophet’  anbiy-a?
risal-at ‘letter”  rasa?il qiss-at ‘story’ qisas

Ratcliffe (1998) surveyed a number of previous studies devoted to this issue
and proposed to classify the singular-plural opposition into seven major groups
(falling into three larger classes):

Groups (1) and (2) consist of masculine CVC(V)C and feminine CVC(V)C-at
underived triconsonantal (or shorter) nouns (malik, giss-at) whose plural is
marked by a vowel in the second syllable (muliik, gisas).

Group (3) includes quadriconsonantals (not shown in (8)) whose plural
CaCaCi(i)C is both regular and productive (fagrab ‘scorpion’ P1 fagarib).

Group (4) includes singulars with three consonants and a long vowel in the
first or the second syllable which form plural according to (3) (risal-at, Pl rasafil,
xatam ‘signet ring,” Pl xawatim).

Groups (5) and (6) comprise (lexicalized) derived nouns with a long vowel
which do not take either the sound plural or the Group (4) type plural (talib
‘student,” P1 tullab or talab-at). In group (6) Ratcliffe includes verbal adjectives
and nouns with ‘transfixes’” CaCi/aC and CVCaC (wazir ‘vizier, Pl wuzar-a?;
rasiil ‘messenger,” Pl rusul; sufal, Pl as?il-at). These plurals are generally
irregular.

Group (7) includes a small class of special adjectival types (relational adjec-
tives and a class indicating colors and mental/bodily ‘abnormalities’) (ahmar
‘red,’ Pl humr; afraj‘lame,” P1 furj or Surj-an).

In Geez several patterns correspond closely to those of Classical Arabic (sayf
‘sword,” Pl asyaf; wald ‘boy,” Pl walud, quadriconsonantal kanfar ‘lip,” Pl kanafar),
but a salient feature of the Geez system is the combination of the broken plural
with the suffix — which otherwise is used to denote feminine nouns:

(9) faqrab ‘scorpion’ faqareb-t ‘scorpions’ (Geez)
nagus ‘king’ nagas-t  ‘kings’
nagas-t ‘queen’ nagas-t-at ‘queens’

tamar-t ‘date palm”  tamar-t-at ‘date palms’

The masculine monosyllables of the pattern CVCC drop the V and insert /o/
between the second and the third C (data from Leslau 1987):
(10) nesr ‘eagle’  Tansor-t ‘eagles’
garn ‘horn”  ?aqren-t ‘horns’
bahr ‘sea’ Tabhor-t ‘seas” (also as feminine bahr-at)
kalb “dog’ Taklab-t ‘dogs’
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In (10) (?)a- is used as a prothetic vowel (cf. Arabic) but in (11) /?a/ (going
back to Proto-Semitic *3a-) supplies the ‘fourth’ consonant and certain triconso-
nantal nouns can form the plural as quadriconsonantals:

(11) kalb ‘dog’ fakalab-t ‘dogs’
namr ‘leopard” 7anamar-t ‘leopards’
bafar ‘ox’ fabalar ‘oxen’ (also sound plural baf(a)r-dy)

In terms of their agreement in the NP the feature [+human] is of paramount
importance.

(i) In Classical Arabic broken plurals denoting male or female human beings
may take the adjective in either the broken or sound plural.

(if) Even sound plurals denoting male human beings may take the adjective
in either broken or sound plural.

(iii) Broken or sound plurals denoting [-human] beings take the adjective in
the feminine singular.

(12) rajul-un safid-un rijal-un sufad-a?-u  ~ rijal-un saSid-tna
‘a happy man’ ‘happy men’ ‘happy men’
faris-un safid-at-un  Sara?is-u sufad-a?-u ~ fara?is-u safid-at-un
‘a happy bride’ ‘happy brides’ ‘happy brides’
fallah-un saf1d-un fallah-tina sufad-a?-u ~ fallah-tina safid-tina
‘a good farmer’ ‘good farmers’ ‘good farmers’
Jjays-un kabir-un Juyus-un kabir-at-un
‘a big army’ ‘big armies’

Collective nouns form both the broken plural and the sound plural (called
sometime the plural of ‘paucity,” typically between 3 to 10 counted objects):

(13) Collective  Broken plural Singulative = ‘Paucal’

samak asmak samak-at samak-at
“fish’ “fishes’ ‘a fish’ ‘fish’
(various species) (counted)
Sajar asjar Sajar-at Sajar-at
‘trees’ ‘trees’ ‘a tree’ “trees’

Ahistorical treatment of the broken plural has been a preoccupation of a num-
ber of illustrious Semitists (see Ratcliffe (1998) for their names and achievements).
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Given its relics in other branches of Afro-Asiatic languages, it is generally
assumed that the internal pluralization was once quite widespread. In their
later development other Semitic and Afro-Asiatic languages kept the means of
ablaut (apophony) for the formation of their aspectual and diathetic categories
and limited/eliminated ablaut for the purposes of pluralization. (A parallel
reassignment of ablaut functions from nominal to verbal categories is observ-
able in the IE phylum of languages; e.g. in Greek qualitative and quantitative
ablaut ei ~ 0i, &i ~ 0i in the case suffixes was given up earlier than that in the root
leip ~ le-loip).

Here are some examples of the broken plural from Semitic (Akkadian,
Hebrew), Cushitic, Berber and Chadic:

(14) Akkadian alak-t ‘way, behavior’ alkak-at

Hebrew keleb ‘dog’ kalab-im
Bedawye kam ‘camel’ kam
Tashelhiyt  a-gadir ‘fortress’ i-gudar
a-fus ‘hand’ i-fass-an
Hausa akwiya ‘goat’ awaki

One of the commonest plural patterns of triconsonantal nouns (CVCC) fea-
tures the infix —i—/—a—(between the second and the third consonant): Common
Semitic *kalb ‘dog’ forms the plural kilab in Arabic, kalab-im in Hebrew, kalb-in in
Aramaic and kalab-at in Geez and we could with some confidence reconstruct
the Proto-Semitic plural form as *kalab- (cf. Diakonoff 1988: 65). The infixation
of —a— appears to be very common in Berber (cf. a-gadir, Pl i-gudar; a-bagug ‘wolf,
Pl i-bugag, etc.). As we saw in (8) and (11) — can also be used as a suffix in the
formation of the sound plural (Arabic nabiyy ‘prophet,” P1 anbiy-a?; Geez bafor
‘ox,” Pl bafar-ay).

1.4 Case

The reconstruction of the PAA case system is beset with particular problems.
In Egyptian the case suffixes are not represented in writing. The Berber and
Cushitic systems do not possess the accusative; in Eastern Cushitic there are
relics of the Common Afro-Asiatic genitive suffix —, while in Berber the pri-
mary prepositions combine with the noun in the construct state (a-drar ‘moun-
tain,” y=u-drar ‘to(ward) the mountain,” cf. section 1.5). In Semitic languages
(Akkadian, Arabic) the prepositions are followed by the noun in the genitive
(Akkadian ana sarr-im ‘to a/the king,” Arabic li=malik-in ‘to a king’) while in
Ethio-Semitic (Geez) which does not possess the genitive case the prepositions
are followed by the noun in the unmarked form (wasta gannat ‘in the garden,’
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masla mashaf ‘with the letter”). In Geez, however, all the prepositions end in —,
the suffix of the annexed noun in the construct state, i.e. they are treated in the
same fashion as the head nouns in the genitival construction (cf. section 1.5).

In Semitic languages Akkadian and Classical Arabic present the system
of three ‘abstract’ cases (Nominative, Genitive, Accusative) in three numbers
(Singular, Dual and Plural). It may be of some interest to examine the terminol-
ogy designed by the Arab grammarians for dealing with case (cf. Section 2.1).
Case inflection is called i-frabu l-ismi (lit. ‘arabization of the noun’). The indi-
vidual cases are labeled as follows:

(15) ‘(the noun in) the nominative’ (in-u):  marfif (lit. ‘erected, raised”)
‘(the noun in) the genitive’ (in—i):  majrir (lit. “pulled,
drawn to")
‘(the noun in) the accusative’ (in—a):  mansib (lit. ‘set up, raised,
erected’)

This terminology is based partly on the Stoic concept of the ptosis orthé’casus
rectus’ (lit. “upright’) and ptosis plagid ‘casus obliquus’ (lit. ‘slanted”). The term
majriir ‘pulled, drawn to’ refers to the immediate proximity of the genitive to its
head noun in the construct state (cf. section 1.5).

For the sake of further discussion in (16) the Akkadian and the Arabic case
systems are juxtaposed:

(16) Akkadian case system Arabic case system
Singular Dual Plural Singular Dual Plural
Nom Sarr-um 1In-an’‘eyes’ Sarr-ii malik-un malik-ani ~ mulak-un
Gen Sarr-im In-in Sarr-1 malik-in malik-ayni muliik-in
Acc Sarr-am (=Gen) (=Gen) malik-an (=Gen) muluk-an

The dual is diptotic (Gen/Acc) and so is the plural in Akkadian; in Arabic the
plural is triptotic only with the nouns forming the broken plural, the external
plural is diptotic in both masculine and feminine nouns (fallah-iina ‘farmers,’
fallah-ina Gen/Acc; fallah-at-un, fallah-at-in (Gen/Acc) ‘peasant women’).

In the Ethio-Semitic branch Geez is diptotic contrasting the unmarked form
(-9) used as the nominative and the ‘annexer’ in the construct state (gabr=a
nagus slave=ANNEXER slave ‘the slave of the ruler’) vs. the accusative form
in —a used also for the “annexed’ in the construct state (cf. section 1.5):

(17) balaq fannaw-a mala?ok-t=a (Geez [Num 22.15])

Balak sent.3SG.M messengers=ACC
‘Balak sent messengers’
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som=a kokab
name=ANNEXED star
‘the name of the star’

In Akkadian the dative case is found with personal pronouns, both indepen-
dent and clitic, in Old Babylonian; with clitics also in Old Assyrian (based on
von Soden 1952: 41-43):

(18) Nom Gen/Acc Dative Clitics: Acc Dat

T anaku jati jasi(m) -ni -am, -ni(m)
‘you' (M) atta  kata kasim -ka -ku(m)
‘you’ (F) att1 kati kasim -ki -ki(m)

‘he’ sua Suati Suasim -$(u) -Su(m)
‘she’ §1 Sufiati  Su/iasim -8(i) -8i(m)
‘we’ ninu  niati niasim -niati -niasi(m)
‘v’ (M) attunu kunati kunasim -kunti -kuntisi(m)
‘they’ (M) Sunu  Suniiti  Sun@i$im -Suntuiti -Suniisi(m)

In Babylonian the dative pronominal clitics are attached to the ‘ventive’ form
of the verbs (of motion and sending) enlarged by the particle —am (Sg) /-nim (Pl).
(This particle corresponds to the Hittite particle u-(we-) ‘here, hither” vs. pe
‘there, thither,” cf. German her vs. hin):

(19) iSpur-a(m) ‘he sent’ (er sandte her)
iSpur-akku(m) ‘he sent to you’ ( < -am-kum)
iSpur-suntti ‘he sent them’
iSpur-akkussuniiti ‘he sent them to you’ (-am-kum-suniiti)

Hebrew and Arabic only possess one set of verbal pronominal clitics used
for direct object. Nevertheless, in Arabic if the pronominal object is hosted by
the ‘accusative’ particle 7iyya the pronominal clitic attached to the verb may
realize the indirect pronominal object:

(20) rata-ni vs. bafa-ni ?iyya-hu
saw=me sold=me ACC=him/it
‘He saw me’ ‘He sold it to me’

In Middle/Late Babylonian and New Assyrian the accusative and dative forms
are used interchangeably and —m (mimation) is left out. The contrast between
the Gen/Acc vs. Dat is implemented by —— vs. —§—; the latter is present in the
nominal suffix —i§, documented in Akkadian and Amorite in the adverbial
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meaning of ‘locative-terminative”: gerb-is ‘in the middle,” dar-is im-1 lit. eternity-
LOC/TERM day-GEN/PL ‘in eternity’; and in adverbs of ‘manner’: mad-is
‘much,” damg-i§ ‘well.” There are also instances of its grammaticalization
(approaching the meaning of ‘dative’) seen in Old Akkadian anthroponyms
(Ilis-tikal < 1I-i$ tikal ‘trust in god’) or in the poetic discourse (sép-is-su foot-TERM-
his ‘to his foot’). In other Semitic languages (Eblaite, Ugaritic, Hebrew, Epi-
graphic South Arabian) the same locative/terminative suffix is documented
as —a5, weakened ultimately to —ah > - (as in the Hebrew “terminative’ 7ars-d ‘to
the earth,” mafl-a ‘upwards’). It is also documented as dative or locative in some
Cushitic and Omotic languages (cf. Diakonoff 1988: 61).

The fifth case of Akkadian, documented in Old Akkadian and Old Assyrian,
is the locative in —um. It appears independently (iStén mana?-um ‘on one mine’)
or with a dependent genitive or a pronominal suffix (with or without preposi-
tions ina “in” and ana “to,” cf. von Soden 1952: 87-88):

(21) gerb-um Babil-i ina libb-u mat-im
middle.LOC Babylon.GEN in heart. LOC country.GEN
‘in Babylon’ ‘inside the country’
sepussu (< Sep-um-Su) later ana Sep-i-su
foot. LOC=his to foot. GEN=his
‘to his foot’ “to his foot’

In other later documented Semitic languages there are lexicalized relics of
this case: in Arabic tahit-u ‘below’ as an adverb (vs. preposition faht-a ‘under’),
gabl-u ‘previously, before’ (vs. preposition gabl-a ‘before’); in Hebrew silSom ‘day
before yesterday,” pit7om ‘immediately’; Geez liflii “above,” kantii ‘gratuitously.’

Special indirect (‘dative’) pronominal suffixes are also found in Berber
languages. Tamazight data are presented in (22); direct and indirect object
clitics are attached before or after the verb according to the syntactic rules (data
from Penchoen 1973: 26-27)

(22) Independent pronouns Clitics: Direct Indirect

T noakk i i
‘you' (M) Seogg (1)s as
‘he’ natta ()t as
“she’ nottat ()t as
‘we’ nukni ax ax
‘ye' (M) kwonni (i)kwan awn
‘they’ (M) nihni (i)ton asn

(Note: kw is a unitary phoneme).
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In the context of the Afro-Asiatic phylum one has to keep in mind that the
term ‘nominative’ is not coextensive with its use in the Indo-European counter-
part. In the nominative-accusative systems of Akkadian and Classical Arabic
(in 16) the nominative case marker —u was used to denote the subject. But all
the other functions of the IE nominative—such as nomination, counting,
addressing (expressed by the vocative in many languages), nominal predicate
(expressed by the nominative or instrumental in Slavic languages)—were in
Semitic originally realized by the zero marker —(J, called “absolute’ case:

(23) batig-J wattur-Q (Old Assyrian)
‘cheap (or) expensive’

ina kar-J kar-J=ma (Old Assyrian)
in colony.ABS colony. ABS=PRT
‘in each colony’

awil-um s Sarraq-@ (Old Babylonian)
man.NOM  that thief. ABS
‘that man is a thief’

The verbal predicate in the third Sg with the zero marker (with —at-@ in
the feminine) is called stative; the other persons are formed by pronominal suf-
fixes attached to the nominal / adjectival / verbal stem CaC(i)C by the linking
vowel —i:

(24) damiq-@  su ‘he is good’
damg-at S1 ‘she is good’
damg-a-ta (anta) ‘you (M) are good’
damg-a-ku (anaku) ‘Iam good’

(If formed from the transitive verbs its meaning is passive: al-u sakin-@ ‘the
city is/was founded,” sakanu “to found,’ cf. section 2.2).

The absolute case is also used in addressing (Samas ‘Sungod’ vs. Sams-um
‘sun’) and counting. The cardinal numbers (3-10) come in two genders and two
states, free (= casus ‘rectus’) and absolute: salas-um (free M) ‘three,” Salas-t-um
(free F), salas (absolute M), salis-at (absolute F).

The numerals are used in their absolute form in apposition to the counted
object (cf. von Soden 1952: 90-92):

(25) salas-(a)t am-1

three. F/ABS  day-M/PL
‘three days’
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Sam-at-um Salas
downpour.F/PLNOM  three M/ABS
‘three downpours’

1.5 State

In Semitic, Berber, Egyptian (?) and Cushitic languages the noun appears in a
special morpho-syntactic category called state (or in the common latinate termi-
nology ‘status’). From the morphological point of view the shape of the noun is
determined by the syntactic function played by it. The grammars of individual
languages distinguish a number of types of the nominal state. We will start with
the best-known type, the ‘status constructus’ of the Semitic languages. In the
Arabic linguistic tradition this category is called idafah ‘addition’/’annexation’/’
attachment.” It occurs when two nouns are adjacent in a genitival/attributive
construction: the first noun (al-mudafu ‘annexed’/possessed’) is followed by the
noun in the genitive (al-mudafu ilayhi ‘annexer’/"possessor’). (The Hebrew lin-
guistic tradition is based on the Arabic tradition: samikiit lit. ‘support,” nismak
‘supported,” somék ‘supporter’; the latter term is based on the active participle of
the verb samak ‘to support’ while its Arabic counterpart means actually ‘annexed
to him/it’).

(26) kitab-u muSallim-in kitabu I-mufallim-i
book.NOM teacher. GEN.INDEF book.NOM ART.teacher. GEN
‘a book of a teacher’ “the book of the teacher’

The resulting noun phrase is realized with a primary stress on the genitive
(‘annexer’) and behaves as a unit comparable with IE compounds (cf. finjan-u
gahw-at-in ‘a cup of coffee’ > ‘a coffee cup,’ sahr-u fasal-in lit. a month of honey >
‘ahoneymoon’). The construct state of Classical Arabic can be declined; surpris-
ingly, the construct state of the much earlier documented Akkadian cannot.
Here the annexed noun appears in the caseless (absolute) form. The same is true
of Geez (but its annexed noun appears in the accusative form, cf. section 1.4).

In addition, in Geez all the prepositions are treated as the annexed noun;
their invariable — started as an accusative suffix with local nouns (e.g. gadm
‘front,” gadm-a bet front-ACC house ‘a front part of the house’ > gadma bét ‘in
front of the house’). The Akkadian and Geez construct states are contrasted
with the Arabic construct state in (27):

(27) Akkadian Geez Classical Arabic

Subject bit Sarr-im bét-anagu$ bayt-u malik-in ‘kings house’
Object bit Sarr-im  bét-anagu$ bayt-a malik-in
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Nevertheless, in Old Assyrian annexed nouns ‘name’ and ‘hand’ appear with
the suffix —i (Sum-i /id-i N-GEN “the name/hand of N’) and the noun ‘king’ may
appear with the suffix —a: $ar-0 ~ Sarr-a (cf. von Soden 1952: 82). Polysyllabic
feminine nouns form their annexed form with the suffix —i (napis-t-i Sarr-im ‘the
life of the king’) or -@J after their feminine marker —(a)t-& (naps-at Sarrim ‘the life
of the king’).

In Akkadian the construct state is caseless even if it functions as the genitival
construction (annexer) to another noun: is (bit Sarrim) ‘a tree of the king’s house’
vs. Arabic sajar-at-u (bayt-i malik-in). An earlier state of affairs is found in Old
Akkadian and Old Assyrian (cf. von Soden 1952: 79 ff.) esp. in prepositional
phrases: in bit-i N-GEN ‘in the house of N,” ig-qabl-i xarran-im lit. in middle-GEN
trip-GEN (but also ig-qabal xarran-im) ‘during the trip.’

The other states recognized by the grammars of Akkadian are: ‘status
rectus’ (= free state), pronominal state, predicative state, and the absolute state.
Diakonoff (1988: 62) subsumes the latter two under ‘status indeterminatus.’

The status rectus (not to be confused with the IE casus rectus) is the declin-
able form of the noun without a nominal or pronominal attribute (the latter two
constructions are the construct state and the pronominal state).

The pronominal state is actually a variety of the construct state featuring
the pronominal possessive clitics attached to the noun. In its declined form
Akkadian preserved the case endings on the ‘annexed’ much longer than with
the nominal ‘annexer’ (21). For instance, the names of relatives (ab-um ‘father,’
ax-um ‘brother” and em-um ‘father-in-law’) are declined with three cases in the
pronominal state (very much as in Classical Arabic): abii-ka ‘your father” (Subj),
aba-ka (Obj) and ina bit(-i) abi-ka ‘in the house of your father.” Triptotic inflection
is also found with the roots “tertiae infirmae’ (kalii-Su, kali-Su, kald-su “his all’).
In the plural the reason for the maintenance of case distinctions could be the
movement of accent from the root to the suffix: sarr-ii ‘kings,” Sar'r-ii-Su “his
kings,” sarr-i (Gen/Acc), Sar'r-1-5u (cf. von Soden 1952: 84 ff.).

Akkadian does not possess grammatical means to express the definiteness of
either the annexed or the annexer (bit Sarrim means ‘a/the house of a/the king’).
As shown in (20) Classical Arabic does it by the definite article on the annexer
(baytu I-maliki ‘the house of the king’). The other two options are available, but
they have to be realized by the prepositional phrase (/i ‘to” + N-GEN): bayt-un
li=l-maliki ‘a house of the king’ and al-baytu li-malik-in ‘the house of a king.’

The construct state in Geez features the suffix —1 on the annexed (gabr-a
nagus ‘a/the servant of a/the king’), claimed to have possibly arisen by extension
from the accusative (Moscati et al. 1964: 96, 101). In modern Ethio-Semitic the
annexed can carry the definite article, e.g. in Tigre (Raz 1983:94): walat nagus
‘the kings daughter’; (at the beginning of the sentence) wa-la-walat nagqus and-
ART-daughter king ‘and the king’s daughter.”
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Biblical Hebrew is caseless and the annexed in its construct state is character-
ized by certain vocalic changes resulting from the movement of the primary
stress to the annexer (da’bar “word’ but dabar=ham-"melek ‘the king’s word"). Its
pronominal state often preserves the original vowels of the stem (free melek
‘king’ but malk-1 ‘my king,” cf. Arabic malik-).

The system of states in Berber languages is of a different nature. Unlike
Semitic languages, here the term construct state (or rather annexed state) indi-
cates the noun functioning as the subject following its predicate; in other
instances the noun is in the free state. These two states are marked morphologi-
cally in the first syllable of the word: a-ryaz ‘man’ absolute state singular vs.
u-ryaz construct state singular (in Tamazight, Central Morocco). More specifi-
cally, with vowel-initial nouns (a-, u-) in the absolute state the construct state is
formed by prefixing w- (or y- if the noun begins with i-):

(28) Free state Construct state (Pencheon 1973: 20)
‘man’ a-ryaz man’ > wa-ryaz > u-ryaz
‘river’ asif w-asif
‘tongue’ ils y-ilas

Masculine plural forms are marked with i-, feminine nouns with ti- (in the
singular feminine nouns drop —a in the construct state). Examples in (28) are
from Tamazight:

(29) Free state Construct state Plural (Pencheon 1973: 20-21)
‘Amazigh’ a-maziy  u-maziy i-maziy-an
‘Amazigh’ (F) ta-maziy-t t-mazix-t t(i)-maziy-in

The alternation a- ~ u- ~i- in the free state (asif ‘river,” ussn ‘jackal, ils ‘tongue”)
has nothing to do with the alternation in the case suffixes in Semitic languages
(it probably reflects a much earlier system of an article. An interesting pheno-
menon is the use of the construct state with primary prepositions: yar to-mdin-t
to F/CONSTR-city-F ‘to the city’ (vs. gbal ta-mdin-t ‘before the city’).

On the level of syntax the alternation between the free state and the absolute
state is governed by syntactic and pragmatic rules exemplified in (30) by means
of data from Taqgbaylit (Kabyle, Algeria):

(30) yecca w-rgaz “The man has eaten” (Achab 2003: 9)
3M.SG.ate CS.man

a-rgaz yecca “The MAN has eaten’
FS.man 3M.SG.ate
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The noun functioning as the object appears in the free state if it is indefinite;
if it is definite it will be realized in its construct state and it will be cross-
referenced by a pronominal clitic on the predicate (data from Achab 2003: 9):

(31) yecca Yidir a-ghrum “Yidir ate bread’ (Achab 2003: 9)
3M.SG.ate Y. FS.bread

yecca-t Yidir w-ghrum-nni “Yidir ate the bread’
3M.SG.ate=it Y. CS.bread=that

If the object is topicalized then it will appear in its free state:

(32) a-ghrum yecca-t Yidir ‘(As for) the bread, Yidir ate it’
FSbread 3M.SG.ate=it Y.

In the Cushitic languages we encounter a variety of complex and hetero-
geneous systems of states in conjunction with an elaborate system of definite-
ness (cf. section 6.) As in Berber the state of a noun is determined by the syntactic
and pragmatic rules (definiteness, Focus vs. Topic, anaphoric relationships).
For instance, in Somali the noun appears in the absolute state (marked by the
suffix -a) if it functions as an object (direct or indirect) or a focal subject, a new
or unknown entity to the listener (cf. Saeed 1984). On the other hand, the noun
appears in the ‘nominative’ if it functions as a topical definite subject, marked
by suffixes —u and —ii (in the past tense):

(33) nin=ka baa wiil=kii arkay (Dubnov 2003: 33)
man=DEF  FOCUS boy.ABS=DEF/PAST  see
‘the man saw the boy’

nin-ka baa wiil=ki arkay
man=DEF  FOCUS boy.NOM=DEF/PAST see
‘the boy saw the man’

1.6 Definiteness

In Semitic languages the earliest form of marking for the nominal definiteness
is by means of deictic elements —m / -n, the so-called mimation or nunation. As
shown in (15) in Akkadian the ending —m is added in the masculine singular
(also in the Fem Sg sarr-at-um ‘queen’ and Fem Pl sarr-at-um); the ending —n is
added in the dual, while the plural displays neither of them. However, as shown
in (21) in Akkadian mimation does not possess the function of distinguishing
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definiteness, unlike nunation in Arabic; contrast bit sarr-im ‘a/the house of a/the
king’ with bayt-u malik-in ‘a/the house of a king.” Nevertheless, in Old Akkadian
the absence of mimation in some anthroponyms and in some common names
used as theonyms (abu ‘the father” and axu ‘the brother’) is interpreted as
indicative of its earlier function of indefiniteness (cf. von Soden 1952: 80, Moscati
et al. 1964: 97, Diakonoff 1988: 66). Later on, as shown in (15), the function of
mimation was to distinguish between the masculine singular and the plural
forms (-um vs. —ii) but not the feminine forms (-at-um vs. —at-um). During the
subsequent history of Akkadian (already by the end of the Old Babylonian and
Old Assyrian periods) mimation fell into disuse.

These matters appear to be the other way round in the Northwest Semitic
area where Ugaritic displays endings with —m in the dual and in the masculine
plural (but not in the singular or feminine plural). Gordon’s (1965) reconstruc-
tion of the Ugaritic system is presented in (34):

(34) Plural Dual (Ugaritic)
Masc Fem Masc Fem
Nom tab-i-ma  tab-at-u tab-a-mi tab-(a)t-a-mi ‘good’
Gen/Acc tab-1-ma tab-at-i tab-e-mi tab-(a)t-e-mi

As in Ugaritic, mimation in Hebrew disappeared in the singular (with the
loss of case) and feminine plural but was maintained in the masculine plural
and dual (both masculine and feminine):

(35) yam-im hom-0t yOm-ayim $op-at-ayim (Hebrew)
‘days’  ‘walls’ ‘twodays’ ‘two lips’

(Occasionally the dual suffix may be attached even to the feminine plural,
e.g. hom-ot-ayim ‘double walls’). This mimation, however, has nothing to do
with definiteness; the definiteness in all the three numbers is marked by the
article ha= whose original shape *hal/n- is reflected in the doubling of the initial
consonant of the following noun (hay=yam-im ‘the days,” hay=yom-ayim ‘the
two days’).

The two salient features of Aramaic (and later Syriac) are the plural suffixes
with nunation (Masc —in, Fem —an) and the postpositive definite article —a
(< * -(h)a): malk=a king=ART vs. Hebrew ham=melek ART=king ‘the king’; malk-
at=a queen=ART vs. ham=malk-ah queen-ART ‘the queen.’ In the feminine plural
the article is attached to the original form in —at (cf. Akkadian and Arabic):
malk-an ' queens’ but malk-at-a queen-PL=ART ‘the queens.’ In the masculine the
long — in the suffix is replaced by —ay (documented in the oblique dual forms
—ay-ni in Arabic, I-n < *-ay-n in Akkadian, and —ay-im < *-ay-m in Hebrew):
malk-in ‘kings,” malk-ayy-a ‘the kings.’
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As we saw above, in (20) and (21), Classical Arabic maintained nunation, but
to judge by the Epigraphic South Arabian among its earlier functions was also
that of the demonstrative pronoun and in its grammaticalized shape the marker
of definiteness; e.g. slm-n could mean both ‘this statue’ or ‘the statue’; the earli-
est Lihyanite inscriptions display —n as the marker of definiteness (but the later
inscriptions feature also the new proclitic article (?)I- (data in Beeston 1962).
With the introduction of the new proclitic definite article (< *han/I-) nunation in
Classical Arabic changed from the definite into an indefinite article. Along these
lines, it should be observed that nunation/mimation in the Semitc family
exploits deictic elements which are also found in pronouns; in Akkadian we
find them in demonstrative pronouns: anniu(m) ‘this’ (Babylonian) and ammiu(m)
‘that’ (Assyrian); the element —/—is found in (Babylonian) ulliim ‘that.’

In Ethio-Semitic there are no convincing traces of either nunation or mimi-
mation. Its postpositive article =(h)ii (ba?asi=hii ‘the man,” dabr=ii ‘the mountain’)
has been traced back to the possessive suffix -hii (cf. Hebrew —hii) by Praetorius
(1886: 33) and Dillmann (1899/1907: 426); its —ii is also found in the independent
personal pronoun wa?atii ‘he’ (compared with Hebrew hii and Arabic huwa,
Geez enlarged its form by — which is also documented in Phoenician hmt ‘he’
and South Arabain demonstratives, e.g. Sabaean hwt).

In New Ethio-Semitic languages the definite article /a- can be traced back to
the dative/accusative preposition la- ‘to’ which in Geez often replaces the accu-
sative-marked definite objects (cf. Weninger 1999: 39). In Tigre, unlike in Ara-
bic, it may be prefixed to the noun in the pronominal state (la=bafas-a “her
husband’ vs. Arabic zauj-u-hd) and to the annexed noun in the construct state
(waldd la=dagge ~ la=walad la=dagge ‘the boys of the village’ vs. Arabic awlad-u
I-qary-at-i).

Egyptian created its own article from the demonstrative pronouns p3- (M),
t3 - (F), n3- (Pl), hence the Coptic definite article p(e)=, t(e)=, n(e): pe=hto ‘the
horse,” ne=hto ‘the horses,” etc. (cf. Loprieno1995: 69).

In Berber the traces of an earlier article system are seen in the markers for
the state (section 1.5). In Cushitic, Chadic and Omotic languages articles are not
common; in the Cushitic family they are found in Bedawye and some Highland
and Lowland East Cushitic languages. For instance, in Somali there is a post-
positive definite article =ka, =ki, =ku (Masc), =ta, =ti, =tu (Fem) whose vowel is
determined by several syntactic and pragmatic factors (whether the noun is a
subject or object, whether the subject is focused on or whether it is topical, and
the tense/aspect of the predicate; cf. Dubnov 2003: 21-26).

In typological terms one can observe that the momentum for the rise of
the (definite) article is the reduction in the number of morphological cases. On
the Indo-European side (cf. Hewson and Bubenik 2006: 21) an eloquent exam-
ple is found in the Hellenic family which created its system of the definite arti-
cle in the context of four morphological cases (Nom, Acc, Gen, Dat) during its
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Classical period after the demise of the adverbial cases found in Mycenaean
Greek (Instr, Abl, Loc) and surviving in Homeric Greek (Loc, relics of the Instr).
The same could be said about the Germanic family where the four-case system
of the Old Germanic languages was established after the loss of the Instrumen-
tal (still found in relics in Old English and Old Saxon). On the Semitic side,
Classical Arabic presents the well-established system of the article (definite and
indefinite) in the context of three morphological cases (Nom, Acc, Gen) while
the earlier state of affairs with five cases is represented by Akkadian (Nom,
Acc, Gen, Terminative/Dative in —is and Locative in —um); unlike Northwest
(Aramaic) and Central Semitic languages (Hebrew, Arabic) Akkadian never
developed an article. Along the same lines, in the second part of this chapter
(2 3.6) we shall see that unlike the other Semitic languages Akkadian also never
created periphrastic aspectual categories (Progressive, Perfect).

1.7 Reconstructing Proto-Afro-Asiatic as an Ergative Language?

Proto-Afro-Asiatic has been reconstructed as an ergative language by Diakonoff
(1988: 59-60), Loprieno (1995), Satzinger (2004: 487—498) and several other
scholars. It is assumed that Proto-Afro-Asiatic was an active —stative language
which marked the difference between action and state. According to Diakonoff
the Old Semitic nominative in —u started as a Proto-Afro-Asiatic case denoting
the subject of action in contrast with the zero case denoting the subject of a state.
As we saw in (24), in Akkadian the zero suffix was also used in the predicative
state (as a complement in the equational predication) and in the indeterminate
state (the noun outside of grammatical links. The suffix -1 denotes the accusa-
tive in Semitic languages but there are various relics of its earlier function as an
absolute case in Old Akkadian, Classical Arabic and Geez.

As argued by Sasse (1984) the case system of (East) Cushitic languages can
best be described in terms the subject case and absolute case (and the genitive/
possessive case). The range of the absolute case includes the citation form of the
noun, the predicative form of the noun and a number of additional functions
(vocative, measure, adverbial function, focus marking). For instance, in Saho
the absolute and subject case are distinguished with masculine nouns ending in
vowels (fdr-e vs. fir-i ‘house’); in Sidamo final vowels of the absolute (-4, -¢, -0)
are replaced by —i or —u in the subject case (manc-o vs. manc-i ‘man,” ann-a
vs. ann-u ‘father’); in Somali the definite (i.e. topical) subject is formed by the
suffix —ii (or its allomorph —u).

Projecting these facts back into Proto-Afro-Asiatic Diakonoff (1988: 60)
surmises that there was no phonemic opposition between the vowels /i/ and /u/
(cf. the reconstruction of the word ‘name’ as either *sim or *Sum) and concludes
that at that stage there existed a binary contrast of two cases: the nominative
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(originally an ergative case in —u) and the absolute case in —J/-a. As we saw
above the nominative in —u is attested only in Semitic (Somali possesses —u as an
allomorph of —i). On the other hand, the nominative with the ending —i is well
documented in Cushitic (Saho, Oromo, Sidamo, Somali).

Reconstructing the Proto-Asiatic ergative case in *-u/-i on the basis of two
branches only (Semitic and Cushitic) would seem to be farfetched. The formal
identity of the ergative allomorph —i with the Semitic genitive suffix can be
advocated to explain the rise of the “possessive” sentence construction in Old
Egyptian (sdm-f "he hears’ < *sadam=Vf 'his hearing’), cf. 2.5. Strongest support
for the ergative hypothesis comes from Old Egyptian which can be portrayed as
occupying an “intermediate position” between a nominative-accusative and an
ergative-absolutive coding (cf. Loprieno 1995: 65, 83-84). Traces of ergativity
can be found above all in the identical morphological treatment of the pronomi-
nal objects of transitive verbs (sdm=j sw ‘1 hear him’) and of the pronominal
subjects of intransitive verbs (nfr sw ‘he is good’).

Nevertheless, the typological trajectory from the Proto-Afro-Asiatic stage of
ergative typology via the intermediate stage of the accusative-less system (as in
Berber and Cushitic) all the way down to the nominative-accusative system (as
in Akkadi and Classical Arabic) is plausible. Needless to say, much more
research in this area is desirable (cf. Satzinger 2004).

2. Verbal Categories in Semitic Languages

2.1 Morphological Contrast ‘Perfect’ vs. ‘Imperfect’
in Central Semitic Languages

To judge by the textbooks on historical linguistics most diachronic work on
the finite (tense, aspect, mood, voice/diathesis) and the nonfinite verbal catego-
ries (participles, infinitives) has been done in the Indo-European phylum of
languages. And yet it is the Afro-Asiatic phylum where our primary data,
extending all the way back to the third millennium sc (Akkadian, Aramaic, Old
Egyptian), should provide us with important means for testing our assump-
tions and theories of the rise, maintenance, development and demise of the
verbal categories.

We will start our discussion with the best-known data of Central Semitic
languages (Classical Arabic and Biblical Hebrew). Their systems of “tenses” are
based on two morphological categories, called traditionally Perfect (formed by
suffixes) and Imperfect (formed by prefixes): katab-a ‘he wrote /has written” and
ya-ktub-u "he writes/will write.” This traditional Latin-based terminology is
far from being satisfactory for Semitic languages since Latin distinguishes
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three temporal forms in two aspectual subsystems, called traditionally Infectum
(Present, Imperfect, Future) vs. Perfectum (Perfect, Pluperfect, Future Perfect).
In more up-to-date linguistic studies it is customary to refer to the two Semitic
forms by twofold labels Past/Perfect(ive) vs. Non-Past/Imperfect(ive), indicating
that these two morphological forms express both aspect (perfect(ive) vs. imper-
fective) and tense (past vs. non-past).

One of the fundamental problems in the analysis of the Classical Arabic
system is the polysemy (‘ambiguity’) of the basic form katab-a. As our transla-
tion (‘he wrote’ or ‘he has written”) indicates this form could be labeled both
Preterite (Past) and Perfect, hence the aspecto-temporal label Past/Perfect. The
same is true of Biblical Hebrew where katab covers the scope of both the past
perfective (Aorist) and the perfect in the Greek translation of the Old Testament
(Septuagint) and in the original Greek of the New Testament (é-grap-s-e ‘he
wrote’ and gé-graph-e ‘he has written’). A serious terminological confusion is to
be seen in the aspectual terms perfective (for the Perfect) and imperfective (for the
traditional Imperfect). On the one hand, the aspectual term imperfective is a
major improvement over the traditional latinate term Imperfect. It is a highly
suitable label for ya-ktub-u in its use for both the incomplete (habitual) events
in the present ‘he writes” or the “imaginary” events in the future time zone, ‘he
will write,” which are by their own nature incomplete i.e. imperfective). On the
other hand, to extend the traditional label Perfect to perfective (the aspectual
counterpart of imperfective) is most undesirable in spite of its widespread use
in Semitic linguistics (Perfective vs. Imperfective replacing traditional Perfect
vs. Imperfect). The label Past/Perfect(ive) with brackets around -ive (i.e. Past/
Perfect or Past/Perfective) captures this state of affairs. The morphological
dichotomy (suffixal vs. prefixal conjugation) of Central Semitic languages is
not based on the category of perfectivity as familiar from some Indo-European
languages (Hellenic, Slavic). The fact that the Arabic form katab-a ‘he wrote’ is
used to translate the Greek aorist (= past perfective) é-grap-s-e "he wrote’ or the
Russian past perfective on na-pis-a-I “he wrote’ cannot be used to argue for the
presence of the category of perfectivity in Classical Arabic. Notice that these IE
languages form the imperfective counterpart to the past perfective in a system-
atic fashion (in Greek by removing -s-, é-graph-e ‘he wrote/was writing” and
in Slavic by removing the prefix, on pis-a-I ‘he wrote/ he was writing’), i.e. their
aspectual systems are based on the category of perfectivity. We will see, how-
ever, that the category of perfectivity existed in the verbal system of Akkadian,
the most archaic Semitic language (section 2) and that it is found in contempo-
rary Berber d