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## Preface

Like the first three editions of Differential Equations and Linear Algebra, this fourth edition is intended for a sophomore level course that covers material in both differential equations and linear algebra. In writing this text we have endeavored to develop the student's appreciation for the power of the general vector space framework in formulating and solving linear problems. The material is accessible to science and engineering students who have completed three semesters of calculus and who bring the maturity of that success with them to this course. This text is written as we would naturally teach, blending an abundance of examples and illustrations, but not at the expense of a deliberate and rigorous treatment. Most results are proven in detail. However, many of these can be skipped in favor of a more problem-solving oriented approach depending on the reader's objectives. Some readers may like to incorporate some form of technology (computer algebra system (CAS) or graphing calculator) and there are several instances in the text where the power of technology is illustrated using the CAS Maple. Furthermore, many exercise sets have problems that require some form of technology for their solution. These problems are designated with $\mathrm{a} \diamond$.

In developing the fourth edition we have once more kept maximum flexibility of the material in mind. In so doing, the text can effectively accommodate the different emphases that can be placed in a combined differential equations and linear algebra course, the varying backgrounds of students who enroll in this type of course, and the fact that different institutions have different credit values for such a course. The whole text can be covered in a five credit-hour course. For courses with a lower credit-hour value, some selectivity will have to be exercised. For example, much (or all) of Chapter 1 may be omitted since most students will have seen many of these differential equations topics in an earlier calculus course, and the remainder of the text does not depend on the techniques introduced in this chapter. Alternatively, while one of the major goals of the text is to interweave the material on differential equations with the tools from linear algebra in a symbiotic relationship as much as possible, the core material on linear algebra is given in Chapters 2-7 so that it is possible to use this book for a course that focuses solely on the linear algebra presented in these six chapters. The material on differential equations is contained primarily in Chapters 1 and 8-11, and readers who have already taken a first course in linear algebra can choose to proceed directly to these chapters.

There are other means of eliminating sections to reduce the amount of material to be covered in a course. Section 2.7 contains material that is not required elsewhere in the text, Chapter 3 can be condensed to a single section (Section 3.4) for readers needing only a cursory overview of determinants, and Sections 4.7, 5.4, and the later sections of Chapters 6 and 7 could all be reserved for a second course in linear algebra. In Chapter 8, Sections 8.4, 8.8, and 8.9 can be omitted, and, depending on the goals of the course, Sections 8.5 and 8.6 could either be de-emphasized or omitted completely. Similar remarks apply to Sections 9.7-9.10. At California State University, Fullerton we have a four credit-hour course for sophomores that is based around the material in Chapters 1-9.

## Major Changes in the Fourth Edition

Several sections of the text have been modified to improve the clarity of the presentation and to provide new examples that reflect insightful illustrations we have used in our own courses at California State University, Fullerton. Other significant changes within the text are listed below.

1. The chapter on vector spaces in the previous edition has been split into two chapters (Chapters 4 and 5) in the present edition, in order to focus separate attention on vector spaces and inner product spaces. The shorter length of these two chapters is also intended to make each of them less daunting.
2. The chapter on inner product spaces (Chapter 5) includes a new section providing an application of linear algebra to the subject of least squares approximation.
3. The chapter on linear transformations in the previous edition has been split into two chapters (Chapters 6 and 7) in the present edition. Chapter 6 is focused on linear transformations, while Chapter 7 places direct emphasis on the theory of eigenvalues and eigenvectors. Once more, readers should find the shorter chapters covering these topics more approachable and focused.
4. Most exercise sets have been enlarged or rearranged. Over 3,000 problems are now contained within the text, and more than 600 concept-oriented true/false items are also included in the text.
5. Every chapter of the book includes one or more optional projects that allow for more in-depth study and application of the topics found in the text.
6. The back of the book now includes the answer to every True-False Review item contained in the text.
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## First-Order Differential Equations

### 1.1 Differential Equations Everywhere

A differential equation is any equation that involves one or more derivatives of an unknown function. For example,

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+x^{2} \frac{d y}{d x}+y^{2}=5 \sin x \tag{1.1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d S}{d t}=e^{3 t}(S-1) \tag{1.1.2}
\end{equation*}
$$

are differential equations. In the differential equation (1.1.1) the unknown function or dependent variable is $y$, and $x$ is the independent variable; in the differential equation (1.1.2) the dependent and independent variables are $S$ and $t$, respectively. Differential equations such as (1.1.1) and (1.1.2) in which the unknown function depends only on a single independent variable are called ordinary differential equations. By contrast, the differential equation (Laplace's equation)

$$
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0
$$

involves partial derivatives of the unknown function $u(x, y)$ of two independent variables $x$ and $y$. Such differential equations are called partial differential equations.

One way in which differential equations can be characterized is by the order of the highest derivative that occurs in the differential equation. This number is called the order of the differential equation. Thus, (1.1.1) has order two, whereas (1.1.2) is a first-order differential equation.

The major reason why it is important to study differential equations is that these types of equations pervade all areas of science, technology, engineering, and mathematics. In this section we will illustrate some of the multitude of applications that are described mathematically by differential equations and then, in the remainder of the chapter, introduce several techniques that can be used to study the properties and solutions of differential equations.

## Population Models

The Malthusian model for the growth of a population of bacteria assumes that the rate at which the culture grows is proportional to the number of bacteria present at that time. If $P(t)$ denotes the number of bacteria in the culture at time $t$, then this growth model is described mathematically by the first-order differential equation

$$
\begin{equation*}
\frac{d P}{d t}=k P \tag{1.1.3}
\end{equation*}
$$

where $k$ is a constant. Since the culture grows in time, $k$ is positive. Here the unknown function is $P(t)$. In elementary calculus it is shown that all functions that satisfy (1.1.3) are of the form ${ }^{1}$

$$
\begin{equation*}
P(t)=C e^{k t} \tag{1.1.4}
\end{equation*}
$$

where $C$ is an arbitrary constant. The formula for $P(t)$ given in (1.1.4) is called the general solution to the differential equation (1.1.3), since every solution to (1.1.3) can be obtained from (1.1.4) by appropriate choice of $C$. To determine a particular solution to the differential equation, we must be given some extra information that specifies the appropriate value of $C$ corresponding to the solution we require. For example, if $P_{0}$ denotes the number of bacteria present at time $t=0$, then in addition to the differential equation (1.1.3) we also have the initial condition

$$
\begin{equation*}
P(0)=P_{0} . \tag{1.1.5}
\end{equation*}
$$

But, according to (1.1.4),

$$
P(0)=C e^{k \cdot 0}=C
$$

Therefore, in order to satisfy the initial condition (1.1.5), we must choose $C=P_{0}$, in which case the particular solution that is relevant for our problem is

$$
P(t)=P_{0} e^{k t}
$$

Since $k$ is a positive constant, we see that this model predicts that the bacteria population grows exponentially in time. This is consistent with observations of bacteria populations but does not give an accurate description of the growth of populations in other species (people, insects, fish, aardvarks, ...). More general population models arise under the assumption that the rate of growth of the population at time $t$ is a more general function of $P$ than simply $k P$. For instance, the logistic population model corresponds to the case when we assume that there is a constant birthrate $B_{0}$ per individual, and that the death rate per individual is proportional to the instantaneous population. The resulting first-order differential equation is

$$
\frac{d P}{d t}=\left(B_{0}-D_{0} P\right) P
$$

[^0]where $B_{0}$ and $D_{0}$ are positive constants (the Malthusian model considered previously corresponds to $B_{0}=k, D_{0}=0$ ). This differential equation is often written in the equivalent form
\[

$$
\begin{equation*}
\frac{d P}{d t}=k\left(1-\frac{P}{C}\right) P \tag{1.1.6}
\end{equation*}
$$

\]

where $k=B_{0}$ and $C=B_{0} / D_{0}$. In Section 1.5 we will study the logistic population model in detail, and show that, in contrast to the Malthusian model, it predicts that the population does not increase without bound, but rather approaches a limiting population given by the constant $C$ in Equation (1.1.6). This limiting population is called the carrying capacity of the population and represents the maximum population that is sustainable with the given resources. The graph of a typical solution to the differential equation (1.1.6) is given in Figure 1.1.1.


Figure 1.1.1: Behavior of a typical solution to the logistic differential equation (1.1.6).

## Newton's Law of Cooling

We now build a mathematical model describing the cooling (or heating) of an object. Suppose that we bring an object into a room. If the temperature of the object is hotter than that of the room, then the object will begin to cool. Further, we might expect that the major factor governing the rate at which the object cools is the temperature difference between it and the room.

Newton's Law of Cooling: The rate of change of temperature of an object is proportional to the difference between the temperature of the object and the temperature of the surrounding medium.

To formulate this law mathematically, we let $T(t)$ denote the temperature of the object at time $t$, and let $T_{m}(t)$ denote the temperature of the surrounding medium. Newton's law of cooling can then be expressed as the first-order differential equation

$$
\begin{equation*}
\frac{d T}{d t}=-k\left(T-T_{m}\right) \tag{1.1.7}
\end{equation*}
$$

where $k$ is a constant. The minus sign in front of the constant $k$ is traditional. It ensures that $k$ will always be positive. ${ }^{2}$ Once we have studied Section 1.4 it will be easy to show that, when $T_{m}$ is constant, the solution to this differential equation is

$$
\begin{equation*}
T(t)=T_{m}+c e^{-k t} \tag{1.1.8}
\end{equation*}
$$

[^1]

Figure 1.1.3: The family of curves $x^{2}+y^{2}=c^{2}$ and the orthogonal trajectories $y=k x$.
where $c$ is a constant (see also Problem 8). Newton's law of cooling therefore predicts that as $t$ approaches infinity $(t \rightarrow \infty)$ the temperature of the object approaches that of the surrounding medium $\left(T \rightarrow T_{m}\right)$. This is certainly consistent with our everyday experience (see Figure 1.1.2).



Figure 1.1.2: According to Newton's law of cooling, the temperature of an object approaches room temperature exponentially. In these figures $T_{0}(=T(0))$ represents the initial temperature of the object.

## The Orthogonal Trajectory Problem

Next we consider a geometric problem that has many interesting and important applications. Suppose

$$
\begin{equation*}
F(x, y, c)=0 \tag{1.1.9}
\end{equation*}
$$

defines a family of curves in the $x y$-plane, where the constant $c$ labels the different curves. For instance if $c$ is a real constant, the equation

$$
x^{2}+y^{2}-c^{2}=0
$$

describes a family of concentric circles with center at the origin, whereas

$$
-x^{2}+y-c=0
$$

describes a family of parabolas that are vertical shifts of the standard parabola $y=x^{2}$.
We assume that every curve in the family $F(x, y, c)=0$ has a well-defined tangent line at each point. Associated with this family is a second family of curves, say,

$$
\begin{equation*}
G(x, y, k)=0 \tag{1.1.10}
\end{equation*}
$$

with the property that whenever a curve from the family (1.1.9) intersects a curve from the family (1.1.10) it does so at right angles. ${ }^{3}$ We say that the curves in the family (1.1.10) are orthogonal trajectories of the family (1.1.9), and vice versa. For example, from elementary geometry, it follows that the lines $y=k x$ in the family $G(x, y, k)=$ $y-k x=0$ are orthogonal trajectories of the family of concentric circles $x^{2}+y^{2}=c^{2}$. (See Figure 1.1.3.)

Orthogonal trajectories arise in various applications. For example, a family of curves and its orthogonal trajectories can be used to define an orthogonal coordinate system in the $x y$-plane. In Figure 1.1.3 the families $x^{2}+y^{2}=c^{2}$ and $y=k x$ are the coordinate curves of a polar coordinate system (that is, the curves $r=$ constant and $\theta=$ constant,

[^2]respectively). In physics, the lines of electric force of a static configuration are the orthogonal trajectories of the family of equipotential curves. As a final example, if we consider a two-dimensional heated plate, then the heat energy flows along the orthogonal trajectories to the constant temperature curves (isotherms).

Statement of the Problem: Given the equation of a family of curves, find the equation of the family of orthogonal trajectories.

Mathematical Formulation: We recall that curves that intersect at right angles satisfy the following:

The product of the slopes ${ }^{4}$ at the point of intersection is -1 .
Thus if the given family $F(x, y, c)=0$ has slope $m_{1}=f(x, y)$ at the point $(x, y)$, then the slope of the family of orthogonal trajectories $G(x, y, k)=0$ at the point $(x, y)$ is $m_{2}=-1 / f(x, y)$, and therefore the orthogonal trajectories are obtained by solving the first-order differential equation

$$
\frac{d y}{d x}=-\frac{1}{f(x, y)} .
$$

Example 1.1.1 Determine the equation of the family of orthogonal trajectories to the curves with equation

$$
\begin{equation*}
y^{2}=c x \tag{1.1.11}
\end{equation*}
$$

Solution: According to the preceding discussion, the differential equation determining the orthogonal trajectories is

$$
\frac{d y}{d x}=-\frac{1}{f(x, y)}
$$

where $f(x, y)$ denotes the slope of the given family at the point $(x, y)$. To determine $f(x, y)$, we differentiate Equation (1.1.11) implicitly with respect to $x$ to obtain

$$
\begin{equation*}
2 y \frac{d y}{d x}=c . \tag{1.1.12}
\end{equation*}
$$

We must now eliminate $c$ from the previous equation to obtain an expression that gives the slope at the point $(x, y)$. From Equation (1.1.11) we have

$$
c=\frac{y^{2}}{x},
$$

which, when substituted into Equation (1.1.12), yields

$$
\frac{d y}{d x}=\frac{y}{2 x} .
$$

Consequently, the slope of the given family at the point $(x, y)$ is

$$
f(x, y)=\frac{y}{2 x}
$$

so that the orthogonal trajectories are obtained by solving the differential equation

$$
\frac{d y}{d x}=-\frac{2 x}{y} .
$$

[^3]A key point to notice is that we cannot solve this differential equation by simply integrating with respect to $x$, since the function on the right-hand side of the differential equation depends on both $x$ and $y$. However, multiplying by $y$ we see that

$$
y \frac{d y}{d x}=-2 x
$$

or equivalently,

$$
\frac{d}{d x}\left(\frac{1}{2} y^{2}\right)=-2 x
$$

Since the right-hand side of this equation depends only on $x$ whereas the term on the left-hand side is a derivative with respect to $x$, we can integrate both sides of the equation with respect to $x$ to obtain

$$
\frac{1}{2} y^{2}=-x^{2}+c_{1}
$$

which we write as

$$
\begin{equation*}
2 x^{2}+y^{2}=k \tag{1.1.13}
\end{equation*}
$$



Figure 1.1.4: The family of curves $y^{2}=c x$ and its orthogonal trajectories $2 x^{2}+y^{2}=k$.
where $k=2 c_{1}$. We see that the curves in the given family (1.1.11) are parabolas, and the orthogonal trajectories (1.1.13) are a family of ellipses. This is illustrated in Figure 1.1.4.

## Newton's Second Law of Motion

Newton's second law of motion states that, for an object of constant mass $m$, the sum of the applied forces that are acting on the object is equal to the mass of the object multiplied by the acceleration of the object. If the object is moving in one dimension under the influence of a force $F$, then the mathematical statement of this law is the first-order differential equation

$$
\begin{equation*}
m \frac{d v}{d t}=F \tag{1.1.14}
\end{equation*}
$$

where $v(t)$ denotes the velocity of the object at time $t$. We let $y(t)$ denote the displacement of the object at time $t$. Then, using the fact that velocity and displacement are related via

$$
v=\frac{d y}{d t}
$$



Figure 1.1.5: Object falling under the influence of gravity.
it follows that (1.1.14) can be written as the second-order differential equation

$$
\begin{equation*}
m \frac{d^{2} y}{d t^{2}}=F \tag{1.1.15}
\end{equation*}
$$

Vertical Motion under Gravity: As a specific example, consider the case of an object falling freely under the influence of gravity (see Figure 1.1.5). In this case the only force acting on the object is $F=m g$, where $g$ denotes the (constant) acceleration due to gravity. It follows from Equation (1.1.15) that the motion of the object is governed by the differential equation ${ }^{5}$

$$
\begin{equation*}
m \frac{d^{2} y}{d t^{2}}=m g \tag{1.1.16}
\end{equation*}
$$

or equivalently,

$$
\frac{d^{2} y}{d t^{2}}=g
$$

Since $g$ is a (positive) constant, we can integrate this equation to determine $y(t)$. Performing one integration yields

$$
\frac{d y}{d t}=g t+c_{1}
$$

where $c_{1}$ is an arbitrary integration constant. Integrating once more with respect to $t$ we obtain

$$
\begin{equation*}
y(t)=\frac{1}{2} g t^{2}+c_{1} t+c_{2} \tag{1.1.17}
\end{equation*}
$$

where $c_{2}$ is a second integration constant. We see that the differential equation has an infinite number of solutions parameterized by the constants $c_{1}$ and $c_{2}$. In order to uniquely specify the motion, we must augment the differential equation with initial conditions that specify the initial position and initial velocity of the object. For example, if the object is released at $t=0$ from $y=y_{0}$ with a velocity $v_{0}$, then, in addition to the differential equation, we have the initial conditions

$$
\begin{equation*}
y(0)=y_{0}, \quad \frac{d y}{d t}(0)=v_{0} \tag{1.1.18}
\end{equation*}
$$

These conditions must be imposed on the solution (1.1.17) in order to determine the values of $c_{1}$ and $c_{2}$ that correspond to the particular problem under investigation. Setting $t=0$ in (1.1.17) and using the first initial condition from (1.1.18) we find that

$$
y_{0}=c_{2} .
$$

Substituting this into Equation (1.1.17), we get

$$
\begin{equation*}
y(t)=\frac{1}{2} g t^{2}+c_{1} t+y_{0} \tag{1.1.19}
\end{equation*}
$$

In order to impose the second initial condition from (1.1.18), we first differentiate Equation (1.1.19) to obtain

$$
\frac{d y}{d t}=g t+c_{1}
$$

Consequently the second initial condition in (1.1.18) requires

$$
c_{1}=v_{0}
$$

[^4]From (1.1.19), it follows that the position of the object at time $t$ is

$$
y(t)=\frac{1}{2} g t^{2}+v_{0} t+y_{0}
$$

The differential equation (1.1.16) together with the initial conditions (1.1.18) is an example of an initial-value problem.

A more realistic model of vertical motion under gravity would have to take account of the force due to air resistance. Since increasing velocity generally has the effect of increasing the resistive force, it is reasonable to assume that the force due to air resistance is a function of the instantaneous velocity of the object. A particular model that is often used is to assume that the resistive force is directly proportional to a positive power $n$ (not necessarily integer) of the velocity. Therefore, the total force acting on the object is

$$
F=m g-k v^{n}
$$

where $k$ is a positive constant, so that (1.1.14) can be written as

$$
\begin{equation*}
m \frac{d v}{d t}=m g-k v^{n} \tag{1.1.20}
\end{equation*}
$$

In Section 1.3 we will develop qualitative techniques for analyzing first-order differential equations that can be used to show that all solutions to Equation (1.1.20) approach a socalled terminal velocity, $v_{T}$ defined by

$$
v_{T}=\lim _{t \rightarrow \infty} v(t)=\left(\frac{m g}{k}\right)^{\frac{1}{n}}
$$

This is a very reassuring result for parachutists!
Spring Force: As a second application of Newton's law of motion, consider the springmass system depicted in Figure 1.1.6, where, for simplicity, we are neglecting frictional and external forces. In this case, the only force acting on the mass is the restoring force (or spring force), $F_{S}$, due to the displacement of the spring from its equilibrium (unstretched) position. We use Hooke's law to model this force:


Figure 1.1.6: A simple harmonic oscillator.

Hooke's Law: The restoring force of a spring is directly proportional to the displacement of the spring from its equilibrium position and is directed toward the equilibrium position.

If $y(t)$ denotes the displacement of the spring from its equilibrium position at time $t$ (see Figure 1.1.6), then according to Hooke's law, the restoring force is

$$
F_{s}=-k y
$$

where $k$ is a positive constant called the spring constant. Consequently, Newton's second law of motion implies that the motion of the spring-mass system is governed by the differential equation

$$
m \frac{d^{2} y}{d t^{2}}=-k y
$$

which we write in the equivalent form

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\omega^{2} y=0 \tag{1.1.21}
\end{equation*}
$$

where $\omega=\sqrt{k / m}$. At present we cannot solve this differential equation. However, we leave it as an exercise (Problem 30) to verify by direct substitution that

$$
y(t)=A \cos (\omega t-\phi)
$$

is a solution to the differential equation (1.1.21), where $A$ and $\phi$ are constants (determined from the initial conditions for the problem). We see that the resulting motion is periodic with amplitude $A$. This is consistent with what we might expect physically, since no frictional forces or external forces are acting on the system. This type of motion is referred to as simple harmonic motion, and the physical system is called a simple harmonic oscillator.

## Ontogenetic Growth

Ontogeny is the study of the growth of an individual organism (human, orangutan, snake, fish, ...) from embryo to maximum body size. A general growth equation based purely on fundamental metabolic principles (as opposed to assumptions about birth rates and death rates) has been developed by West, Brown, and Enquist ${ }^{6}$ that is applicable to all multicellular animals. The model is derived from the following conservation of energy equation:

$$
\begin{equation*}
B(t)=N_{c} B_{c}+E_{c} \frac{d N_{c}}{d t}, \tag{1.1.22}
\end{equation*}
$$

where $B(t)$ is the resting metabolic rate of the whole organism at time $t, B_{c}$ is the metabolic rate of a single cell, $E_{c}$ is the metabolic energy required to create a cell and $N_{c}$ is the total number of cells. If $m$ and $m_{c}$ denote the total body mass and average cell mass respectively, then $m=m_{c} N_{c}$ so that $N_{c}=m / m_{c}$. Substituting this expression for $N_{c}$ into Equation (1.1.22) yields

$$
B=\left(\frac{m}{m_{c}}\right) B_{c}+\left(\frac{E_{c}}{m_{c}}\right) \frac{d m}{d t}
$$

or, equivalently,

$$
\begin{equation*}
\frac{d m}{d t}=\left(\frac{m_{c}}{E_{c}}\right) B-\left(\frac{m}{E_{c}}\right) B_{c} . \tag{1.1.23}
\end{equation*}
$$

Assuming the allometric relationship ${ }^{7}$

$$
B=B_{0} m^{3 / 4},
$$

where $B_{0}$ is a constant, yields

$$
\begin{equation*}
\frac{d m}{d t}=\left(\frac{m_{c}}{E_{c}}\right) B_{0} m^{3 / 4}-\left(\frac{m}{E_{c}}\right) B_{c}, \tag{1.1.24}
\end{equation*}
$$

[^5]which we write in the equivalent form:
\[

$$
\begin{equation*}
\frac{d m}{d t}=a m^{3 / 4}\left[1-\left(\frac{m}{M}\right)^{1 / 4}\right], \tag{1.1.25}
\end{equation*}
$$

\]

where $a=B_{0} m_{c} / E_{c}$ and $M=\left(B_{0} m_{c} / B_{c}\right)^{4}$. Once we have studied Section 1.4 it will be straightforward to derive the following solution to the differential equation (1.1.25):

$$
\begin{equation*}
m(t)=M\left\{1-\left[1-\left(\frac{m_{0}}{M}\right)^{1 / 4}\right] e^{-a t /\left(4 M^{1 / 4}\right)}\right\}^{4} . \tag{1.1.26}
\end{equation*}
$$

This solution gives the mass of the animal $t$ days after its birth. We note that

$$
\lim _{t \rightarrow \infty} m(t)=M
$$

which indicates that the model predicts that organisms do not grow indefinitely but reach a maximum body size, which is represented by the constant $M$.

## Exercises for 1.1

## Key Terms

Differential equation, Order of a differential equation, Malthusian population model, Logistic population model, Initial conditions, Newton's law of cooling, Orthogonal trajectories, Newton's second law of motion, Hooke's law, Spring constant, Simple harmonic motion, Simple harmonic oscillator, Ontogenetic growth model.

## Skills

- Be able to determine the order of a differential equation.
- Given a differential equation, be able to check whether or not a given function $y=f(x)$ is indeed a solution to the differential equation.
- Be able to describe qualitatively how the temperature of an object changes as a function of time according to Newton's law of cooling.
- Be able to find the equation of the orthogonal trajectories to a given family of curves. In simple geometric cases, be prepared to provide rough sketches of some representative orthogonal trajectories.
- Be able to find the distance, velocity, and acceleration functions for an object moving freely under the influence of gravity.
- Be able to determine the motion of an object in a spring-mass system with no frictional or external forces.


## True-False Review

For items (a)-(n), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A differential equation for a function $y=f(x)$ must contain the first derivative $y^{\prime}=f^{\prime}(x)$.
(b) The order of a differential equation is the order of the lowest derivative appearing in the differential equation.
(c) The differential equation $y^{\prime \prime}+e^{x}\left(y^{\prime}\right)^{3}+y=\sin x$ has order 3.
(d) In the logistic population model the initial population is called the carrying capacity.
(e) The numerical value $y(0)$ accompanying a first-order differential equation for a function $y=f(x)$ is called an initial condition for the differential equation.
(f) If room temperature is $70^{\circ} \mathrm{F}$, then an object whose temperature is $100^{\circ} \mathrm{F}$ at a particular time cools faster at that time than an object whose temperature at that time is $90^{\circ} \mathrm{F}$.
(g) According to Newton's law of cooling, the temperature of an object eventually becomes the same as the temperature of the surrounding medium.
(h) A hot cup of coffee that is put into a cold room cools more in the first hour than the second hour.
(i) At a point of intersection of a curve and one of its orthogonal trajectories, the slopes of the two curves are reciprocals of one another.
(j) The family of orthogonal trajectories for a family of parallel lines is another family of parallel lines.
(k) The family of orthogonal trajectories for a family of circles that are centered at the origin is another family of circles centered at the origin.
(l) The relationship between the velocity and the acceleration of an object falling under the influence of gravity can be expressed mathematically as a differential equation.
(m) Hooke's law states that the restoring force of a spring is directly proportional to the displacement of the spring from its equilibrium position and is directed in the direction of the displacement from the equilibrium position.
(n) According to the ontogenetic growth model the resting metabolic rate of an aardvark is proportional to its mass to the power of three-quarters.

## Problems

For Problems 1-4 determine the order of the differential equation.

1. $\frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+y=e^{x}$.
2. $\left(\frac{d y}{d x}\right)^{3}+y^{2}=\sin x$.
3. $y^{\prime \prime}+x y^{\prime}+e^{x} y=y^{\prime \prime \prime}$.
4. $\sin \left(y^{\prime \prime}\right)+x^{2} y^{\prime}+x y=\ln x$.
5. Verify that, for $t>0, y(t)=\ln t$ is a solution to the differential equation

$$
2\left(\frac{d y}{d t}\right)^{3}=\frac{d^{3} y}{d t^{3}}
$$

6. Verify that $y(x)=x /(x+1)$ is a solution to the differential equation

$$
y+\frac{d^{2} y}{d x^{2}}=\frac{d y}{d x}+\frac{x^{3}+2 x^{2}-3}{(1+x)^{3}}
$$

7. Verify that $y(x)=e^{x} \sin x$ is a solution to the differential equation

$$
2 y \cot x-\frac{d^{2} y}{d x^{2}}=0
$$

8. By writing Equation (1.1.7) in the form

$$
\frac{1}{T-T_{m}} \frac{d T}{d t}=-k
$$

and using $u^{-1} \frac{d u}{d t}=\frac{d}{d t}(\ln u)$, derive (1.1.8).
9. A glass of water whose temperature is $50^{\circ} \mathrm{F}$ is taken outside at noon on a day whose temperature is constant at $70^{\circ} \mathrm{F}$. If the water's temperature is $55^{\circ} \mathrm{F}$ at 2 p.m., do you expect the water's temperature to reach $60^{\circ} \mathrm{F}$ before 4 p.m. or after 4 p.m.? Use Newton's law of cooling to explain your answer.
10. On a cold winter day $\left(10^{\circ} \mathrm{F}\right)$, an object is brought outside from a $70^{\circ} \mathrm{F}$ room. If it takes 40 minutes for the object to cool from $70^{\circ} \mathrm{F}$ to $30^{\circ} \mathrm{F}$, did it take more or less than 20 minutes for the object to reach $50^{\circ} \mathrm{F}$ ? Use Newton's law of cooling to explain your answer.

For Problems 11-16, find the equation of the orthogonal trajectories to the given family of curves. In each case, sketch some curves from each family.
11. $x^{2}+9 y^{2}=c$.
12. $y=c x^{2}$.
13. $y=c / x$.
14. $y=c x^{5}$.
15. $y=c e^{x}$.
16. $y^{2}=2 x+c$.

For Problems 17-20, $m$ denotes a fixed nonzero constant, and $c$ is the constant distinguishing the different curves in the given family. In each case, find the equation of the orthogonal trajectories.
17. $y=c x^{m}$.
18. $y=m x+c$.
19. $y^{2}=m x+c$.
20. $y^{2}+m x^{2}=c$.
21. Consider the family of circles $x^{2}+y^{2}=2 c x$. Show that the differential equation for determining the family of orthogonal trajectories is

$$
\frac{d y}{d x}=\frac{2 x y}{x^{2}-y^{2}}
$$

22. We call a coordinate system $(u, v)$ orthogonal if its coordinate curves (the two families of curves $u=$ constant and $v=$ constant) are orthogonal trajectories (for example, a Cartesian coordinate system or a polar coordinate system). Let $(u, v)$ be orthogonal coordinates, where $u=x^{2}+2 y^{2}$, and $x$ and $y$ are Cartesian coordinates. Find the Cartesian equation of the $v$-coordinate curves, and sketch the $(u, v)$ coordinate system.
23. Any curve with the property that whenever it intersects a curve of a given family it does so at an angle $a \neq \pi / 2$ is called an oblique trajectory of the given family. (See Figure 1.1.7.) Let $m_{1}$ (equal to $\tan a_{1}$ ) denote the slope of the required family at the point $(x, y)$, and let $m_{2}$ (equal to $\tan a_{2}$ ) denote the slope of the given family. Show that

$$
m_{1}=\frac{m_{2}-\tan a}{1+m_{2} \tan a}
$$

[Hint: From Figure 1.1.7, $\tan a_{1}=\tan \left(a_{2}-a\right)$ ]. Thus, the equation of the family of oblique trajectories is obtained by solving

$$
\frac{d y}{d x}=\frac{m_{2}-\tan a}{1+m_{2} \tan a}
$$



Figure 1.1.7: Oblique trajectories intersect at an angle $a$.
24. An object is released from rest at a height of 100 meters above the ground. Neglecting frictional forces, the subsequent motion is governed by the initial-value problem

$$
\frac{d^{2} y}{d t^{2}}=g, \quad y(0)=0, \quad \frac{d y}{d t}(0)=0
$$

where $y(t)$ denotes the displacement of the object from its initial position at time $t$. Solve this initial-value problem and use your solution to determine the time when the object hits the ground.
25. A five-foot-tall boy tosses a tennis ball straight up from the level of the top of his head. Neglecting frictional forces, the subsequent motion is governed by the differential equation

$$
\frac{d^{2} y}{d t^{2}}=g
$$

If the object hits the ground 8 seconds after the boy releases it, find
(a) the time when the tennis ball reaches its maximum height.
(b) the maximum height of the tennis ball.
26. A pyrotechnic rocket is to be launched vertically upwards from the ground. For optimal viewing, the rocket should reach a maximum height of 90 meters above the ground. Ignore frictional forces.
(a) How fast must the rocket be launched in order to achieve optimal viewing?
(b) Assuming the rocket is launched with the speed determined in part (a), how long after the rocket is launched will it reach its maximum height?
27. Repeat Problem 26 under the assumption that the rocket is launched from a platform five meters above the ground.
28. An object that is initially thrown vertically upward with a speed of 2 meters/second from a height of $h$ meters takes 10 seconds to reach the ground. Set up and solve the initial-value problem that governs the motion of the object, and determine $h$.
29. An object that is released from a height $h$ meters above the ground with a vertical velocity of $v_{0}$ meters/second hits the ground after $t_{0}$ seconds. Neglecting frictional forces, set up and solve the initial-value problem governing the motion, and use your solution to show that

$$
v_{0}=\frac{1}{2 t_{0}}\left(2 h-g t_{0}^{2}\right)
$$

30. Verify that $y(t)=A \cos (\omega t-\phi)$ is a solution to the differential equation (1.1.21), where $A$ and $\omega$ are nonzero constants. Determine the constants $A$ and $\phi$ (with $|\phi|<\pi$ radians) in the particular case when the
initial conditions are

$$
y(0)=a, \quad \frac{d y}{d t}(0)=0 .
$$

31. Verify that

$$
y(t)=c_{1} \cos \omega t+c_{2} \sin \omega t
$$

is a solution to the differential equation (1.1.21). Show that the amplitude of the motion is

$$
A=\sqrt{c_{1}^{2}+c_{2}^{2}}
$$

32. A heron has a birth mass of 3 g , and when fully grown its mass is 2700 g . Using equation (1.1.26) with $a=1.5$ determine the mass of the heron after 30 days.
33. A rat has a birth mass of 8 g , and when fully grown its mass is 280 g . Using equation (1.1.26) with $a=0.25$ determine how many days it will take for the rat to reach $75 \%$ of its fully grown size.

### 1.2 Basic Ideas and Terminology

In the previous section we gave several examples of problems that are described mathematically by differential equations. We now formalize many of the ideas introduced through those examples.

Any differential equation of order $n$ can be written in the form

$$
\begin{equation*}
G\left(x, y, y^{\prime}, y^{\prime \prime}, \ldots, y^{(n)}\right)=0 \tag{1.2.1}
\end{equation*}
$$

where we have introduced the prime notation to denote derivatives, and $y^{(n)}$ denotes the $n$th derivative of $y$ with respect to $x$ (not $y$ to the power of $n$ ). Of particular interest to us throughout the text will be linear differential equations. These arise as the special case of Equation (1.2.1) when $y, y^{\prime}, \ldots, y^{(n)}$ occur to the first degree only, and not as products or arguments of other functions. The general form for such a differential equation is given in the next definition.

## DEFINITION 1.2.1

A differential equation that can be written in the form

$$
a_{0}(x) y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n}(x) y=F(x)
$$

where $a_{0}, a_{1}, \ldots, a_{n}$ and $F$ are functions of $x$ only, is called a linear differential equation of order $n$. Such a differential equation is linear in $y, y^{\prime}, y^{\prime \prime}, \ldots, y^{(n)}$.

A differential equation that does not satisfy this definition is called a nonlinear differential equation.

Example 1.2.2 The equations

$$
y^{\prime \prime \prime}+e^{3 x} y^{\prime \prime}+x^{3} y^{\prime}+(\cos x) y=\ln x \quad \text { and } \quad x y^{\prime}-\frac{2}{1+x^{2}} y=0
$$

are linear differential equations of order 3 and order 1, respectively, whereas

$$
y^{\prime \prime}+x^{4} \cos \left(y^{\prime}\right)-x y=e^{x^{2}} \quad \text { and } \quad y^{\prime \prime}+y^{2}=0
$$

are both second-order nonlinear differential equations. In the first case the nonlinearity arises from the $\cos \left(y^{\prime}\right)$ term, whereas in the second differential equation the nonlinearity is due to the $y^{2}$ term.

Example 1.2.3 The general forms for first- and second-order linear differential equations are

$$
a_{0}(x) \frac{d y}{d x}+a_{1}(x) y=F(x)
$$

and

$$
a_{0}(x) \frac{d^{2} y}{d x^{2}}+a_{1}(x) \frac{d y}{d x}+a_{2}(x) y=F(x)
$$

respectively.
The differential equation (1.1.3) arising in the Malthusian population model can be written in the form

$$
\frac{d P}{d t}-k P=0
$$

and so is a first-order linear differential equation. Similarly, writing the Newton's law of cooling differential equation (1.1.7) as

$$
\frac{d T}{d t}+k T=k T_{m}
$$

reveals that it also is a first-order linear differential equation. In contrast, the logistic differential equation (1.1.6), when written as

$$
\frac{d P}{d t}-k P+\left(\frac{k}{C}\right) P^{2}=0
$$

is seen to be a first-order nonlinear differential equation. The differential equation (1.1.21) governing the simple harmonic oscillator, namely,

$$
\frac{d^{2} y}{d t^{2}}+\omega^{2} y=0
$$

is a second-order linear differential equation. In this case the linearity was imposed in the modeling process when we assumed that the restoring force was directly proportional to the displacement from equilibrium (Hooke's law). Not all springs satisfy this relationship. For example, Duffing's Equation

$$
m \frac{d^{2} y}{d t^{2}}+k_{1} y+k_{2} y^{3}=0
$$

gives a mathematical model of a nonlinear spring-mass system. If $k_{2}=0$, this reduces to the simple harmonic oscillator equation.

## Solutions to Differential Equations

We now define precisely what is meant by a solution to a differential equation.

## DEFINITION 1.2.4

A function $y=f(x)$ that is (at least) $n$ times differentiable on an interval $I$ is called a solution to the differential equation (1.2.1) on $I$ if the substitution $y=f(x), y^{\prime}=$ $f^{\prime}(x), \ldots, y^{(n)}=f^{(n)}(x)$ reduces the differential equation (1.2.1) to an identity valid for all $x$ in $I$. In this case we say that $y=f(x)$ satisfies the differential equation.

Example 1.2.5 Verify that for all constants $c_{1}$ and $c_{2}, y(x)=c_{1} e^{2 x}+c_{2} e^{-2 x}$ is a solution to the linear differential equation $y^{\prime \prime}-4 y=0$ for $x$ in the interval $(-\infty, \infty)$.

Solution: The function $y(x)$ is certainly twice differentiable for all real $x$. Furthermore,

$$
y^{\prime}(x)=2 c_{1} e^{2 x}-2 c_{2} e^{-2 x}
$$

and

$$
y^{\prime \prime}(x)=4 c_{1} e^{2 x}+4 c_{2} e^{-2 x}=4\left(c_{1} e^{2 x}+c_{2} e^{-2 x}\right) .
$$

Consequently,

$$
y^{\prime \prime}-4 y=4\left(c_{1} e^{2 x}+c_{2} e^{-2 x}\right)-4\left(c_{1} e^{2 x}+c_{2} e^{-2 x}\right)=0
$$

so that $y^{\prime \prime}-4 y=0$ for every $x$ in $(-\infty, \infty)$. It follows from Definition 1.2.4 that the given function is a solution to the differential equation on $(-\infty, \infty)$.

In the preceding example, $x$ could assume all real values. Often, however, the independent variable will be restricted in some manner. For example, the differential equation

$$
\frac{d y}{d x}=\frac{1}{2 \sqrt{x}}(y-1)
$$

is undefined when $x \leq 0$ and so any solution would be defined only for $x>0$. In fact this linear differential equation has solution

$$
y(x)=c e^{\sqrt{x}}+1, \quad x>0,
$$

where $c$ is a constant. (The reader can check this by plugging in to the given differential equation, as was done in Example 1.2.5. In Section 1.4 we will introduce a technique that will enable us to derive this solution.) We now distinguish two different ways in which solutions to a differential equation can be expressed. Often, as in Example 1.2.5, we will be able to obtain a solution to a differential equation in the explicit form $y=f(x)$, for some function $f$. However, when dealing with nonlinear differential equations, we usually have to be content with a solution written in implicit form

$$
F(x, y)=0,
$$

where the function $F$ defines the solution, $y(x)$, implicitly as a function of $x$. This is illustrated in Example 1.2.6.

Example 1.2.6 Verify that the relation $x^{2}+y^{2}-4=0$ defines an implicit solution to the nonlinear differential equation

$$
\frac{d y}{d x}=-\frac{x}{y} .
$$

Solution: We regard the given relation as defining $y$ as a function of $x$. Differentiating this relation with respect to $x$ yields ${ }^{8}$

$$
2 x+2 y \frac{d y}{d x}=0 .
$$

That is,

$$
\frac{d y}{d x}=-\frac{x}{y}
$$

[^6]as required. In this example we can obtain $y$ explicitly in terms of $x$ since $x^{2}+y^{2}-4=0$ implies that
$$
y= \pm \sqrt{4-x^{2}}
$$

The implicit relation therefore contains the two explicit solutions

$$
y(x)=\sqrt{4-x^{2}}, \quad y(x)=-\sqrt{4-x^{2}},
$$

which correspond graphically to the two semi-circles sketched in Figure 1.2.1.


Figure 1.2.1: Two solutions to the differential equation $y^{\prime}=-x / y$.
Since $x= \pm 2$ correspond to $y=0$ in both of these equations, whereas the differential equation is only defined for $y \neq 0$, we must omit $x= \pm 2$ from the domains of the solutions. Consequently, both of the foregoing solutions to the differential equation are valid for $-2<x<2$.

In the previous example the solutions to the differential equation are more simply expressed in implicit form although, as we have shown, it is quite easy to obtain the corresponding explicit solutions. In the following example the solution must be expressed in implicit form, since it is impossible to solve the implicit relation (analytically) for $y$ as a function of $x$.

Example 1.2.7 Verify that the relation $\sin (x y)+y^{2}-x=0$ defines a solution to

$$
\frac{d y}{d x}=\frac{1-y \cos (x y)}{x \cos (x y)+2 y} .
$$

Solution: Differentiating the given relationship implicitly with respect to $x$ yields

$$
\cos (x y)\left(y+x \frac{d y}{d x}\right)+2 y \frac{d y}{d x}-1=0
$$

That is,

$$
\frac{d y}{d x}[x \cos (x y)+2 y]=1-y \cos (x y)
$$

which implies that

$$
\frac{d y}{d x}=\frac{1-y \cos (x y)}{x \cos (x y)+2 y}
$$

as required.

Now consider the differential equation

$$
\frac{d^{2} y}{d x^{2}}=12 x
$$

From elementary calculus we know that all functions whose second derivative is $12 x$ can be obtained by performing two integrations. Integrating the given differential equation once yields

$$
\frac{d y}{d x}=6 x^{2}+c_{1}
$$

where $c_{1}$ is an arbitrary constant. Integrating again we obtain

$$
\begin{equation*}
y(x)=2 x^{3}+c_{1} x+c_{2}, \tag{1.2.2}
\end{equation*}
$$

where $c_{2}$ is another arbitrary constant. The point to notice about this solution is that it contains two arbitrary constants. Further, by assigning appropriate values to these constants, we can determine all solutions to the differential equation. We call (1.2.2) the general solution to the differential equation. In this example the given differential equation is of second-order, and the general solution contains two arbitrary constants, which arise due to the fact that two integrations are required to solve the differential equation. In the case of an $n$ th-order differential equation we might suspect that the most general form of solution that can arise would contain $n$ arbitrary constants. This is indeed the case and motivates the following definition.

## DEFINITION 1.2.8

A solution to an $n$ th-order differential equation on an interval $I$ is called the general solution on $I$ if it satisfies the following conditions:

1. The solution contains $n$ constants $c_{1}, c_{2}, \ldots, c_{n}$.
2. All solutions to the differential equation can be obtained by assigning appropriate values to the constants.

Remark Not all differential equations have a general solution. For example, consider

$$
\left(y^{\prime}\right)^{2}+(y-1)^{2}=0 .
$$

The only solution to this differential equation is $y(x)=1$, and hence the differential equation does not have a solution containing an arbitrary constant.

Example 1.2.9 Determine the general solution to the differential equation $y^{\prime \prime}=18 \cos 3 x$.
Solution: Integrating the given differential equation with respect to $x$ yields

$$
y^{\prime}=6 \sin 3 x+c_{1},
$$

where $c_{1}$ is an integration constant. Integrating this equation we obtain

$$
\begin{equation*}
y(x)=-2 \cos 3 x+c_{1} x+c_{2}, \tag{1.2.3}
\end{equation*}
$$

where $c_{2}$ is another integration constant. Consequently, all solutions to $y^{\prime \prime}=18 \cos 3 x$ are of the form (1.2.3), and therefore, according to Definition 1.2.8, this is the general solution to $y^{\prime \prime}=18 \cos 3 x$ on any interval.

As the previous example illustrates, we can, in principle, always find the general solution to a differential equation of the form

$$
\begin{equation*}
\frac{d^{n} y}{d x^{n}}=f(x) \tag{1.2.4}
\end{equation*}
$$

by performing $n$ integrations. However, if the function on the right-hand side of the differential equation is not a function of $x$ only, this procedure cannot be used. Indeed, one of the major aims of this text is to determine solution techniques for differential equations that are more complicated than Equation (1.2.4).

A solution to a differential equation is called a particular solution if it does not contain any arbitrary constants not present in the differential equation itself. One way in which particular solutions arise is by assigning specific values to the arbitrary constants occurring in the general solution to a differential equation. For example, from (1.2.3),

$$
y(x)=-2 \cos 3 x+5 x-7
$$

is a particular solution to the differential equation $d^{2} y / d x^{2}=18 \cos 3 x$ (the solution corresponding to $c_{1}=5, c_{2}=-7$ ).

## Initial-Value Problems

As discussed in the previous section, the unique specification of an applied problem requires more than just a differential equation. We must also give appropriate auxiliary conditions that characterize the problem under investigation. Of particular interest to us is the case of the initial-value problem defined for an $n$ th-order differential equation as follows.

## DEFINITION 1.2.10

An $n$ th-order differential equation together with $n$ auxiliary conditions of the form

$$
y\left(x_{0}\right)=y_{0}, \quad y^{\prime}\left(x_{0}\right)=y_{1}, \quad \ldots, \quad y^{(n-1)}\left(x_{0}\right)=y_{n-1},
$$

where $y_{0}, y_{1}, \ldots, y_{n-1}$ are constants, is called an initial-value problem.

Example 1.2.11 Solve the initial-value problem

$$
\begin{gather*}
y^{\prime \prime}=18 \cos 3 x  \tag{1.2.5}\\
y(0)=1, \quad y^{\prime}(0)=4 . \tag{1.2.6}
\end{gather*}
$$

Solution: From Example 1.2.9, the general solution to Equation (1.2.5) is

$$
\begin{equation*}
y(x)=-2 \cos 3 x+c_{1} x+c_{2} . \tag{1.2.7}
\end{equation*}
$$

We now impose the auxiliary conditions (1.2.6). Setting $x=0$ in (1.2.7) we see that

$$
y(0)=1 \quad \text { if and only if } \quad 1=-2+c_{2} .
$$

So $c_{2}=3$. Using this value for $c_{2}$ in (1.2.7) and differentiating the result yields

$$
y^{\prime}(x)=6 \sin 3 x+c_{1} .
$$

Consequently

$$
y^{\prime}(0)=4 \quad \text { if and only if } \quad 4=0+c_{1}
$$

and hence $c_{1}=4$. Thus the given auxiliary conditions pick out the particular solution to the differential equation (1.2.5) with $c_{1}=4$, and $c_{2}=3$, so that the initial-value problem has the unique solution

$$
y(x)=-2 \cos 3 x+4 x+3 .
$$

Initial-value problems play a fundamental role in the theory and applications of differential equations. In the previous example, the initial-value problem had a unique solution. More generally, suppose we have a differential equation that can be written in the normal form

$$
y^{(n)}=f\left(x, y, y^{\prime}, \ldots, y^{(n-1)}\right) .
$$

According to Definition 1.2.10, the initial-value problem for such an $n$ th-order differential equation is the following:

Statement of the Initial-Value Problem: Solve

$$
y^{(n)}=f\left(x, y, y^{\prime}, \ldots, y^{(n-1)}\right)
$$

subject to

$$
y\left(x_{0}\right)=y_{0}, \quad y^{\prime}\left(x_{0}\right)=y_{1}, \quad \ldots, \quad y^{(n-1)}\left(x_{0}\right)=y_{n-1},
$$

where $y_{0}, y_{1}, \ldots, y_{n-1}$ are constants.
It can be shown that this initial-value problem always has a unique solution provided $f$ and its partial derivatives with respect to $y, y^{\prime}, \ldots, y^{(n-1)}$, are continuous in an appropriate region. This is a fundamental result in the theory of differential equations. In Chapter 8 we will show how the following special case can be used to develop the theory for linear differential equations.

Theorem 1.2.12 Let $a_{1}, a_{2}, \ldots, a_{n}, F$ be functions that are continuous on an interval $I$. Then, for any $x_{0}$ in $I$, the initial-value problem

$$
\begin{gathered}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=F(x) \\
y\left(x_{0}\right)=y_{0}, \quad y^{\prime}\left(x_{0}\right)=y_{1}, \quad \ldots, \quad y^{(n-1)}\left(x_{0}\right)=y_{n-1}
\end{gathered}
$$

has a unique solution on $I$.
The next example, which we will refer back to on many occasions throughout the remainder of the text, illustrates the power of the preceding theorem.

Example 1.2.13 Prove that the general solution to the differential equation

$$
\begin{equation*}
y^{\prime \prime}+\omega^{2} y=0, \quad-\infty<x<\infty, \tag{1.2.8}
\end{equation*}
$$

where $\omega$ is a nonzero constant, is

$$
\begin{equation*}
y(x)=c_{1} \cos \omega x+c_{2} \sin \omega x, \tag{1.2.9}
\end{equation*}
$$

where $c_{1}, c_{2}$ are arbitrary constants.
Solution: It is a routine computation to verify that $y(x)=c_{1} \cos \omega x+c_{2} \sin \omega x$ is a solution to the differential equation (1.2.8) on $(-\infty, \infty)$. According to Definition 1.2.8 we must now establish that every solution to (1.2.8) is of the form (1.2.9). To that
end, suppose that $y=f(x)$ is any solution to (1.2.8). Then according to the preceding theorem, $y=f(x)$ is the unique solution to the initial-value problem

$$
\begin{equation*}
y^{\prime \prime}+\omega^{2} y=0, \quad y(0)=f(0), \quad y^{\prime}(0)=f^{\prime}(0) \tag{1.2.10}
\end{equation*}
$$

However, consider the function

$$
\begin{equation*}
y(x)=f(0) \cos \omega x+\frac{f^{\prime}(0)}{\omega} \sin \omega x \tag{1.2.11}
\end{equation*}
$$

This is of the form $y(x)=c_{1} \cos \omega x+c_{2} \sin \omega x$, where $c_{1}=f(0)$ and $c_{2}=\frac{f^{\prime}(0)}{\omega}$, and therefore solves the differential equation (1.2.8). Further, evaluating (1.2.11) at $x=0$ yields

$$
y(0)=f(0) \quad \text { and } \quad y^{\prime}(0)=f^{\prime}(0) .
$$

Consequently, (1.2.11) solves the initial-value problem (1.2.10). But, by assumption, $y(x)=f(x)$ solves the same initial-value problem. Due to the uniqueness of solution to this initial-value problem it follows that these two solutions must coincide. Therefore,

$$
f(x)=f(0) \cos \omega x+\frac{f^{\prime}(0)}{\omega} \sin \omega x=c_{1} \cos \omega x+c_{2} \sin \omega x
$$

Since $f(x)$ was an arbitrary solution to the differential equation (1.2.8) we can conclude that every solution to (1.2.8) is of the form

$$
y(x)=c_{1} \cos \omega x+c_{2} \sin \omega x
$$

and therefore this is the general solution on $(-\infty, \infty)$.
For the remainder of this chapter, we will focus our attention primarily on first-order differential equations and some of their elementary applications. We will investigate such differential equations qualitatively, analytically, and numerically.

## Exercises for 1.2

## Key Terms

Linear differential equation, Nonlinear differential equation, General solution to a differential equation, Particular solution to a differential equation, Initial-value problem.

## Skills

- Be able to determine whether a given differential equation is linear or nonlinear.
- Be able to determine whether or not a given function $y(x)$ is a particular solution to a given differential equation.
- Be able to determine whether or not a given implicit relation defines a particular solution to a given differential equation.
- Be able to find the general solution to differential equations of the form $y^{(n)}=f(x)$ via $n$ integrations.
- Be able to use initial conditions to find the solution to an initial-value problem.


## True-False Review

For items (a)-(e), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The general solution to a third-order differential equation must contain three constants.
(b) An initial-value problem always has a unique solution if the functions and partial derivatives involved are continuous.
(c) The general solution to $y^{\prime \prime}+y=0$ is $y(x)=$ $c_{1} \cos x+5 c_{2} \cos x$.
(d) The general solution to $y^{\prime \prime}+y=0$ is $y(x)=$ $c_{1} \cos x+5 c_{1} \sin x$.
(e) The general solution to a differential equation of the form $y^{(n)}=F(x)$ can be obtained by $n$ consecutive integrations of the function $F(x)$.

## Problems

For Problems 1-6, determine whether the differential equation is linear or nonlinear.

1. $\frac{d^{2} y}{d x^{2}}+e^{x} \frac{d y}{d x}=x^{2}$.
2. $\frac{d^{3} y}{d x^{3}}+4 \frac{d^{2} y}{d x^{2}}+\sin x \frac{d y}{d x}=x y^{2}+\tan x$.
3. $y y^{\prime \prime}+x\left(y^{\prime}\right)-y=4 x \ln x$.
4. $\sin x \cdot y^{\prime \prime}+y^{\prime}-\tan y=\cos x$.
5. $\frac{d^{4} y}{d x^{4}}+3 \frac{d^{2} y}{d x^{2}}=x$.
6. $\sqrt{x} y^{\prime \prime}+\frac{1}{y^{\prime}} \ln x=3 x^{3}$.

For Problems 7-21, verify that the given function is a solution to the given differential equation ( $c_{1}$ and $c_{2}$ are arbitrary constants), and state the maximum interval over which the solution is valid.
7. $y(x)=c_{1} e^{-5 x}+c_{2} e^{5 x}, \quad y^{\prime \prime}-25 y=0$.
8. $y(x)=c_{1} \cos 2 x+c_{2} \sin 2 x, \quad y^{\prime \prime}+4 y=0$.
9. $y(x)=c_{1} e^{x}+c_{2} e^{-2 x}, \quad y^{\prime \prime}+y^{\prime}-2 y=0$.
10. $y(x)=\frac{1}{x+4}, \quad y^{\prime}=-y^{2}$.
11. $y(x)=c_{1} x^{1 / 2}, \quad y^{\prime}=\frac{y}{2 x}$.
12. $y(x)=e^{-x} \sin 2 x, \quad y^{\prime \prime}+2 y^{\prime}+5 y=0$.
13. $y(x)=c_{1} \cosh 3 x+c_{2} \sinh 3 x, \quad y^{\prime \prime}-9 y=0$.
14. $y(x)=c_{1} x^{-3}+c_{2} x^{-1}, \quad x^{2} y^{\prime \prime}+5 x y^{\prime}+3 y=0$.
15. $y(x)=c_{1} x^{2} \ln x, \quad x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=0$.
16. $y(x)=c_{1} x^{2} \cos (3 \ln x), \quad x^{2} y^{\prime \prime}-3 x y^{\prime}+13 y=0$.
17. $y(x)=c_{1} x^{1 / 2}+3 x^{2}, \quad 2 x^{2} y^{\prime \prime}-x y^{\prime}+y=9 x^{2}$.
18. $y(x)=c_{1} x^{2}+c_{2} x^{3}-x^{2} \sin x$,
$x^{2} y^{\prime \prime}-4 x y^{\prime}+6 y=x^{4} \sin x$.
19. $y(x)=c_{1} e^{a x}+c_{2} e^{b x}, \quad y^{\prime \prime}-(a+b) y^{\prime}+a b y=0$, where $a$ and $b$ are constants and $a \neq b$.
20. $y(x)=e^{a x}\left(c_{1}+c_{2} x\right), \quad y^{\prime \prime}-2 a y^{\prime}+a^{2} y=0$, where $a$ is a constant.
21. $y(x)=e^{a x}\left(c_{1} \cos b x+c_{2} \sin b x\right)$,
$y^{\prime \prime}-2 a y^{\prime}+\left(a^{2}+b^{2}\right) y=0$, where $a$ and $b$ are constants.

For Problems 22-25, determine all values of the constant $r$ such that the given function solves the given differential equation.
22. $y(x)=e^{r x}, \quad y^{\prime \prime}-y^{\prime}-6 y=0$.
23. $y(x)=e^{r x}, \quad y^{\prime \prime}+6 y^{\prime}+9 y=0$.
24. $y(x)=x^{r}, \quad x^{2} y^{\prime \prime}+x y^{\prime}-y=0$.
25. $y(x)=x^{r}, \quad x^{2} y^{\prime \prime}+5 x y^{\prime}+4 y=0$.
26. When $N$ is a positive integer, the Legendre equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+N(N+1) y=0
$$

with $-1<x<1$, has a solution that is a polynomial of degree $N$. Show by substitution into the differential equation that in the case $N=3$ such a solution is

$$
y(x)=\frac{1}{2} x\left(5 x^{2}-3\right)
$$

27. Determine a solution to the differential equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-x y^{\prime}+4 y=0
$$

of the form $y(x)=a_{0}+a_{1} x+a_{2} x^{2}$ satisfying the normalization condition $y(1)=1$.

For Problems 28-32, show that the given relation defines an implicit solution to the given differential equation, where $c$ is an arbitrary constant.
28. $x \sin y-e^{x}=c, \quad y^{\prime}=\frac{e^{x}-\sin y}{x \cos y}$.
29. $x y^{2}+2 y-x=c, \quad y^{\prime}=\frac{1-y^{2}}{2(1+x y)}$.
30. $e^{x y}-x=c, \quad y^{\prime}=\frac{1-y e^{x y}}{x e^{x y}}$.

Determine the solution with $y(1)=0$.
31. $e^{y / x}+x y^{2}-x=c, \quad y^{\prime}=\frac{x^{2}\left(1-y^{2}\right)+y e^{y / x}}{x\left(e^{y / x}+2 x^{2} y\right)}$.
32. $x^{2} y^{2}-\sin x=c, \quad y^{\prime}=\frac{\cos x-2 x y^{2}}{2 x^{2} y}$. Determine the explicit solution that satisfies $y(\pi)=1 / \pi$.

For Problems 33-36, find the general solution to the given differential equation and the maximum interval on which the solution is valid.
33. $y^{\prime}=\sin x$.
34. $y^{\prime}=x^{-2 / 3}$.
35. $y^{\prime \prime}=x e^{x}$.
36. $y^{\prime \prime}=x^{n}, n$ an integer.

For Problems 37-40, solve the given initial-value problem.
37. $y^{\prime}=x^{2} \ln x, \quad y(1)=2$.
38. $y^{\prime \prime}=\cos x, \quad y(0)=2, \quad y^{\prime}(0)=1$.
39. $y^{\prime \prime \prime}=6 x, \quad y(0)=1, \quad y^{\prime}(0)=-1, \quad y^{\prime \prime}(0)=4$.
40. $y^{\prime \prime}=x e^{x}, \quad y(0)=3, \quad y^{\prime}(0)=4$.
41. Prove that the general solution to $y^{\prime \prime}-y=0$ on any interval $I$ is $y(x)=c_{1} e^{x}+c_{2} e^{-x}$.

A second-order differential equation together with two auxiliary conditions imposed at different values of the independent variable is called a boundary-value problem. For Problems 42-43, solve the given boundary-value problem.
42. $y^{\prime \prime}=e^{-x}, \quad y(0)=1, \quad y(1)=0$.
43. $y^{\prime \prime}=-2(3+2 \ln x), \quad y(1)=y(e)=0$.
44. The differential equation $y^{\prime \prime}+y=0$ has the general solution $y(x)=c_{1} \cos x+c_{2} \sin x$.
(a) Show that the boundary-value problem $y^{\prime \prime}+y=$ $0, \quad y(0)=0, \quad y(\pi)=1$ has no solutions.
(b) Show that the boundary-value problem $y^{\prime \prime}+y=$ $0, y(0)=0, \quad y(\pi)=0$ has an infinite number of solutions.

For Problems 45-50, verify that the given function is a solution to the given differential equation. In these problems, $c_{1}$ and $c_{2}$ are arbitrary constants.
45. $\diamond y(x)=c_{1} e^{2 x}+c_{2} e^{-3 x}, y^{\prime \prime}+y^{\prime}-6 y=0$.
46. $\diamond y(x)=c_{1} x^{4}+c_{2} x^{-2}, x^{2} y^{\prime \prime}-x y^{\prime}-8 y=0, x>0$.
47. $\diamond y(x)=c_{1} x^{2}+c_{2} x^{2} \ln x+\frac{1}{6} x^{2}(\ln x)^{3}$, $x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=x^{2} \ln x, \quad x>0$.
48. $\diamond y(x)=x^{a}\left[c_{1} \cos (b \ln x)+c_{2} \sin (b \ln x)\right]$, $x^{2} y^{\prime \prime}+(1-2 a) x y^{\prime}+\left(a^{2}+b^{2}\right) y=0, x>0$, where $a$ and $b$ are arbitrary constants.
49. $\diamond y(x)=c_{1} e^{x}+c_{2} e^{-x}\left(1+2 x+2 x^{2}\right)$, $x y^{\prime \prime}-2 y^{\prime}+(2-x) y=0, \quad x>0$.
50. $\diamond y(x)=\sum_{k=0}^{10} \frac{1}{k!} x^{k}, x y^{\prime \prime}-(x+10) y^{\prime}+10 y=0$, $x>0$.
51. $\diamond$
(a) Derive the polynomial of degree five that satisfies both the Legendre equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+30 y=0
$$

and the normalization condition $y(1)=1$.
(b) $\diamond$ Sketch your solution from (a) and determine approximations to all zeros and local maxima and local minima on the interval $(-1,1)$.
52. $\diamond$ One solution to the Bessel equation of (nonnegative) integer order $N$

$$
x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-N^{2}\right) y=0
$$

is

$$
y(x)=J_{N}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!(N+k)!}\left(\frac{x}{2}\right)^{2 k+N}
$$

(a) Write the first three terms of $J_{0}(x)$.
(b) Let $J(0, x, m)$ denote the $m$ th partial sum

$$
J(0, x, m)=\sum_{k=0}^{m} \frac{(-1)^{k}}{(k!)^{2}}\left(\frac{x}{2}\right)^{2 k}
$$

Plot $J(0, x, 4)$ and use your plot to approximate the first positive zero of $J_{0}(x)$. Compare your value against a tabulated value or one generated by a computer algebra system.
(c) Plot $J_{0}(x)$ and $J(0, x, 4)$ on the same axes over the interval $[0,2]$. How well do they compare?
(d) If your system has built-in Bessel functions, plot $J_{0}(x)$ and $J(0, x, m)$ on the same axes over the interval $[0,10]$ for various values of $m$. What is the smallest value of $m$ that gives an accurate approximation to the first three positive zeros of $J_{0}(x)$ ?

### 1.3 The Geometry of First-Order Differential Equations

The primary aim of this chapter is to study the first-order differential equation

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y), \tag{1.3.1}
\end{equation*}
$$

where $f(x, y)$ is a given function of $x$ and $y$. In this section we focus our attention mainly on the geometric aspects of the differential equation and its solutions. The graph of any solution to the differential equation (1.3.1) is called a solution curve. If we recall the geometric interpretation of the derivative $d y / d x$ as giving the slope of the tangent line at any point on the curve with equation $y=y(x)$, we see that the function $f(x, y)$ in (1.3.1) gives the slope of the tangent line to the solution curve passing through the point $(x, y)$. Consequently when we solve Equation (1.3.1), we are finding all curves whose slope at the point $(x, y)$ is given by the function $f(x, y)$. According to our definition in the previous section, the general solution to the differential equation (1.3.1) will involve one arbitrary constant, and therefore, geometrically, the general solution gives a family of solution curves in the $x y$-plane, one solution curve corresponding to each value of the arbitrary constant.

Example 1.3.1 Find the general solution to the differential equation $d y / d x=2 x$, and sketch the corresponding solution curves.

Solution: The differential equation can be integrated directly to obtain $y(x)=x^{2}+c$. Consequently the solution curves are a family of parabolas in the $x y$-plane. This is illustrated in Figure 1.3.1.


Figure 1.3.1: Some solution curves for the differential equation $\frac{d y}{d x}=2 x$.

Figure 1.3.2 gives a Mathematica plot of some solution curves to the differential equation

$$
\frac{d y}{d x}=y-x^{2} .
$$

This illustrates that generally the solution curves of a differential equation are quite complicated. Upon completion of the material in this section, the reader will be able to obtain Figure 1.3.2 without the necessity of a computer algebra system.


Figure 1.3.2: Some solution curves for the differential equation $\frac{d y}{d x}=y-x^{2}$.

## Existence and Uniqueness of Solutions

It is useful for the further analysis of the differential equation (1.3.1) to at this point give a brief discussion of the existence and uniqueness of solutions to the corresponding initial-value problem

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y), \quad y\left(x_{0}\right)=y_{0} \tag{1.3.2}
\end{equation*}
$$

Geometrically, we are interested in finding the particular solution curve to the differential equation that passes through the point in the $x y$-plane with coordinates $\left(x_{0}, y_{0}\right)$. The following questions arise regarding the initial-value problem:

1. Existence: Does the initial-value problem have any solutions?
2. Uniqueness: If the answer to (1) is yes, does the initial-value problem have only one solution?

Certainly in the case of an applied problem we would be interested only in initial-value problems that have precisely one solution. The following theorem establishes conditions on $f$ that guarantee the existence and uniqueness of a solution to the initial-value problem (1.3.2).

## Theorem 1.3.2 (Existence and Uniqueness Theorem)

Let $f(x, y)$ be a function that is continuous on the rectangle

$$
R=\{(x, y): a \leq x \leq b, c \leq y \leq d\}
$$

Suppose further that $\frac{\partial f}{\partial y}$ is continuous in $R$. Then for any interior point $\left(x_{0}, y_{0}\right)$ in the rectangle $R$, there exists an interval $I$ containing $x_{0}$ such that the initial-value problem (1.3.2) has a unique solution for $x$ in $I$.

Proof A complete proof of this theorem can be found, for example, in G.F. Simmons, Differential Equations, McGraw-Hill, 1972. Figure 1.3.3 gives a geometric illustration of the result.

Remark From a geometric viewpoint, if $f(x, y)$ satisfies the hypotheses of the existence and uniqueness theorem in a region $R$ of the $x y$-plane, then throughout that region the solution curves of the differential equation $d y / d x=f(x, y)$ cannot intersect. For if


Figure 1.3.3: Illustration of the existence and uniqueness theorem for first-order differential equations.
two solution curves did intersect at $\left(x_{0}, y_{0}\right)$ in $R$, then that would imply that there was more than one solution to the initial-value problem

$$
\frac{d y}{d x}=f(x, y), \quad y\left(x_{0}\right)=y_{0}
$$

which would contradict the existence and uniqueness theorem.
The following example illustrates how the preceding theorem can be used to establish the existence of a unique solution to a differential equation, even though at present we do not know how to determine the solution.

Example 1.3.3 Prove that the initial-value problem

$$
\frac{d y}{d x}=3 x y^{1 / 3}, \quad y(0)=a
$$

has a unique solution whenever $a \neq 0$.
Solution: In this case the initial point is $x_{0}=0, y_{0}=a$, and $f(x, y)=3 x y^{1 / 3}$. Hence, $\partial f / \partial y=x y^{-2 / 3}$. Consequently, $f$ is continuous at all points in the $x y$-plane, whereas $\partial f / \partial y$ is continuous at all points not lying on the $x$-axis $(y \neq 0)$. Provided $a \neq 0$, we can certainly draw a rectangle containing $(0, a)$ that does not intersect the $x$-axis. (See Figure 1.3.4.) In any such rectangle the hypotheses of the existence and uniqueness theorem are satisfied, and therefore the initial-value problem does indeed have a unique solution.


Figure 1.3.4: The initial-value problem in Example 1.3.3 satisfies the hypotheses of the existence and uniqueness theorem in the small rectangle, but not in the large rectangle.

Example 1.3.4 Discuss the existence and uniqueness of solutions to the initial-value problem

$$
\frac{d y}{d x}=3 x y^{1 / 3}, \quad y(0)=0 .
$$

Solution: The differential equation is the same as in the previous example, but the initial condition is imposed on the $x$-axis. Since $\partial f / \partial y=x y^{-2 / 3}$ is not continuous along the $x$-axis there is no rectangle containing $(0,0)$ in which the hypotheses of the existence and uniqueness theorem are satisfied. We can therefore draw no conclusion from the theorem itself. We leave it as an exercise to verify by direct substitution that the given initial-value problem does in fact have the following two solutions:

$$
y(x)=0 \quad \text { and } \quad y(x)=x^{3} .
$$

Consequently, in this case the initial-value problem does not have a unique solution.

## Slope Fields

We now return to our discussion of the geometry of solutions to the differential equation

$$
\frac{d y}{d x}=f(x, y) .
$$

The fact that the function $f(x, y)$ gives the slope of the tangent line to the solution curves of this differential equation leads to a simple and important idea for determining the overall shape of the solution curves. We compute the value of $f(x, y)$ at several points and draw through each of the corresponding points in the $x y$-plane small line segments having $f(x, y)$ as their slopes. The resulting sketch is called the slope field for the differential equation. The key point is that each solution curve must be tangent to the line segments that we have drawn, and therefore by studying the slope field we can obtain the general shape of the solution curves.

| $\boldsymbol{x}$ | Slope $=\mathbf{2 ~}^{\mathbf{2}}$ |
| :---: | :---: |
| 0 | 0 |
| $\pm 0.2$ | 0.08 |
| $\pm 0.4$ | 0.32 |
| $\pm 0.6$ | 0.72 |
| $\pm 0.8$ | 1.28 |
| $\pm 1.0$ | 2 |

Table 1.3.1: Values of the slope for the differential equation in Example 1.3.5.

Example 1.3.5 Sketch the slope field for the differential equation $\frac{d y}{d x}=2 x^{2}$.
Solution: The slope of the solution curves to the differential equation at each point in the $x y$-plane depends on $x$ only. Consequently, the slopes of the solution curves will be the same at every point on any line parallel to the $y$-axis (on such a line, $x$ is constant). Table 1.3.1 contains the values of the slope of the solution curves at various points in the interval $[-1,1]$.

Using this information we obtain the slope field shown in Figure 1.3.5. In this example, we can integrate the differential equation to obtain the general solution

$$
y(x)=\frac{2}{3} x^{3}+c .
$$

Some solution curves and their relation to the slope field are also shown in Figure 1.3.5.

In the previous example, the slope field could be obtained fairly easily due to the fact that the slope of the solution curves to the differential equation were constant on lines parallel to the $y$-axis. For more complicated differential equations, further analysis is generally required if we wish to obtain an accurate plot of the slope field and the behavior of the corresponding solution curves. Below we have listed three useful procedures.


Figure 1.3.5: Slope field and some representative solution curves for the differential equation $\frac{d y}{d x}=2 x^{2}$.

1. Isoclines: For the differential equation

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y) \tag{1.3.3}
\end{equation*}
$$

the function $f(x, y)$ determines the regions in the $x y$-plane where the slope of the solution curves is positive, as well as those regions where it is negative. Furthermore, each solution curve will have the same slope $k$ along the family of curves

$$
f(x, y)=k
$$

These curves are called the isoclines of the differential equation, and they can be very useful in determining slope fields. When sketching a slope field we often start by drawing several isoclines and the corresponding line segments with slope $k$ at various points along them.
2. Equilibrium Solutions: Any solution to the differential equation (1.3.3) of the form $y(x)=y_{0}$ where $y_{0}$ is a constant is called an equilibrium solution to the differential equation. The corresponding solution curve is a line parallel to the $x$ axis. From Equation (1.3.3), equilibrium solutions are given by any constant values of $y$ for which $f(x, y)=0$, and therefore can often be obtained by inspection. For example, the differential equation

$$
\frac{d y}{d x}=(y-x)(y+1)
$$

has the equilibrium solution $y(x)=-1$. One of the reasons that equilibrium solutions are useful in sketching slope fields and determining the general behavior of the full family of solution curves is that, from the existence and uniqueness theorem, we know that no other solution curves can intersect the solution curve corresponding to an equilibrium solution. Consequently, equilibrium solutions serve to divide the $x y$-plane into different regions.
3. Concavity Changes: By differentiating Equation (1.3.3) (implicitly) with respect to $x$ we can obtain an expression for $d^{2} y / d x^{2}$ in terms of $x$ and $y$. This can be useful in determining the behavior of the concavity of the solution curves to the differential equation (1.3.3).

The remaining examples illustrate the application of the foregoing procedures.
Example 1.3.6 Sketch the slope field and some approximate solution curves for the differential equation

$$
\begin{equation*}
\frac{d y}{d x}=y(2-y) \tag{1.3.4}
\end{equation*}
$$

Solution: We first note that the given differential equation has the two equilibrium solutions

$$
y(x)=0 \quad \text { and } \quad y(x)=2 .
$$

Consequently, from Theorem 1.3.2, the $x y$-plane can be divided into the three distinct regions $y<0,0<y<2$, and $y>2$. From Equation (1.3.4) the behavior of the sign of the slope of the solution curves in each of these regions is given in the following schematic.

The isoclines are determined from

$$
y(2-y)=k .
$$

That is,

$$
y^{2}-2 y+k=0,
$$

so that the solution curves have slope $k$ at all points of intersection with the horizontal lines

$$
\begin{equation*}
y=1 \pm \sqrt{1-k} . \tag{1.3.5}
\end{equation*}
$$

Table 1.3.2 contains some of the isocline equations. Note from Equation (1.3.5) that the largest possible positive slope is $k=1$. We see that the slope of the solution curves quickly become very large and negative for $y$ outside the interval [0, 2]. Finally, differentiating Equation (1.3.4) implicitly with respect to $x$ yields

$$
\frac{d^{2} y}{d x^{2}}=2 \frac{d y}{d x}-2 y \frac{d y}{d x}=2(1-y) \frac{d y}{d x}=2 y(1-y)(2-y) .
$$

| Slope of <br> Solution Curves | Equation of <br> Isocline |
| :--- | :--- |
| $k=1$ | $y=1$ |
| $k=0$ | $y=2$ and $y=0$ |
| $k=-1$ | $y=1 \pm \sqrt{2}$ |
| $k=-2$ | $y=1 \pm \sqrt{3}$ |
| $k=-3$ | $y=3$ and $y=-1$ |
| $k=-n, n \geq 1$ | $y=1 \pm \sqrt{n+1}$ |

Table 1.3.2: Slope and isocline information for the differential equation in Example 1.3.6.

The sign of $d^{2} y / d x^{2}$ is given in the following schematic.



Figure 1.3.6: Hand-drawn slope field, isoclines, and some solution curves for the differential equation $\frac{d y}{d x}=y(2-y)$.

Using this information leads to the slope field sketched in Figure 1.3.6. We have also included some approximate solution curves. We see from the slope field that for any initial condition $y\left(x_{0}\right)=y_{0}$, with $0 \leq y_{0} \leq 2$, the corresponding unique solution to the differential equation will be bounded. In contrast, if $y_{0}>2$, the slope field suggests that all corresponding solutions approach $y=2$ as $x \rightarrow \infty$, whereas if $y_{0}<0$, then all corresponding solutions approach $y=0$ as $x \rightarrow-\infty$. Furthermore, the behavior of the slope field also suggests that the solution curves that do not lie in the region $0<y<2$ may diverge at finite values of $x$. We leave it as an exercise to verify (by substitution into Equation (1.3.4)) that for all values of the constant $c$,

$$
y(x)=\frac{2 c e^{2 x}}{c e^{2 x}-1}
$$

is a solution to the given differential equation. We see that any initial condition that yields a positive value for $c$ will indeed lead to a solution that has a vertical asymptote at $x=\frac{1}{2} \ln (1 / c)$.

Example 1.3.7 Sketch the slope field for the differential equation

$$
\begin{equation*}
\frac{d y}{d x}=y-x \tag{1.3.6}
\end{equation*}
$$

Solution: By inspection we see that the differential equation has no equilibrium solutions. The isoclines of the differential equation are the family of straight lines $y-x=$ $k$. Thus each solution curve of the differential equation has slope $k$ at all points along the line $y-x=k$. Table 1.3.3 contains several values for the slopes of the solution curves, and the equations of the corresponding isoclines. We note that the slope at all points along the isocline $y=x+1$ is unity, which, from Table 1.3.3, coincides with the slope of any solution curve that meets it. This implies that the isocline must in fact coincide with a solution curve. Hence, one solution to the differential equation (1.3.6) is $y(x)=x+1$ and, by the existence and uniqueness theorem, no other solution curve can intersect this one.

| Slope of <br> Solution Curves | Equation of <br> Isocline |
| :--- | :--- |
| $k=-2$ | $y=x-2$ |
| $k=-1$ | $y=x-1$ |
| $k=0$ | $y=x$ |
| $k=1$ | $y=x+1$ |
| $k=2$ | $y=x+2$ |

Table 1.3.3: Slope and isocline information for the differential equation in Example 1.3.7.

In order to determine the behavior of the concavity of the solution curves, we differentiate the given differential equation implicitly with respect to $x$ to obtain

$$
\frac{d^{2} y}{d x^{2}}=\frac{d y}{d x}-1=y-x-1
$$

where we have used (1.3.6) to substitute for $d y / d x$ in the second step. We see that the solution curves are concave up $\left(y^{\prime \prime}>0\right)$ at all points above the line

$$
\begin{equation*}
y=x+1 \tag{1.3.7}
\end{equation*}
$$

and concave down $\left(y^{\prime \prime}<0\right)$ at all points beneath this line. We also note that Equation (1.3.7) coincides with the particular solution already identified. Putting all of this information together we obtain the slope field sketched in Figure 1.3.7.


Figure 1.3.7: Hand-drawn slope field, isoclines, and some approximate solution curves for the differential equation in Example 1.3.7.

## Generating Slope Fields Using Technology

Many computer algebra systems (CAS) and graphing calculators have built-in programs to generate slope fields. As an example, in the CAS Maple the command

$$
\operatorname{diffeq}:=\operatorname{diff}(y(x), x)=y(x)-x
$$

assigns the name diffeq to the differential equation considered in the previous example. The further command

$$
\text { DEplot(diffeq, } y(x), x=-3 . .3, y=-3 . .3 \text {, arrows=line); }
$$

then produces a sketch of the slope field for the differential equation on the square $-3 \leq x \leq 3,-3 \leq y \leq 3$. Initial conditions such as $y(0)=0, y(0)=1$,


Figure 1.3.8: Maple plot of the slope field and some approximate solution curves for the differential equation in Example 1.3.7.
$y(0)=2, y(0)=-1$ can be specified using the command

$$
\text { IC }:=\{[0,0],[0,1],[0,2],[0,-1]\} ;
$$

Then the command

DEplot(diffeq, $y(x), x=-3.3$, IC, $y=-3 . .3$, arrows=line);
not only plots the slope field, but also gives a numerical approximation to each of the solution curves satisfying the specified initial conditions. Some of the methods that can be used to generate such numerical approximations will be discussed in Section 1.10. The preceding sequence of Maple commands was used to generate the Maple plot given in Figure 1.3.8. Clearly the generation of slope fields and approximate solution curves is one area where technology can be extremely helpful.

## Exercises for 1.3

## Key Terms

Solution curve, Existence and Uniqueness Theorem, Slope field, Isocline, Equilibrium solution.

## Skills

- Be able to find isoclines for a differential equation $\frac{d y}{d x}=f(x, y)$.
- Be able to determine equilibrium solutions for a differential equation $\frac{d y}{d x}=f(x, y)$.
- Be able to sketch the slope field for a differential equation, using isoclines, equilibrium solutions, and concavity changes.
- Be able to sketch solution curves to a differential equation.
- Be able to apply the Existence and Uniqueness Theorem to find unique solutions to initial-value problems.


## True-False Review

For items (a)-(g), decide if the given statement is true or false, and give a brief justification for your answer. If true,
you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $f(x, y)$ satisfies the hypotheses of the Existence and Uniqueness Theorem in a region $R$ of the $x y$ plane, then the solution curves to a differential equation $\frac{d y}{d x}=f(x, y)$ cannot intersect in $R$.
(b) Every differential equation $\frac{d y}{d x}=f(x, y)$ has at least one equilibrium solution.
(c) The differential equation $\frac{d y}{d x}=x\left(y^{2}-4\right)$ has no equilibrium solutions.
(d) The circle $x^{2}+y^{2}=4$ is an isocline for the differential equation $\frac{d y}{d x}=x^{2}+y^{2}$.
(e) The equilibrium solutions of a differential equation are always parallel to one another.
(f) The isoclines for the differential equation $\frac{d y}{d x}=$ $\frac{x^{2}+y^{2}}{2 y}$ are the family of circles $x^{2}+(y-k)^{2}=k^{2}$.
(g) No solution to the differential equation $\frac{d y}{d x}=f(x, y)$ can intersect with equilibrium solutions of the differential equation.

## Problems

For Problems $1-8$, determine the differential equation giving the slope of the tangent line at the point $(x, y)$ for the given family of curves.

1. $y=c e^{2 x}$.
2. $y=e^{c x}$.
3. $y=c x^{2}$.
4. $y=c / x$.
5. $y^{2}=c x$.
6. $x^{2}+y^{2}=2 c x$.
7. $(x-c)^{2}+(y-c)^{2}=2 c^{2}$.
8. $2 c y=x^{2}-c^{2}$.

For Problems 9-12, verify that the given function (or relation) defines a solution to the given differential equation and sketch some of the solution curves. If an initial condition is given, label the solution curve corresponding to the resulting unique solution. (In these problems, $c$ denotes an arbitrary constant.)
9. $x^{2}+y^{2}=c, \quad y^{\prime}=-x / y$.
10. $y=c x^{3}, \quad y^{\prime}=3 y / x, \quad y(2)=8$.
11. $y^{2}=c x, \quad 2 x d y-y d x=0, \quad y(1)=2$.
12. $(x-c)^{2}+y^{2}=c^{2}, \quad y^{\prime}=\frac{y^{2}-x^{2}}{2 x y}, \quad y(2)=2$.
13. Prove that the initial-value problem

$$
y^{\prime}=x \sin (x+y), \quad y(0)=1
$$

has a unique solution.
14. Use the existence and uniqueness theorem to prove that $y(x)=3$ is the only solution to the initial-value problem

$$
y^{\prime}=\frac{x}{x^{2}+1}\left(y^{2}-9\right), \quad y(0)=3
$$

15. Do you think that the initial-value problem

$$
y^{\prime}=x y^{1 / 2}, \quad y(0)=0
$$

has a unique solution? Justify your answer.
16. Even simple looking differential equations can have complicated solution curves. In this problem, we study the solution curves of the differential equation

$$
\begin{equation*}
y^{\prime}=-2 x y^{2} \tag{1.3.8}
\end{equation*}
$$

(a) Verify that the hypotheses of the existence and uniqueness theorem (Theorem 1.3.2) are satisfied for the initial-value problem

$$
y^{\prime}=-2 x y^{2}, \quad y\left(x_{0}\right)=y_{0}
$$

for every $\left(x_{0}, y_{0}\right)$. This establishes that the initialvalue problem always has a unique solution on some interval containing $x_{0}$.
(b) Verify that for all values of the constant $c, y(x)=$ $\frac{1}{\left(x^{2}+c\right)}$ is a solution to (1.3.8).
(c) Use the solution to (1.3.8) given in (b) to solve the following initial-value problem. For each case, sketch the corresponding solution curve, and state the maximum interval on which your solution is valid.
(i) $y^{\prime}=-2 x y^{2}, \quad y(0)=1$.
(ii) $y^{\prime}=-2 x y^{2}, \quad y(1)=1$.
(iii) $y^{\prime}=-2 x y^{2}, \quad y(0)=-1$.
(d) What is the unique solution to the initial-value problem

$$
y^{\prime}=-2 x y^{2}, \quad y(0)=0 ?
$$

17. Consider the initial-value problem:

$$
y^{\prime}=y(y-1), \quad y\left(x_{0}\right)=y_{0}
$$

(a) Verify that the hypotheses of the existence and uniqueness theorem are satisfied for this initialvalue problem for any $x_{0}, y_{0}$. This establishes that the initial-value problem always has a unique solution on some interval containing $x_{0}$.
(b) By inspection, determine all equilibrium solutions to the differential equation.
(c) Determine the regions in the $x y$-plane where the solution curves are concave up, and determine those regions where they are concave down.
(d) Sketch the slope field for the differential equation, and determine all values of $y_{0}$ for which the initial-value problem has bounded solutions. On your slope field, sketch representative solution curves in the three cases $y_{0}<0,0<y_{0}<1$, and $y_{0}>1$.

For Problems 18-21:
(a) Determine all equilibrium solutions.
(b) Determine the regions in the $x y$-plane where the solutions are increasing, and determine those regions where they are decreasing.
(c) Determine the regions in the $x y$-plane where the solution curves are concave up, and determine those regions where they are concave down.
(d) Sketch representative solution curves in each region of the $x y$-plane identified in (c).
18. $y^{\prime}=(y+2)(y-1)$.
19. $y^{\prime}=(y-2)^{2}$.
20. $y^{\prime}=y^{2}(y-1)$.
21. $y^{\prime}=y(y-1)(y+1)$.

For Problems 22-29, sketch the slope field and some representative solution curves for the given differential equation.
22. $y^{\prime}=4 x$.
23. $y^{\prime}=1 / x$.
24. $y^{\prime}=x+y$.
25. $y^{\prime}=x / y$.
26. $y^{\prime}=-4 x / y$.
27. $y^{\prime}=x^{2} y$.
28. $y^{\prime}=x^{2} \cos y$.
29. $y^{\prime}=x^{2}+y^{2}$.
30. According to Newton's law of cooling (see Section 1.1), the temperature of an object at time $t$ is governed by the differential equation

$$
\frac{d T}{d t}=-k\left(T-T_{m}\right)
$$

where $T_{m}$ is the temperature of the surrounding medium, and $k$ is a constant. Consider the case when $T_{m}=70$ and $k=1 / 80$. Sketch the corresponding slope field and some representative solution curves. What happens to the temperature of the object as $t \rightarrow \infty$. Note that this result is independent of the initial temperature of the object.

For Problems 31-36, determine the slope field and some representative solution curves for the given differential equation.
31. $\diamond y^{\prime}=-2 x y$.
32. $\diamond y^{\prime}=\frac{x \sin x}{1+y^{2}}$.
33. $\diamond y^{\prime}=3 x-y$.
34. $\diamond y^{\prime}=2 x^{2} \sin y$.
35. $\diamond y^{\prime}=\frac{2+y^{2}}{3+0.5 x^{2}}$.
36. $\diamond y^{\prime}=\frac{1-y^{2}}{2+0.5 x^{2}}$.
37. $\diamond$
(a) Determine the slope field for the differential equation

$$
y^{\prime}=x^{-1}(3 \sin x-y)
$$

on the interval $(0,10]$.
(b) Plot the solution curves corresponding to each of the following initial conditions:

$$
\begin{aligned}
& y(0.5)=0, \quad y(1)=-1, \\
& y(1)=2, \quad y(3)=0 .
\end{aligned}
$$

What do you conclude about the behavior as $x \rightarrow 0^{+}$of solutions to the differential equation?
(c) Plot the solution curve corresponding to the initial condition $y(\pi / 2)=6 / \pi$. How does this fit in with your answer to part (b)?
(d) Describe the behavior of the solution curves for large positive $x$.
38. $\diamond$ Consider the family of curves $y=k x^{2}$, where $k$ is a constant.
(a) Show that the differential equation of the family of orthogonal trajectories is

$$
\frac{d y}{d x}=-\frac{x}{2 y}
$$

(b) On the same axes sketch the slope field for the preceding differential equation and several members of the given family of curves. Describe the family of orthogonal trajectories.
39. $\diamond$ Consider the differential equation

$$
\frac{d i}{d t}+a i=b
$$

where $a$ and $b$ are constants. By drawing the slope fields corresponding to various values of $a$ and $b$, formulate a conjecture regarding the value of

$$
\lim _{t \rightarrow \infty} i(t)
$$

### 1.4 Separable Differential Equations

In the previous section we analyzed first-order differential equations using qualitative techniques. We now begin an analytical study of these differential equations by developing some solution techniques that enable us to determine the exact solution to certain types of differential equations. The simplest differential equations for which a solution technique can be obtained are the so-called separable equations, which are defined as follows:

## DEFINITION 1.4.1

A first-order differential equation is called separable if it can be written in the form

$$
\begin{equation*}
p(y) \frac{d y}{d x}=q(x) \tag{1.4.1}
\end{equation*}
$$

The solution technique for a separable differential equation is given in Theorem 1.4.2.

Theorem 1.4.2 If $p(y)$ and $q(x)$ are continuous, then Equation (1.4.1) has the general solution

$$
\begin{equation*}
\int p(y) d y=\int q(x) d x+c \tag{1.4.2}
\end{equation*}
$$

where $c$ is an arbitrary constant.

Proof We use the chain rule for derivatives to rewrite Equation (1.4.1) in the equivalent form

$$
\frac{d}{d x}\left(\int p(y) d y\right)=q(x)
$$

Integrating both sides of this equation with respect to $x$ yields Equation (1.4.2).

Remark In differential form, Equation (1.4.1) can be written as

$$
p(y) d y=q(x) d x
$$

and the general solution (1.4.2) is obtained by integrating the left-hand side with respect to $y$ and the right-hand side with respect to $x$. This is the general procedure for solving separable equations.

Example 1.4.3 Solve $\left(e^{y}+4 y^{2}\right) \frac{d y}{d x}=9 x e^{3 x}$.
Solution: By inspection we see that the differential equation is separable. Integrating both sides of the differential equation yields

$$
\int\left(e^{y}+4 y^{2}\right) d y=\int 9 x e^{3 x} d x+c
$$

Using integration by parts to evaluate the integral on the right-hand side we obtain

$$
e^{y}+\frac{4}{3} y^{3}=3 x e^{3 x}-e^{3 x}+c
$$

or equivalently,

$$
3 e^{y}+4 y^{3}=3 e^{3 x}(3 x-1)+c_{1}
$$

where $c_{1}=3 c$. As often happens with separable differential equations, the solution is given in implicit form.

In general, the differential equation $\frac{d y}{d x}=f(x) g(y)$ is separable, since it can be written as

$$
\frac{1}{g(y)} \frac{d y}{d x}=f(x),
$$

which is of the form of Equation (1.4.1) with $p(y)=1 / g(y)$. It is important to note, however, that in writing the given differential equation in this way, we have assumed that $g(y) \neq 0$. Thus the general solution to the resulting differential equation may not include solutions of the original equation corresponding to any values of $y$ for which $g(y)=0$. (These are the equilibrium solutions for the original differential equation.) We will illustrate with an example.

Example 1.4.4 Find all solutions to

$$
y^{\prime}=-2 x y^{2}
$$

Solution: Separating the variables yields

$$
\begin{equation*}
y^{-2} d y=-2 x d x \tag{1.4.4}
\end{equation*}
$$

Integrating both sides we obtain

$$
-y^{-1}=-x^{2}+c,
$$

so that

$$
\begin{equation*}
y(x)=\frac{1}{x^{2}-c} . \tag{1.4.5}
\end{equation*}
$$

This is the general solution to Equation (1.4.4). It is not the general solution to Equation (1.4.3), since there is no value of the constant $c$ for which $y(x)=0$, whereas by inspection, we see $y(x)=0$ is a solution to Equation (1.4.3). This solution is not contained in (1.4.5), since in separating the variables, we divided by $y$ and hence assumed implicitly that $y \neq 0$. Thus the solutions to Equation (1.4.3) are

$$
y(x)=\frac{1}{x^{2}-c} \quad \text { and } \quad y(x)=0 .
$$

The slope field for the given differential equation is depicted in Figure 1.4.1, together with some representative solution curves.


Figure 1.4.1: The slope field and some solution curves for the differential equation $\frac{d y}{d x}=-2 x y^{2}$.

Many of the difficulties that students encounter with first-order differential equations arise not from the solution techniques themselves, but in the algebraic simplifications that are used to obtain a simple form for the resulting solution. We will explicitly illustrate some of the standard simplifications using the differential equation

$$
\frac{d y}{d x}=-2 x y .
$$

First notice that $y(x)=0$ is an equilibrium solution to the differential equation. Consequently, no other solution curves can cross the $x$-axis. For $y \neq 0$ we can separate the variables to obtain

$$
\begin{equation*}
\frac{1}{y} d y=-2 x d x \tag{1.4.6}
\end{equation*}
$$

Integrating this equation yields

$$
\ln |y|=-x^{2}+c .
$$

Exponentiating both sides of this solution gives

$$
|y|=e^{-x^{2}+c}
$$

or equivalently,

$$
|y|=e^{c} e^{-x^{2}}
$$

We now introduce a new constant $c_{1}$ defined by $c_{1}=e^{c}$. Then the preceding expression for $|y|$ reduces to

$$
\begin{equation*}
|y|=c_{1} e^{-x^{2}} \tag{1.4.7}
\end{equation*}
$$

Notice that $c_{1}$ is a positive constant. This is a perfectly acceptable form for the solution. However, a redefinition of the integration constant can be used to eliminate the absolute value bars as follows. According to (1.4.7), the solution to the differential equation is

$$
y(x)=\left\{\begin{align*}
c_{1} e^{-x^{2}}, & \text { if } y>0,  \tag{1.4.8}\\
-c_{1} e^{-x^{2}}, & \text { if } y<0 .
\end{align*}\right.
$$

We can now define a new constant $c_{2}$, by

$$
c_{2}=\left\{\begin{aligned}
c_{1}, & \text { if } y>0, \\
-c_{1}, & \text { if } y<0,
\end{aligned}\right.
$$

in terms of which the solutions given in (1.4.8) can be combined into the single formula

$$
\begin{equation*}
y(x)=c_{2} e^{-x^{2}} . \tag{1.4.9}
\end{equation*}
$$

The appropriate sign for $c_{2}$ will be determined from the initial conditions. For example, the initial condition $y(0)=1$ would require that $c_{2}=1$, with corresponding unique solution

$$
y(x)=e^{-x^{2}} .
$$

Similarly the initial condition $y(0)=-1$ leads to $c_{2}=-1$, so that

$$
y(x)=-e^{-x^{2}} .
$$

We make one further point about the solution (1.4.9). In obtaining the separable form (1.4.6), we divided the given differential equation by $y$, and so, the derivation of the solution obtained assumes that $y \neq 0$. However, as we have already noted, $y(x)=0$ is indeed a solution to this differential equation. Formally this solution is the special case $c_{2}=0$ in (1.4.9), and corresponds to the initial condition $y(0)=0$. Thus (1.4.9) does give the general solution to the differential equation, provided we allow $c_{2}$ to assume the value zero. The slope field for the differential equation, together with some particular solution curves, is shown in Figure 1.4.2.


Figure 1.4.2: Slope field and some solution curves for the differential equation $\frac{d y}{d x}=-2 x y$.
Example 1.4.5 An object of mass $m$ falls from rest, starting at a point near the earth's surface. Assuming that the air resistance is proportional to the velocity of the object, determine the subsequent motion.
Solution: Let $y(t)$ be the distance travelled by the object at time $t$ from the point it was released, and let the positive $y$ direction be downward. Then, $y(0)=0$, and the velocity of the object is $v(t)=d y / d t$. Since the object was dropped from rest, we have $v(0)=0$. The forces acting on the object are those due to gravity, $F_{g}=m g$, and the


Figure 1.4.3: Object falling under the influence of gravity and air resistance.
force due to air resistance, $F_{r}=-k v$, where $k$ is a positive constant (see Figure 1.4.3). According to Newton's second law, the differential equation describing the motion of the object is

$$
m \frac{d v}{d t}=F_{g}+F_{r}=m g-k v
$$

We are also given the initial condition $v(0)=0$. Thus the initial-value problem governing the behavior of $v$ is

$$
\begin{cases}m \frac{d v}{d t} & =m g-k v  \tag{1.4.10}\\ v(0) & =0\end{cases}
$$

Separating the variables in Equation (1.4.10) yields

$$
\frac{m}{m g-k v} d v=d t
$$

which can be integrated directly to obtain

$$
-\frac{m}{k} \ln |m g-k v|=t+c
$$

Multiplying both sides of this equation by $-k / m$ and exponentiating the result yields

$$
|m g-k v|=c_{1} e^{-(k / m) t}
$$

where $c_{1}=e^{-c k / m}$. By redefining the constant $c_{1}$, we can write this in the equivalent form

$$
m g-k v=c_{2} e^{-(k / m) t}
$$

Hence,

$$
\begin{equation*}
v(t)=\frac{m g}{k}-c_{3} e^{-(k / m) t} \tag{1.4.11}
\end{equation*}
$$

where $c_{3}=c_{2} / k$. Imposing the initial condition $v(0)=0$ yields

$$
c_{3}=\frac{m g}{k}
$$

So the solution to the initial-value problem (1.4.10) is

$$
\begin{equation*}
v(t)=\frac{m g}{k}\left[1-e^{-(k / m) t}\right] \tag{1.4.12}
\end{equation*}
$$

As noted in Section 1.1, the velocity of the object does not increase indefinitely, but approaches the terminal velocity

$$
v_{T}=\lim _{t \rightarrow \infty} v(t)=\lim _{t \rightarrow \infty} \frac{m g}{k}\left[1-e^{-(k / m) t}\right]=\frac{m g}{k}
$$

The behavior of the velocity as a function of time is shown in Figure 1.4.4. Since $d y / d t=$ $v$, it follows from (1.4.12) that the position of the object at time $t$ can be determined by solving the initial-value problem

$$
\frac{d y}{d t}=\frac{m g}{k}\left[1-e^{-(k / m) t}\right], \quad y(0)=0
$$

The differential equation can be integrated directly to obtain

$$
y(t)=\frac{m g}{k}\left[t+\frac{m}{k} e^{-(k / m) t}\right]+c
$$



Figure 1.4.4: The behavior of the velocity of the object in Example 1.4.5.

Imposing the initial condition $y(0)=0$ yields

$$
c=-\frac{m^{2} g}{k^{2}}
$$

so that

$$
y(t)=\frac{m g}{k}\left\{t+\frac{m}{k}\left[e^{-(k / m) t}-1\right]\right\} .
$$

Example 1.4.6 A hot metal bar whose temperature is $350^{\circ} \mathrm{F}$ is placed in a room whose temperature is constant at $70^{\circ} \mathrm{F}$. After two minutes, the temperature of the bar is $210^{\circ} \mathrm{F}$. Using Newton's law of cooling, determine

1. the temperature of the bar after four minutes.
2. the time required for the bar to cool to $100^{\circ} \mathrm{F}$.

Solution: According to Newton's law of cooling (see Section 1.1), the temperature of the object at time $t$ measured in minutes is governed by the differential equation

$$
\begin{equation*}
\frac{d T}{d t}=-k\left(T-T_{m}\right) \tag{1.4.13}
\end{equation*}
$$

where, from the statement of the problem,

$$
T_{m}=70^{\circ} \mathrm{F}, \quad T(0)=350^{\circ} \mathrm{F}, \quad T(2)=210^{\circ} \mathrm{F}
$$

Substituting for $T_{m}$ in Equation (1.4.13), we have the separable equation

$$
\frac{d T}{d t}=-k(T-70)
$$

Separating the variables yields

$$
\frac{1}{T-70} d T=-k d t
$$

which we can integrate immediately to obtain

$$
\ln |T-70|=-k t+c
$$

Exponentiating both sides and solving for $T$ yields

$$
\begin{equation*}
T(t)=70+c_{1} e^{-k t} \tag{1.4.14}
\end{equation*}
$$

where we have redefined the integration constant. The two constants $c_{1}$ and $k$ can be determined from the given auxiliary conditions as follows. The condition $T(0)=350^{\circ} \mathrm{F}$ requires that $350=70+c_{1}$. Hence, $c_{1}=280$. Substituting this value for $c_{1}$ into (1.4.14) yields

$$
\begin{equation*}
T(t)=70\left(1+4 e^{-k t}\right) . \tag{1.4.15}
\end{equation*}
$$

Consequently, $T(2)=210^{\circ} \mathrm{F}$ if and only if

$$
210=70\left(1+4 e^{-2 k}\right)
$$

so that $e^{-2 k}=\frac{1}{2}$. Hence, $k=\frac{1}{2} \ln 2$, and so, from (1.4.15),

$$
\begin{equation*}
T(t)=70\left[1+4 e^{-(t / 2) \ln 2}\right] . \tag{1.4.16}
\end{equation*}
$$

We can now answer the questions (1) and (2).

1. We have $T(4)=70\left(1+4 e^{-2 \ln 2}\right)=70\left(1+4 \cdot \frac{1}{2^{2}}\right)=140^{\circ} \mathrm{F}$.
2. From (1.4.16), $T(t)=100^{\circ} \mathrm{F}$ when

$$
100=70\left[1+4 e^{-(t / 2) \ln 2}\right] ;
$$

that is, when

$$
e^{-(t / 2) \ln 2}=\frac{3}{28} .
$$

Taking the natural logarithm of both sides and solving for $t$ yields

$$
t=\frac{2 \ln (28 / 3)}{\ln 2} \approx 6.4 \text { minutes. }
$$

Example 1.4.7 According to the ontogenetic growth model discussed in Section 1.1, the mass of an organism $t$ days after birth is governed by the initial-value problem

$$
\begin{equation*}
\frac{d m}{d t}=a m^{3 / 4}\left[1-\left(\frac{m}{M}\right)^{1 / 4}\right], \quad m(0)=m_{0} \tag{1.4.17}
\end{equation*}
$$

where $M$ grams is the organism's maximum body size, and $a$ is a dimensionless constant for a given taxon. A guinea pig has a birth mass of 4 g (grams), and when fully grown its mass is 850 g . Given that $a=0.2$, determine the mass of the guinea pig after 200 days.

Solution: Substituting the given values for $a, M$, and $m_{0}$ into the initial-value problem (1.4.17) yields

$$
\begin{equation*}
\frac{d m}{d t}=0.2 m^{3 / 4}\left[1-\left(\frac{m}{850}\right)^{1 / 4}\right], \quad m(0)=4 . \tag{1.4.18}
\end{equation*}
$$

Separating the variables in the preceding differential equation gives

$$
\frac{1}{m^{3 / 4}\left[1-\left(\frac{m}{850}\right)^{1 / 4}\right]} d m=0.2 d t
$$

so that

$$
\int \frac{1}{m^{3 / 4}\left[1-\left(\frac{m}{850}\right)^{1 / 4}\right]} d m=0.2 t+c
$$

To evaluate the integral on the left-hand side of the preceding equation, we make the change of variable

$$
w=\left(\frac{m}{850}\right)^{1 / 4}, \quad d w=\frac{1}{4} \cdot \frac{1}{850}\left(\frac{m}{850}\right)^{-3 / 4} d m .
$$

Simplifying, we obtain

$$
4 \cdot(850)^{1 / 4} \int \frac{1}{1-w} d w=0.2 t+c
$$

which can be integrated directly to obtain

$$
-4 \cdot(850)^{1 / 4} \ln (1-w)=0.2 t+c
$$

Exponentiating both sides of the preceding equation, and solving for $w$ yields

$$
w=1-c_{1} e^{-0.05 t /(850)^{1 / 4}}
$$

or equivalently,

$$
\left(\frac{m}{850}\right)^{1 / 4}=1-c_{1} e^{-0.05 t /(850)^{1 / 4}}
$$

Consequently,

$$
\begin{equation*}
m(t)=850\left[1-c_{1} e^{-0.05 t /(850)^{1 / 4}}\right]^{4} \tag{1.4.19}
\end{equation*}
$$

Imposing the initial condition $m(0)=4$ yields

$$
4=850\left(1-c_{1}\right)^{4}
$$

so that

$$
c_{1}=1-\left(\frac{2}{425}\right)^{1 / 4} \approx 0.74
$$

Inserting this expression for $c_{1}$ into Equation (1.4.19) gives

$$
\begin{equation*}
m(t)=850\left[1-0.74 e^{-0.05 t /(850)^{1 / 4}}\right]^{4} . \tag{1.4.20}
\end{equation*}
$$

Consequently,

$$
m(200)=850\left[1-0.74 e^{-10 /(850)^{1 / 4}}\right]^{4} \approx 519 \mathrm{~g} .
$$

Consider a chemical reaction in which two chemicals A and B combine to form a third chemical C. Let $Q(t)$ denote the amount of C that has been formed at time $t$, and assume that the reaction is such that A and B combine in the ratio $a: b$ (that is, any sample of C is made up of $a$ parts of A and $b$ parts of B). According to the Law of Mass Action:
The rate of change of $Q$ at time $t$ is proportional to the product of the amounts of $A$ and $B$ that are unconverted at that time.

The following example illustrates the use of this law.
Example 1.4.8 In a certain chemical reaction 5 g of chemical C are formed when 2 g of chemical A react with 3 g of chemical B. Initially there are 10 g of A and 24 g of B present, and after $5 \mathrm{~min}, 10 \mathrm{~g}$ of C has been produced. Determine the amount of C that is produced in 15 min .

Solution: Since the chemicals A and B combine in the ratio 2:3, when $Q$ grams of C are formed, it consists of $\frac{2}{5} Q$ grams of A and $\frac{3}{5} Q$ grams of B . Consequently, the amounts of A and B that are unconverted at time $t$ are $\left(10-\frac{2}{5} Q\right)$ grams and $\left(24-\frac{3}{5} Q\right)$ grams, respectively. Thus, according to the law of mass action, the differential equation governing the behavior of $Q(t)$ is

$$
\frac{d Q}{d t}=k_{1}\left(10-\frac{2}{5} Q\right)\left(24-\frac{3}{5} Q\right)
$$

or, equivalently,

$$
\frac{d Q}{d t}=k(25-Q)(40-Q),
$$

where $k=6 k_{1} / 25$. Separating the variables yields

$$
\frac{1}{(25-Q)(40-Q)} d Q=k d t,
$$

which can be written by using a partial fractions decomposition, as

$$
\frac{1}{15}\left(\frac{1}{25-Q}-\frac{1}{40-Q}\right) d Q=k d t .
$$

Integrating and simplifying we obtain

$$
\ln \left(\frac{40-Q}{25-Q}\right)=15 k t+\ln c .
$$

Exponentiating both sides of the preceding equation yields

$$
\frac{40-Q}{25-Q}=c e^{15 k t} .
$$

The initial condition $Q(0)=0$ implies that $c=\frac{8}{5}$, so that

$$
\begin{equation*}
\frac{40-Q}{25-Q}=\frac{8}{5} e^{15 k t} \tag{1.4.21}
\end{equation*}
$$

Further, $Q(5)=10$ requires that

$$
e^{75 k}=\frac{5}{4}
$$

so that

$$
k=\frac{1}{75} \ln \left(\frac{5}{4}\right) .
$$

Substituting into (1.4.21) yields

$$
\frac{40-Q}{25-Q}=\frac{8}{5} e^{(t / 5) \ln (5 / 4)} .
$$

Solving for $Q$ we obtain

$$
Q(t)=200\left[\frac{e^{(t / 5) \ln (5 / 4)}-1}{8 e^{(t / 5) \ln (5 / 4)}-5}\right] .
$$

Consequently,

$$
Q(15)=200\left[\frac{e^{3 \ln (5 / 4)}-1}{8 e^{3 \ln (5 / 4)}-5}\right] \approx 17.94 \mathrm{~g} .
$$

## Exercises for 1.4

## Skills

- Be able to recognize whether or not a given differential equation is separable.
- Be able to solve separable differential equations.


## True-False Review

For items (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Every differential equation of the form $\frac{d y}{d x}=$ $f(x) g(y)$ is separable.
(b) The general solution to a separable differential equation contains one constant whose value can be determined from an initial condition for the differential equation.
(c) Newton's law of cooling is a separable differential equation.
(d) The differential equation $\frac{d y}{d x}=x^{2}+y^{2}$ is separable.
(e) The differential equation $\frac{d y}{d x}=x \sin (x y)$ is separable.
(f) The differential equation $\frac{d y}{d x}=e^{x+y}$ is separable.
(g) The differential equation $\frac{d y}{d x}=\frac{1}{x^{2}\left(1+y^{2}\right)}$ is separable.
(h) The differential equation $\frac{d y}{d x}=\frac{x+4 y}{4 x+y}$ is separable.
(i) The differential equation $\frac{d y}{d x}=\frac{x^{3} y+x^{2} y^{2}}{x^{2}+x y}$ is separable.

## Problems

For Problems 1-11, solve the given differential equation.

1. $\frac{d y}{d x}=2 x y$.
2. $\frac{d y}{d x}=\frac{y^{2}}{x^{2}+1}$.
3. $e^{x+y} d y-d x=0$.
4. $\frac{d y}{d x}=\frac{y}{x \ln x}$.
5. $y d x-(x-2) d y=0$.
6. $\frac{d y}{d x}=\frac{2 x(y-1)}{x^{2}+3}$.
7. $y-x \frac{d y}{d x}=3-2 x^{2} \frac{d y}{d x}$.
8. $\frac{d y}{d x}=\frac{\cos (x-y)}{\sin x \sin y}-1$.
9. $\frac{d y}{d x}=\frac{x\left(y^{2}-1\right)}{2(x-2)(x-1)}$.
10. $\frac{d y}{d x}=\frac{x^{2} y-32}{16-x^{2}}+2$.
11. $(x-a)(x-b) y^{\prime}-(y-c)=0$, where $a, b, c$ are constants, with $a \neq b$.

In Problems 12-15, solve the given initial-value problem.
12. $\left(x^{2}+1\right) y^{\prime}+y^{2}=-1, \quad y(0)=1$.
13. $\left(1-x^{2}\right) y^{\prime}+x y=a x, \quad y(0)=2 a$, where $a$ is a constant.
14. $\frac{d y}{d x}=1-\frac{\sin (x+y)}{\sin y \cos x}, \quad y(\pi / 4)=\pi / 4$.
15. $y^{\prime}=y^{3} \sin x, \quad y(0)=0$.
16. One solution to the initial-value problem

$$
\frac{d y}{d x}=\frac{2}{3}(y-1)^{1 / 2}, \quad y(1)=1
$$

is $y(x)=1$. Determine another solution to this initialvalue problem. Does this contradict the existence and uniqueness theorem (Theorem 1.3.2)? Explain.
17. An object of mass $m$ falls from rest, starting at a point near the earth's surface. Assuming that the air resistance varies as the square of the velocity of the object, a simple application of Newton's second law yields the initial-value problem for the velocity, $v(t)$, of the object at time $t$ :

$$
m \frac{d v}{d t}=m g-k v^{2}, \quad v(0)=0
$$

where $k, m, g$ are positive constants.
(a) Solve the foregoing initial-value problem for $v$ in terms of $t$.
(b) Does the velocity of the object increase indefinitely? Justify.
(c) Determine the position of the object at time $t$.
18. Find the equation of the curve that passes through the point $(0,1 / 2)$ and whose slope at each point $(x, y)$ is $-\frac{x}{4 y}$.
19. Find the equation of the curve that passes through the point $(3,1)$ and whose slope at each point $(x, y)$ is $e^{x-y}$.
20. Find the equation of the curve that passes through the point $(-1,1)$ and whose slope at each point $(x, y)$ is $x^{2} y^{2}$.
21. At time $t$, the velocity $v(t)$ of an object moving in a straight line satisfies

$$
\begin{equation*}
\frac{d v}{d t}=-\left(1+v^{2}\right) \tag{1.4.22}
\end{equation*}
$$

(a) Show that

$$
\tan ^{-1}(v)=\tan ^{-1}\left(v_{0}\right)-t
$$

where $v_{0}$ denotes the velocity of the object at time $t=0$ (and we assume $v_{0}>0$ ). Hence prove that the object comes to rest after a finite time $\tan ^{-1}\left(v_{0}\right)$. Does the object remain at rest?
(b) Use the chain rule to show that (1.4.22) can be written as $v \frac{d v}{d x}=-\left(1+v^{2}\right)$, where $x(t)$ denotes the distance travelled by the object at time $t$, from its position at $t=0$. Determine the distance travelled by the object when it first comes to rest.
22. The differential equation governing the velocity of an object is

$$
\frac{d v}{d t}=-k v^{n}
$$

where $k>0$ and $n$ are constants. At $t=0$, the object is set in motion with velocity $v_{0}$. Assume $v_{0}>0$.
(a) Show that the object comes to rest in a finite time if and only if $n<1$, and determine the maximum distance travelled by the object in this case.
(b) If $1 \leq n<2$, show that the maximum distance travelled by the object in a finite time is less than

$$
\frac{v_{0}^{2-n}}{(2-n) k}
$$

(c) If $n \geq 2$, show that there is no limit to the distance that the object can travel.
23. The pressure $p$, and density, $\rho$, of the atmosphere at a height $y$ above the earth's surface are related by

$$
d p=-g \rho d y
$$

Assuming that $p$ and $\rho$ satisfy the adiabatic equation of state $p=p_{0}\left(\frac{\rho}{\rho_{0}}\right)^{\gamma}$, where $\gamma \neq 1$ is a constant and $p_{0}$ and $\rho_{0}$ denote the pressure and density at the earth's surface, respectively, show that

$$
p=p_{0}\left[1-\frac{(\gamma-1)}{\gamma} \cdot \frac{\rho_{0} g y}{p_{0}}\right]^{\gamma /(\gamma-1)} .
$$

24. An object whose temperature is $615^{\circ} \mathrm{F}$ is placed in a room whose temperature is $75^{\circ} \mathrm{F}$. At 4 p.m., the temperature of the object is $135^{\circ} \mathrm{F}$, and an hour later its temperature is $95^{\circ} \mathrm{F}$. At what time was the object placed in the room?
25. A flammable substance whose initial temperature is $50^{\circ} \mathrm{F}$ is inadvertently placed in a hot oven whose temperature is $450^{\circ} \mathrm{F}$. After 20 minutes, the substance's temperature is $150^{\circ} \mathrm{F}$. Find the temperature of the substance after 40 minutes. Assuming that the substance ignites when its temperature reaches $350^{\circ} \mathrm{F}$, find the time of combustion.
26. At 2 p.m. on a cool $\left(34^{\circ} \mathrm{F}\right)$ afternoon in March, Sherlock Holmes measured the temperature of a dead body to be $38^{\circ} \mathrm{F}$. One hour later, the temperature was $36^{\circ} \mathrm{F}$. After a quick calculation using Newton's law of cooling, and taking the normal temperature of a living body to be $98^{\circ} \mathrm{F}$, Holmes concluded that the time of death was 10 a.m. Was Holmes right?
27. At 4 p.m., a hot coal was pulled out of a furnace and allowed to cool at room temperature $\left(75^{\circ} \mathrm{F}\right)$. If, after 10 minutes, the temperature of the coal was $415^{\circ} \mathrm{F}$, and after 20 minutes, its temperature was $347^{\circ} \mathrm{F}$, find the following:
(a) The temperature of the furnace.
(b) The time when the temperature of the coal was $100^{\circ} \mathrm{F}$.
28. A hot object is placed in a room whose temperature is $72^{\circ} \mathrm{F}$. After one minute, the temperature of the object is $150^{\circ} \mathrm{F}$ and its rate of change of temperature is $20^{\circ} \mathrm{F}$
per minute. Find the initial temperature of the object and the rate at which its temperature is changing after 10 minutes.
29. A hen has a birth mass of 4 g , and when fully grown its mass is 2000 g . Using the ontogenetic model with $a=0.5$, determine the mass of the hen after 100 days.
30. A guppy has a birth mass of 0.008 g , and when fully grown its mass is 0.15 g . Given that $a=0.10$, determine the mass of the guppy after 30 days. After how many days will its mass have reached $90 \%$ of its fully grown mass?
31. In a certain chemical reaction 9 g of C are formed when 6 g of A combine with 3 g of B . Initially there are 20 g of both A and B , and after $10 \mathrm{~min}, 15 \mathrm{~g}$ of C has been produced. Determine the amount of C that is produced in 20 min .
32. Chemicals $A$ and $B$ combine in the ratio $2: 3$. Initially there are 10 g of A and 15 g of B present, and after $5 \mathrm{~min}, 10 \mathrm{~g}$ of C has been produced. Determine the amount of C that has been produced in 30 min . How long will it take for the reaction to be $50 \%$ complete?
33. Chemicals A and B combine in the ratio $3: 5$ in producing the chemical $C$. If we have 15 g of A , use the law of mass action to determine the minimum amount of B required to produce 30 g of C .
34. Chemicals A and B combine in the ratio $a: b$ to form a third chemical C.
(a) Show that, according to the law of mass action, the differential equation that governs the
reaction is

$$
\begin{equation*}
\frac{d Q}{d t}=k\left(A_{0}-\frac{a}{a+b} Q\right)\left(B_{0}-\frac{b}{a+b} Q\right) \tag{1.4.23}
\end{equation*}
$$

where $k$ is a constant of proportionality, and $A_{0}$ and $B_{0}$ denote the initial amounts of $A$ and $B$, respectively.
(b) Show that Equation (1.4.23) can be written in the equivalent form

$$
\begin{equation*}
\frac{d Q}{d t}=r(\alpha-Q)(\beta-Q) \tag{1.4.24}
\end{equation*}
$$

where

$$
r=\frac{(a+b)^{2}}{a b} k, \quad \alpha=\frac{a+b}{a} A_{0}, \quad \beta=\frac{a+b}{a} B_{0}
$$

35. Solve the differential equation (1.4.24) with the initial condition $Q(0)=0$, when $\alpha \neq \beta$. If $\alpha>\beta$, determine $\lim _{t \rightarrow \infty} Q(t)$.
36. Solve the differential equation (1.4.24) with the initial condition $Q(0)=0$, when $\alpha=\beta$. Determine $\lim _{t \rightarrow \infty} Q(t)$.
37. The differential equation governing a trimolecular reaction is

$$
\frac{d Q}{d t}=k(\alpha-Q)(\beta-Q)(\gamma-Q)
$$

where $k, \alpha, \beta, \gamma$ are constants. Solve this differential equation if $\alpha, \beta, \gamma$ are all distinct and $Q(0)=0$.

### 1.5 Some Simple Population Models

In this section we consider in detail the models of population growth that were introduced in Section 1.1. Other models are explored in the exercises.

## Malthusian Growth

The simplest mathematical model of population growth is obtained by assuming that the rate of increase of the population at any time is proportional to the size of the population at that time. If we let $P(t)$ denote the population at time $t$, then

$$
\frac{d P}{d t}=k P
$$

where $k$ is a positive constant. Separating the variables and integrating yields

$$
\begin{equation*}
P(t)=P_{0} e^{k t} \tag{1.5.1}
\end{equation*}
$$

where $P_{0}$ denotes the population at $t=0$. This law predicts an exponential increase in the population with time, which gives a reasonably accurate description of the growth
of certain algae, bacteria, and cell cultures. It is called the Malthusian growth model. The time taken for such a culture to double in size is called the doubling time. This is the time, $t_{d}$, when $P\left(t_{d}\right)=2 P_{0}$. Substituting into (1.5.1) yields

$$
2 P_{0}=P_{0} e^{k t_{d}} .
$$

Dividing both sides by $P_{0}$ and taking logarithms, we find

$$
k t_{d}=\ln 2,
$$

so that the doubling time is

$$
t_{d}=\frac{1}{k} \ln 2 .
$$

Example 1.5.1 The number of bacteria in a certain culture grows at a rate that is proportional to the number present. If the number increased from 500 to 2000 in 2 hours, determine

1. The number present after 12 hours.
2. The doubling time.

Solution: The behavior of the system is governed by the differential equation

$$
\frac{d P}{d t}=k P
$$

so that

$$
P(t)=P_{0} e^{k t},
$$

where the time $t$ is measured in hours. Taking $t=0$ as the time when the population was 500 , we have $P_{0}=500$. Thus,

$$
P(t)=500 e^{k t} .
$$

Further, $P(2)=2000$ implies that

$$
2000=500 e^{2 k}
$$

so that

$$
k=\frac{1}{2} \ln 4=\ln 2 .
$$

Consequently,

$$
P(t)=500 e^{t \ln 2}
$$

1. The number of bacteria present after twelve hours is therefore

$$
P(12)=500 e^{12 \ln 2}=500\left(2^{12}\right)=2,048,000 .
$$

2. The doubling time of the system is

$$
t_{d}=\frac{1}{k} \ln 2=1 \text { hour. }
$$

## Logistic Population Model

The Malthusian growth law (1.5.1) does not provide an accurate model for the growth of a population over a long time period. To obtain a more realistic model we need to take account of the fact that as the population increases several factors will begin to have an effect on the growth rate. For example, there will be increased competition for the limited resources that are available, increases in disease, and overcrowding of the limited available space, all of which would serve to slow the growth rate. In order to model this situation mathematically, we modify the differential equation leading to the simple exponential growth law by adding in a term that slows the growth down as the population increases. If we consider a closed environment (neglecting factors such as immigration and emigration), then the rate of change of population can be modeled by the differential equation

$$
\frac{d P}{d t}=[B(t)-D(t)] P
$$

where $B(t)$ and $D(t)$ denote the birth rate and death rate per individual, respectively. The simple exponential law corresponds to the case when $B(t)=k$ and $D(t)=0$. In the more general situation of interest now, the increased competition as the population grows would result in a corresponding increase in the death rate per individual. Perhaps the simplest way to take account of this is to assume that the death rate per individual is directly proportional to the instantaneous population, and that the birth rate per individual remains constant. The resulting initial-value problem governing the population growth can then be written as

$$
\frac{d P}{d t}=\left(B_{0}-D_{0} P\right) P, \quad P(0)=P_{0}
$$

where $B_{0}$ and $D_{0}$ are positive constants. It is useful to write the differential equation in the equivalent form

$$
\begin{equation*}
\frac{d P}{d t}=r\left(1-\frac{P}{C}\right) P \tag{1.5.2}
\end{equation*}
$$

where $r=B_{0}$, and $C=B_{0} / D_{0}$. Equation (1.5.2) is called the logistic equation, and the corresponding population model is called the logistic model. The differential equation (1.5.2) is separable, and can be solved without difficulty. Before doing that, however, we give a qualitative analysis of the differential equation.

The constant $C$ in Equation (1.5.2) is called the carrying capacity of the population. We see from Equation (1.5.2) that if $P<C$, then $d P / d t>0$ and the population increases, whereas if $P>C$, then $d P / d t<0$ and the population decreases. We can therefore interpret $C$ as representing the maximum population that the environment can sustain. We note that $P(t)=C$ is an equilibrium solution to the differential equation, as is $P(t)=0$. The isoclines for Equation (1.5.2) are determined from

$$
r\left(1-\frac{P}{C}\right) P=k
$$

where $k$ is a constant. This can be written as

$$
P^{2}-C P+\frac{k C}{r}=0
$$

so that the isoclines are the lines

$$
P=\frac{1}{2}\left(C \pm \sqrt{C^{2}-\frac{4 k C}{r}}\right)
$$

This tells us that the slopes of the solution curves satisfy

$$
C^{2}-\frac{4 k C}{r} \geq 0,
$$

so that

$$
k \leq r C / 4 .
$$

Furthermore, the largest value that the slope can assume is $k=r C / 4$, which corresponds to $P=C / 2$. We also note that the slope approaches zero as the solution curves approach the equilibrium solutions $P(t)=0$ and $P(t)=C$. Differentiating Equation (1.5.2) yields
$\frac{d^{2} P}{d t^{2}}=r\left[\left(1-\frac{P}{C}\right) \frac{d P}{d t}-\frac{P}{C} \frac{d P}{d t}\right]=r\left(1-2 \frac{P}{C}\right) \frac{d P}{d t}=\frac{r^{2}}{C^{2}}(C-2 P)(C-P) P$, where we have substituted for $d P / d t$ from (1.5.2) and simplified the result. Since $P=C$ and $P=0$ are solutions to the differential equation (1.5.2), the only points of inflection occur along the line $P=C / 2$. The behavior of the concavity is therefore given by the following schematic:

This information determines the general behavior of the solution curves to the differential equation (1.5.2). Figure 1.5.1 gives a Maple plot of the slope field and some representative solution curves. Of course, such a figure could have been constructed by hand using the information we have obtained. From Figure 1.5.1, we see that if the initial population is less than the carrying capacity, then the population increases monotonically toward the carrying capacity. Similarly, if the initial population is bigger than the carrying capacity, then the population monotonically decreases toward the carrying capacity. Once more this illustrates the power of the qualitative techniques that have been introduced for analyzing first-order differential equations.


Figure 1.5.1: Representative slope field and some approximate solution curves for the logistic equation.

We turn now to obtaining an analytical solution to the differential equation (1.5.2). Separating the variables in Equation (1.5.2) and integrating yields

$$
\int \frac{C}{P(C-P)} d P=r t+c_{1},
$$

where $c_{1}$ is an integration constant. Using a partial fraction decomposition on the lefthand side, we find

$$
\int\left(\frac{1}{P}+\frac{1}{C-P}\right) d P=r t+c_{1}
$$

which upon integration gives

$$
\ln \left|\frac{P}{C-P}\right|=r t+c_{1} .
$$

Exponentiating, and redefining the integration constant yields

$$
\frac{P}{C-P}=c_{2} e^{r t},
$$

which can be solved algebraically for $P$ to obtain

$$
P(t)=\frac{c_{2} C e^{r t}}{1+c_{2} e^{r t}},
$$

or equivalently,

$$
P(t)=\frac{c_{2} C}{c_{2}+e^{-r t}} .
$$

Imposing the initial condition $P(0)=P_{0}$, we find that $c_{2}=P_{0} /\left(C-P_{0}\right)$. Inserting this value of $c_{2}$ into the preceding expression for $P(t)$ yields

$$
\begin{equation*}
P(t)=\frac{C P_{0}}{P_{0}+\left(C-P_{0}\right) e^{-r t}} . \tag{1.5.3}
\end{equation*}
$$

We make two comments regarding this formula. Firstly, we see that due to the negative exponent of the exponential term in the denominator, as $t \rightarrow \infty$ the population does indeed tend to the carrying capacity $C$ independently of the initial population $P_{0}$. Secondly, by writing (1.5.3) in the equivalent form

$$
P(t)=\frac{P_{0}}{P_{0} / C+\left(1-P_{0} / C\right) e^{-r t}},
$$

it follows that if $P_{0}$ is very small compared to the carrying capacity, then for small $t$ the terms involving $P_{0}$ in the denominator can be neglected, leading to the approximation

$$
P(t) \approx P_{0} e^{r t} .
$$

Consequently, in this case, the Malthusian population model does approximate the logistic model for small time intervals.

Although we now have a formula for the solution to the logistic population model, the qualitative analysis is certainly very enlightening as far as the general overall properties of the solution are concerned. Of course, if we want to investigate specific details of a particular model, then we would use the corresponding exact solution (1.5.3).
Example 1.5.2 The initial population (measured in thousands) of a city is 20. After 10 years, this has increased to 50.87 , and after 15 years the population is 78.68 . Use the logistic model to predict the population after 30 years.
Solution: In this problem, we have $P_{0}=P(0)=20, P(10)=50.87, P(15)=$ 78.68, and we wish to find $P(30)$. Substituting for $P_{0}$ into Equation (1.5.3) yields

$$
\begin{equation*}
P(t)=\frac{20 C}{20+(C-20) e^{-r t}} . \tag{1.5.4}
\end{equation*}
$$

Imposing the two remaining auxiliary conditions leads to the following pair of equations for determining $r$ and $C$ :

$$
\begin{aligned}
50.87 & =\frac{20 C}{20+(C-20) e^{-10 r}}, \\
78.68 & =\frac{20 C}{20+(C-20) e^{-15 r}} .
\end{aligned}
$$

This is a pair of nonlinear equations that are tedious to solve by hand. We therefore turn to technology. Using the algebraic capabilities of Maple, we find that

$$
r \approx 0.1, \quad C \approx 500.37
$$

Substituting these values of $r$ and $C$ into Equation (1.5.4) yields

$$
P(t)=\frac{10,007.4}{20+480.37 e^{-0.1 t}} .
$$

Accordingly, the predicted value of the population after 30 years is

$$
P(30)=\frac{10,007.4}{20+480.37 e^{-3}}=227.87
$$

A sketch of $P(t)$ is given in Figure 1.5.2.


Figure 1.5.2: Solution curve corresponding to the population model in Example 1.5.2. The population is measured in thousands of people.

## Exercises for 1.5

## Key Terms

Malthusian growth model, Doubling time, Logistic growth model, Carrying capacity.

## Skills

- Be able to solve the basic differential equations describing the Malthusian and Logistic population growth models.
- Be able to solve word problems involving initial conditions, doubling time, etc. for the Malthusian and Logistic population growth models.
- Be able to compute the carrying capacity for a Logistic population model.
- Be able to discuss the qualitative behavior of a population governed by a Malthusian or Logistic model, based on initial values, doubling time, etc., as a function of time.


## True-False Review

For items (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A population whose growth rate at any given time is proportional to its size at that time obeys the Malthusian growth model.
(b) If a population obeys the Logistic growth model, then its size can never exceed the carrying capacity of the population.
(c) The differential equations which describe population growth according to the Malthusian model and the Logistic model are both separable.
(d) The rate of change of a population whose growth is described with the Logistic model eventually tends toward zero, regardless of the initial population.
(e) If the doubling time of a population governed by the Malthusian growth model is five minutes, then the initial population increases 64 -fold in a half-hour.
(f) If a population whose growth is based on the Malthusian growth model has a doubling time of 10 years, then it takes approximately 30-40 years in order for the initial population size to increase ten-fold.
(g) The population growth rate according to the Malthusian growth model is always constant.
(h) The Logistic population model always has exactly two equilibrium solutions.
(i) The concavity of the graph of population governed by the Logistic model changes if and only if the initial population is less than the carrying capacity.
(j) The concavity of the graph of a population governed by the Malthusian growth model never changes, regardless of the initial population.

## Problems

1. The number of bacteria in a culture grows at a rate that is proportional to the number present. Initially there were 10 bacteria in the culture. If the doubling time of the culture is 3 hours, find the number of bacteria that were present after 24 hours.
2. The number of bacteria in a culture grows at a rate that is proportional to the number present. After 10 hours,
there were 5000 bacteria present, and after 12 hours, there were 6000 bacteria present. Determine the initial size of the culture and the doubling time of the population.
3. A certain cell culture has a doubling time of 4 hours. Initially there were 2000 cells present. Assuming an exponential growth law, determine the time it takes for the culture to contain $10^{6}$ cells.
4. At time $t$, the population $P(t)$ of a certain city is increasing at a rate that is proportional to the number of residents in the city at that time. In January 2000, the population of the city was 10,000 and by 2005 it had risen to 20,000 .
(a) What will the population of the city be at the beginning of the year 2020?
(b) In what year will the population reach one million?

In the logistic population model (1.5.3), if $P\left(t_{1}\right)=P_{1}$ and $P\left(2 t_{1}\right)=P_{2}$, then it can be shown (through some tedious algebra to derive by hand, although easy on a computer algebra system) that

$$
\begin{gather*}
r=\frac{1}{t_{1}} \ln \left[\frac{P_{2}\left(P_{1}-P_{0}\right)}{P_{0}\left(P_{2}-P_{1}\right)}\right]  \tag{1.5.5}\\
C=\frac{P_{1}\left[P_{1}\left(P_{0}+P_{2}\right)-2 P_{0} P_{2}\right]}{P_{1}^{2}-P_{0} P_{2}} \tag{1.5.6}
\end{gather*}
$$

These formulas will be used in Problems 5-7.
5. The initial population in a small village is 500 . After 5 years, this has grown to 800 , while after 10 years the population is 1000 . Using the logistic population model, determine the population after 15 years.
6. An animal sanctuary had an initial population of 50 animals. After two years, the population was 62, while after four years it was 76 . Using the logistic population model, determine the carrying capacity and the number of animals in the sanctuary after 20 years.
7. (a) Using Equations (1.5.5) and (1.5.6), and the fact that $r$ and $C$ are positive, derive two inequalities that $P_{0}, P_{1}, P_{2}$ must satisfy in order for there to be a solution to the logistic equation satisfying the conditions

$$
P(0)=P_{0}, \quad P\left(t_{1}\right)=P_{1}, \quad P\left(2 t_{1}\right)=P_{2}
$$

(b) The initial population in a town is 10,000 . After five years, this has grown to be 12,000 , while
after ten years, the population is 18,000 . Is there a solution to the logistic equation that fits this data?
8. Of the 1500 passengers, crew, and staff that board a cruise ship, 5 have the flu. After one day of sailing, the number of infected people has risen to 10 . Assuming that the rate at which the flu virus spreads is proportional to the product of the number of infected individuals and the number not yet infected, determine how many people will have the flu at the end of the 14-day cruise. Would you like to be a member of the customer relations department for the cruise line the day after the ship docks?
9. Consider the population model

$$
\begin{equation*}
\frac{d P}{d t}=r(P-T) P, \quad P(0)=P_{0} \tag{1.5.7}
\end{equation*}
$$

where $r, T$, and $P_{0}$ are positive constants.
(a) Perform a qualitative analysis of the differential equation in the initial-value problem (1.5.7) following the steps used in the text for the logistic equation. Identify the equilibrium solutions, the isoclines, and the behavior of the slope and concavity of the solution curves.
(b) Using the information obtained in (a), sketch the slope field for the differential equation and include representative solution curves.
(c) What predictions can you make regarding the behavior of the population? Consider the cases $P_{0}<T$ and $P_{0}>T$. The constant $T$ is called the threshold level. Based on your predictions, why is this an appropriate term to use for $T$ ?
10. In the previous problem, a qualitative analysis of the differential equation in (1.5.7) was carried out. In this problem, we determine the exact solution to the differential equation and verify the predictions from the qualitative analysis.
(a) Solve the initial-value problem (1.5.7).
(b) Using your solution from (a), verify that if $P_{0}<$ $T$, then $\lim _{t \rightarrow \infty} P(t)=0$. What does this mean for the population?
(c) Using your solution from (a), verify that if $P_{0}>$ $T$, then each solution curve has a vertical asymptote at $t=t_{e}$, where

$$
t_{e}=\frac{1}{r T} \ln \left(\frac{P_{0}}{P_{0}-T}\right)
$$

How do you interpret this result in terms of population growth? Note that this was not obvious from the qualitative analysis performed in the previous problem.
11. As a modification to the population model considered in the previous two problems, suppose that $P(t)$ satisfies the initial-value problem

$$
\frac{d P}{d t}=r(C-P)(P-T) P, \quad P(0)=P_{0}
$$

where $r, C, T, P_{0}$ are positive constants, and $0<T<$ $C$. Perform a qualitative analysis of this model. Sketch the slope field, and some representative solution curves in the three cases $0<P_{0}<T, T<P_{0}<C$, and $P_{0}>C$. Describe the behavior of the corresponding solutions.

The next two problems consider the Gompertz population model, which is governed by the initialvalue problem

$$
\begin{equation*}
\frac{d P}{d t}=r P(\ln C-\ln P), \quad P(0)=P_{0} \tag{1.5.8}
\end{equation*}
$$

where $r, C$, and $P_{0}$ are positive constants.
12. Determine all equilibrium solutions for the differential equation in (1.5.8), and the behavior of the slope and concavity of the solution curves. Use this information to sketch the slope field and some representative solution curves.
13. Solve the initial-value problem (1.5.8) and verify that all solutions satisfy $\lim _{t \rightarrow \infty} P(t)=C$.

Problems 14-16 consider the phenomenon of exponential decay. This occurs when a population $P(t)$ is governed by the differential equation

$$
\frac{d P}{d t}=k P
$$

where $k$ is a negative constant.
14. A population of swans in a wildlife sanctuary is declining due to the presence of dangerous chemicals in the water. If the population of swans is experiencing exponential decay, and if there were 400 swans in the park at the beginning of the summer and 340 swans 30 days later,
(a) how many swans are in the park 60 days after the start of summer? 100 days after the start of summer?
(b) how long does it take for the population of swans to be cut in half? (This is known as the half-life of the population.)
15. At the conclusion of the Super Bowl, the number of fans remaining in the stadium decreases at a rate proportional to the number of fans in the stadium. Assume that there are 100,000 fans in the stadium at the end of the Super Bowl and ten minutes later there are 80,000 fans in the stadium.
(a) Thirty minutes after the Super Bowl will there be more or less than 40,000 fans? How do you know this without doing any calculations?
(b) What is the half-life (see the previous problem) for the fan population in the stadium?
(c) When will there be only 15,000 fans left in the stadium?
(d) Explain why the exponential decay model for the population of fans in the stadium is not realistic from a qualitative perspective.
16. Cobalt-60, an isotope used in cancer therapy, decays exponentially with a half-life of 5.2 years (i.e., half the original sample remains after 5.2 years). How long does it take for a sample of Cobalt-60 to disintegrate to the extent that only $4 \%$ of the original amount remains?
17. $\diamond$ Use some form of technology to solve the pair of equations

$$
P_{1}=\frac{C P_{0}}{P_{0}+\left(C-P_{0}\right) e^{-r t_{1}}}
$$

$$
P_{2}=\frac{C P_{0}}{P_{0}+\left(C-P_{0}\right) e^{-2 r t_{1}}}
$$

for $r$ and $C$, and thereby derive the expressions given in Equations (1.5.5) and (1.5.6).
18. $\diamond$ According to data from the U.S. Bureau of the Census, the population (measured in millions of people) of the U.S. in 1950, 1960, and 1970 was, respectively, 151.3, 179.4, and 203.3.
(a) Using the 1950 and 1960 population figures, solve the corresponding Malthusian population model.
(b) Determine the logistic model corresponding to the given data.
(c) On the same set of axes, plot the solution curves obtained in (a) and (b). From your plots, determine the values the different models would have predicted for the population in 1980 and 1990, and compare these predictions to the actual values of 226.54 and 248.71 , respectively.
19. $\diamond$ In a period of five years, the population of a city doubles from its initial size of 50 (measured in thousands of people). After ten more years, the population has reached 250. Determine the logistic model corresponding to this data. Sketch the solution curve and use your plot to estimate the time it will take for the population to reach $95 \%$ of the carrying capacity.

### 1.6 First-Order Linear Differential Equations

In this section we derive a technique for determining the general solution to any first-order linear differential equation. This is the most important technique in the chapter.

## DEFINITION 1.6.1

A differential equation that can be written in the form

$$
\begin{equation*}
a(x) \frac{d y}{d x}+b(x) y=r(x) \tag{1.6.1}
\end{equation*}
$$

where $a(x), b(x)$, and $r(x)$ are functions defined on an interval $(a, b)$, is called a first-order linear differential equation.

We assume that $a(x) \neq 0$ on $(a, b)$ and divide both sides of (1.6.1) by $a(x)$ to obtain the standard form

$$
\begin{equation*}
\frac{d y}{d x}+p(x) y=q(x) \tag{1.6.2}
\end{equation*}
$$

where $p(x)=b(x) / a(x)$ and $q(x)=r(x) / a(x)$. The idea behind the solution technique for (1.6.2) is to rewrite the differential equation in the form

$$
\frac{d}{d x}[g(x, y)]=F(x)
$$

for an appropriate function $g(x, y)$. The general solution to the differential equation can then be obtained by an integration with respect to $x$. First consider an example.

Example 1.6.2 Solve the differential equation

$$
\begin{equation*}
\frac{d y}{d x}+\frac{1}{x} y=e^{x}, \quad x>0 . \tag{1.6.3}
\end{equation*}
$$

Solution: If we multiply (1.6.3) by $x$ we obtain

$$
x \frac{d y}{d x}+y=x e^{x} .
$$

But, from the product rule for differentiation, the left-hand side of this equation is just the expanded form of $\frac{d}{d x}(x y)$. Thus (1.6.3) can be written in the equivalent form

$$
\frac{d}{d x}(x y)=x e^{x}
$$

Integrating both sides of this equation with respect to $x$ we obtain

$$
x y=x e^{x}-e^{x}+c .
$$

Dividing by $x$ yields the general solution to (1.6.3) as

$$
y(x)=x^{-1}\left[e^{x}(x-1)+c\right],
$$

where $c$ is an arbitrary constant.
In the previous example we multiplied the given differential equation by the function $I(x)=x$. This had the effect of reducing the left-hand side of the resulting differential equation to the integrable form

$$
\frac{d}{d x}(x y) .
$$

Motivated by this example, we now consider the possibility of multiplying the general linear differential equation

$$
\begin{equation*}
\frac{d y}{d x}+p(x) y=q(x) \tag{1.6.4}
\end{equation*}
$$

by a nonzero function $I(x)$, chosen in such a way that the left-hand side of the resulting differential equation is

$$
\frac{d}{d x}[I(x) y] .
$$

Henceforth we will assume that the functions $p$ and $q$ are continuous on $(a, b)$. Multiplying the differential equation (1.6.4) by $I(x)$ yields

$$
\begin{equation*}
I \frac{d y}{d x}+p(x) I y=I q(x) \tag{1.6.5}
\end{equation*}
$$

Furthermore, from the product rule for derivatives, we know that

$$
\begin{equation*}
\frac{d}{d x}(I y)=I \frac{d y}{d x}+\frac{d I}{d x} y . \tag{1.6.6}
\end{equation*}
$$

Comparing Equations (1.6.5) and (1.6.6), we see that Equation (1.6.5) can indeed be written in the integrable form

$$
\frac{d}{d x}(I y)=I q(x)
$$

provided the function $I(x)$ is a solution to ${ }^{9}$

$$
I \frac{d y}{d x}+p(x) I y=I \frac{d y}{d x}+\frac{d I}{d x} y .
$$

This will hold whenever $I(x)$ satisfies the separable differential equation

$$
\begin{equation*}
\frac{d I}{d x}=p(x) I . \tag{1.6.7}
\end{equation*}
$$

Separating the variables and integrating yields

$$
\ln |I|=\int p(x) d x+c,
$$

so that

$$
I(x)=c_{1} e^{\int p(x) d x},
$$

where $c_{1}$ is an arbitrary constant. Since we only require one solution to Equation (1.6.7) we set $c_{1}=1$, in which case

$$
I(x)=e^{\int p(x) d x} .
$$

We can therefore draw the following conclusion.
Multiplying the linear differential equation

$$
\begin{equation*}
\frac{d y}{d x}+p(x) y=q(x) \tag{1.6.8}
\end{equation*}
$$

by $I(x)=e^{\int p(x) d x}$ reduces it to the integrable form

$$
\begin{equation*}
\frac{d}{d x}\left[e^{\int p(x) d x} y\right]=q(x) e^{\int p(x) d x} \tag{1.6.9}
\end{equation*}
$$

The general solution to (1.6.8) can now be obtained from (1.6.9) by integration. Formally we have

$$
\begin{equation*}
y(x)=e^{-\int p(x) d x}\left[\int q(x) e^{\int p(x) d x} d x+c\right] . \tag{1.6.10}
\end{equation*}
$$

## Remarks

1. The function $I(x)=e^{\int p(x) d x}$ is called an integrating factor for the differential equation (1.6.8) since it enables us to reduce the differential equation to a form that is directly integrable.

[^7]2. It is not necessary to memorize (1.6.10). In a specific problem, we first evaluate the integrating factor $e^{\int p(x) d x}$ and then use (1.6.9).

Example 1.6.3 Solve the initial-value problem

$$
\frac{d y}{d x}+x y=x e^{x^{2} / 2}, \quad y(0)=1
$$

Solution: An appropriate integrating factor in this case is

$$
I(x)=e^{\int x d x}=e^{x^{2} / 2} .
$$

Multiplying the given differential equation by $I$ and using (1.6.9) yields

$$
\frac{d}{d x}\left(e^{x^{2} / 2} y\right)=x e^{x^{2}} .
$$

Integrating both sides with respect to $x$, we obtain

$$
e^{x^{2} / 2} y=\frac{1}{2} e^{x^{2}}+c .
$$

Hence,

$$
y(x)=e^{-x^{2} / 2}\left(\frac{1}{2} e^{x^{2}}+c\right) .
$$

Imposing the initial condition $y(0)=1$ yields

$$
1=\frac{1}{2}+c,
$$

so that $c=\frac{1}{2}$. Thus the required particular solution is

$$
y(x)=\frac{1}{2} e^{-x^{2} / 2}\left(e^{x^{2}}+1\right)=\frac{1}{2}\left(e^{x^{2} / 2}+e^{-x^{2} / 2}\right)=\cosh \left(x^{2} / 2\right) .
$$

Example 1.6.4 Solve $x \frac{d y}{d x}-2 y=2 x^{2} \ln x, x>0$.
Solution: We first write the given differential equation in standard form. Dividing by $x$ yields

$$
\begin{equation*}
\frac{d y}{d x}-2 x^{-1} y=2 x \ln x \tag{1.6.11}
\end{equation*}
$$

An integrating factor is

$$
I(x)=e^{\int(-2 / x) d x}=e^{-2 \ln x}=x^{-2}
$$

Multiplying Equation (1.6.11) by $I$ we obtain

$$
\frac{d}{d x}\left(x^{-2} y\right)=2 x^{-1} \ln x .
$$

Integrating and rearranging gives

$$
y(x)=x^{2}\left[(\ln x)^{2}+c\right] .
$$

Example 1.6.5 Solve the initial-value problem

$$
y^{\prime}-y=f(x), \quad y(0)=0,
$$

where $f(x)=\left\{\begin{aligned} 1, & \text { if } x<1, \\ 2-x, & \text { if } x \geq 1 .\end{aligned}\right.$
Solution: We have sketched $f(x)$ in Figure 1.6.1. An integrating factor for the differential equation is $I(x)=e^{-x}$.


Figure 1.6.1: A sketch of the function $f(x)$ from Example 1.6.5.
Upon multiplication by the integrating factor, the differential equation reduces to

$$
\frac{d}{d x}\left(e^{-x} y\right)=e^{-x} f(x)
$$

We now integrate this differential equation over the interval $[0, x]$. To do so we need to use a dummy integration variable, which we denote by $w$. We therefore obtain

$$
\left[e^{-w} y(w)\right]_{0}^{x}=\int_{0}^{x} e^{-w} f(w) d w
$$

or equivalently,

$$
e^{-x} y(x)-y(0)=\int_{0}^{x} e^{-w} f(w) d w
$$

Multiplying by $e^{x}$ and substituting for $y(0)=0$ yields

$$
\begin{equation*}
y(x)=e^{x} \int_{0}^{x} e^{-w} f(w) d w . \tag{1.6.12}
\end{equation*}
$$

Due to the form of $f(x)$, the value of the integral on the right-hand side will depend on whether $x<1$ or $x \geq 1$. If $x<1$, then $f(w)=1$ and so (1.6.12) can be written as

$$
y(x)=e^{x} \int_{0}^{x} e^{-w} d w=e^{x}\left(1-e^{-x}\right)
$$

so that

$$
y(x)=e^{x}-1, \quad x<1 .
$$

If $x \geq 1$, then the interval of integration $[0, x]$ must be split into two parts. From (1.6.12) we have

$$
y(x)=e^{x}\left[\int_{0}^{1} e^{-w} d w+\int_{1}^{x}(2-w) e^{-w}\right] d w .
$$

A straightforward integration leads to

$$
y(x)=e^{x}\left\{1-e^{-1}+\left[-2 e^{-w}+w e^{-w}+e^{-w}\right]_{1}^{x}\right\},
$$

which simplifies to

$$
y(x)=e^{x}\left(1-e^{-1}\right)+x-1 .
$$

The solution to the initial-value problem can therefore be written as

$$
y(x)= \begin{cases}e^{x}-1, & \text { if } x<1 \\ e^{x}\left(1-e^{-1}\right)+x-1, & \text { if } x \geq 1\end{cases}
$$

A sketch of the corresponding solution curve is given in Figure 1.6.2.


Figure 1.6.2: The solution curve for the initial-value problem in Example 1.6.5. The dashed curve is the continuation of $y(x)=e^{x}-1$ for $x>1$.

Differentiating both branches of this function we find

$$
y^{\prime}(x)=\left\{\begin{array}{ll}
e^{x}, & \text { if } x<1, \\
e^{x}\left(1-e^{-1}\right)+1, & \text { if } x \geq 1 .
\end{array} \quad y^{\prime \prime}(x)= \begin{cases}e^{x}, & \text { if } x<1, \\
e^{x}\left(1-e^{-1}\right), & \text { if } x \geq 1\end{cases}\right.
$$

We see that even though the function $f$ in the original differential equation was not differentiable at $x=1$, the solution to the initial-value problem has a continuous derivative at that point. The discontinuity in the derivative of the driving term does show up in the second derivative of the solution as indeed it must.

## Exercises for 1.6

## Key Terms

First-order linear differential equations, Integrating factor.

## Skills

- Be able to recognize a first-order linear differential equation.
- Be able to find an integrating factor for a given firstorder linear differential equation.
- Be able to solve a first-order linear differential equation.


## True-False Review

For items (a)-(e), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) There is a unique integrating factor for a differential equation of the form $y^{\prime}+p(x) y=q(x)$.
(b) An integrating factor for the differential equation $y^{\prime}+p(x) y=q(x)$ is $e^{\int p(x) d x}$.
(c) Upon multiplying the differential equation $y^{\prime}+$ $p(x) y=q(x)$ by an integrating factor $I(x)$, the differential equation becomes $(I(x) \cdot y)^{\prime}=q(x) I$.
(d) An integrating factor for the differential equation $\frac{d y}{d x}=x^{2} y+\sin x$ is $I(x)=e^{\int x^{2} d x}$.
(e) An integrating factor for the differential equation $\frac{d y}{d x}=x-\frac{y}{x}$ is $I(x)=x+5$.

## Problems

For Problems $1-15$, solve the given differential equation.

1. $\frac{d y}{d x}+y=4 e^{x}$.
2. $\frac{d y}{d x}+\frac{2}{x} y=5 x^{2}, \quad x>0$.
3. $x^{2} y^{\prime}-4 x y=x^{7} \sin x, \quad x>0$.
4. $y^{\prime}+2 x y=2 x^{3}$.
5. $\frac{d y}{d x}+\frac{2 x}{1-x^{2}} y=4 x, \quad-1<x<1$.
6. $\frac{d y}{d x}+\frac{2 x}{1+x^{2}} y=\frac{4}{\left(1+x^{2}\right)^{2}}$.
7. $2\left(\cos ^{2} x\right) y^{\prime}+y \sin 2 x=4 \cos ^{4} x$, $0 \leq x<\pi / 2$.
8. $y^{\prime}+\frac{1}{x \ln x} y=9 x^{2}$.
9. $y^{\prime}-y \tan x=8 \sin ^{3} x$.
10. $t \frac{d x}{d t}+2 x=4 e^{t}, \quad t>0$.
11. $y^{\prime}=\sin x(y \sec x-2)$.
12. $(1-y \sin x) d x-(\cos x) d y=0$.
13. $y^{\prime}-x^{-1} y=2 x^{2} \ln x$.
14. $y^{\prime}+\alpha y=e^{\beta x}$, where $\alpha, \beta$ are constants.
15. $y^{\prime}+m x^{-1} y=\ln x$, where $m$ is constant.

In Problems 16-21, solve the given initial-value problem.
16. $y^{\prime}+2 x^{-1} y=4 x, \quad y(1)=2$.
17. $(\sin x) y^{\prime}-y \cos x=\sin 2 x, \quad y(\pi / 2)=2$.
18. $\frac{d x}{d t}+\frac{2}{4-t} x=5, \quad x(0)=4$.
19. $\left(y-e^{x}\right) d x+d y=0, \quad y(0)=1$.
20. $y^{\prime}+y=f(x), \quad y(0)=3$, where

$$
f(x)= \begin{cases}1, & \text { if } x \leq 1 \\ 0, & \text { if } x>1\end{cases}
$$

21. $y^{\prime}-2 y=f(x), \quad y(0)=1$, where

$$
f(x)= \begin{cases}1-x, & \text { if } x<1 \\ 0, & \text { if } x \geq 1\end{cases}
$$

22. Solve the initial-value problem in Example 1.6 .5 as follows. First determine the general solution to the differential equation on each interval separately. Then use the given initial condition to find the appropriate integration constant for the interval $(-\infty, 1)$. To determine the integration constant on the interval $[1, \infty)$, use the fact that the solution must be continuous at $x=1$.
23. Find the general solution to the second-order differential equation

$$
\frac{d^{2} y}{d x^{2}}+\frac{1}{x} \frac{d y}{d x}=9 x, \quad x>0
$$

[Hint: Let $u=\frac{d y}{d x}$.]
24. Solve the differential equation for Newton's law of cooling by viewing it as a first-order linear differential equation.
25. Suppose that an object is placed in a medium whose temperature is increasing at a constant rate of $\alpha^{\circ} \mathrm{F}$ per minute. Show that, according to Newton's law of cooling, the temperature of the object at time $t$ is given by

$$
T(t)=\alpha\left(t-k^{-1}\right)+c_{1}+c_{2} e^{-k t}
$$

where $c_{1}$ and $c_{2}$ are constants.
26. Between 8 a.m. and 12 p.m. on a hot summer day, the temperature rose at a rate of $10^{\circ} \mathrm{F}$ per hour from an initial temperature of $65^{\circ} \mathrm{F}$. At 9 a.m., the temperature
of an object was measured to be $35^{\circ} \mathrm{F}$ and was, at that time, increasing at a rate of $5^{\circ} \mathrm{F}$ per hour. Show that the temperature of the object at time $t$ was

$$
T(t)=10 t-15+40 e^{(1-t) / 8}, \quad 0 \leq t \leq 4
$$

27. It is known that a certain object has constant of proportionality $k=1 / 40$ in Newton's law of cooling. When the temperature of this object is $0^{\circ} \mathrm{F}$, it is placed in a medium whose temperature is changing in time according to

$$
T_{m}(t)=80 e^{-t / 20}
$$

(a) Using Newton's law of cooling, show that the temperature of the object at time $t$ is

$$
T(t)=80\left(e^{-t / 40}-e^{-t / 20}\right)
$$

(b) What happens to the temperature of the object as $t \rightarrow+\infty$ ? Is this reasonable?
(c) Determine the time, $t_{\max }$, when the temperature of the object is a maximum. Find $T\left(t_{\max }\right)$ and $T_{m}\left(t_{\max }\right)$.
(d) Make a sketch to depict the behavior of $T(t)$ and $T_{m}(t)$.
28. The differential equation

$$
\begin{equation*}
\frac{d T}{d t}=-k_{1}\left[T-T_{m}(t)\right]+A_{0} \tag{1.6.13}
\end{equation*}
$$

where $k_{1}$ and $A_{0}$ are positive constants, can be used to model the temperature variation $T(t)$ in a building. In this equation, the first term on the right-hand side gives the contribution due to the variation in the outside temperature, and the second term on the right-hand side gives the contribution due to the heating effect from internal sources such as machinery, lighting, people, etc. Consider the case when

$$
\begin{equation*}
T_{m}(t)=A-B \cos \omega t, \quad \omega=\pi / 12 \tag{1.6.14}
\end{equation*}
$$

where $A$ and $B$ are constants, and $t$ is measured in hours.
(a) Make a sketch of $T_{m}(t)$. Taking $t=0$ to correspond to midnight, describe the variation of the external temperature over a 24 -hour period.
(b) With $T_{m}$ given in (1.6.14), solve (1.6.13) subject to the initial condition $T(0)=T_{0}$.
29. This problem demonstrates the variation-ofparameters method for first-order linear differential equations. Consider the first-order linear differential equation

$$
\begin{equation*}
y^{\prime}+p(x) y=q(x) \tag{1.6.15}
\end{equation*}
$$

(a) Show that the general solution to the associated homogeneous equation

$$
y^{\prime}+p(x) y=0
$$

is

$$
y_{H}(x)=c_{1} e^{-\int p(x) d x}
$$

(b) Determine the function $u(x)$ such that

$$
y(x)=u(x) e^{-\int p(x) d x}
$$

is a solution to (1.6.15), and hence derive the general solution to (1.6.15).

For Problems 30-33, use the technique derived in the previous problem to solve the given differential equation.
30. $y^{\prime}+x^{-1} y=\cos x, \quad x>0$.
31. $y^{\prime}+y=e^{-2 x}$.
32. $y^{\prime}+y \cot x=2 \cos x, \quad 0<x<\pi$.
33. $x y^{\prime}-y=x^{2} \ln x$.

For Problems 34-39, use a differential equations solver to determine the solution to each of the initial-value problems and sketch the corresponding solution curve.
34. $\diamond$ The initial-value problem in Problem 16.
35. $\diamond$ The initial-value problem in Problem 17.
36. $\diamond$ The initial-value problem in Problem 18.
37. $\diamond$ The initial-value problem in Problem 19.
38. $\diamond$ The initial-value problem in Problem 20.
39. $\diamond$ The initial-value problem in Problem 21.

### 1.7 Modeling Problems Using First-Order Linear Differential Equations

There are many examples of applied problems whose mathematical formulation leads to a first-order linear differential equation. In this section we analyze two in detail.

## Mixing Problems

Statement of the Problem: Consider the situation depicted in Figure 1.7.1. A tank initially contains $V_{0}$ liters of a solution in which is dissolved $A_{0}$ grams of a certain chemical. A solution containing $c_{1}$ grams/liter of the same chemical flows into the tank at a constant rate of $r_{1}$ liters/minute, and the mixture flows out at a constant rate of $r_{2}$ liters/minute. We assume that the mixture is kept uniform by stirring. Then at any time $t$ the concentration of chemical in the tank, $c_{2}(t)$, is the same throughout the tank and is given by

$$
\begin{equation*}
c_{2}=\frac{A(t)}{V(t)} \tag{1.7.1}
\end{equation*}
$$

where $V(t)$ denotes the volume of solution in the tank at time $t$ and $A(t)$ denotes the amount of chemical in the tank at time $t$.


Figure 1.7.1: A mixing problem.
Mathematical Formulation: The two functions in the problem are $V(t)$ and $A(t)$. In order to determine how they change with time, we first consider their change during a short time interval, $\Delta t$ minutes. In time $\Delta t, r_{1} \Delta t$ liters of solution flow into the tank, whereas $r_{2} \Delta t$ liters flow out. Thus during the time interval $\Delta t$, the change in the volume of solution in the tank is

$$
\begin{equation*}
\Delta V=r_{1} \Delta t-r_{2} \Delta t=\left(r_{1}-r_{2}\right) \Delta t . \tag{1.7.2}
\end{equation*}
$$

Since the concentration of chemical in the inflow is $c_{1}$ grams/liter (assumed constant), it follows that in the time interval $\Delta t$ the amount of chemical that flows into the tank is $c_{1} r_{1} \Delta t$. Similarly, the amount of chemical that flows out in this same time interval is approximately ${ }^{10} c_{2} r_{2} \Delta t$. Thus, the total change in the amount of chemical in the tank during the time interval $\Delta t$, denoted by $\Delta A$, is approximately

$$
\begin{equation*}
\Delta A \approx c_{1} r_{1} \Delta t-c_{2} r_{2} \Delta t=\left(c_{1} r_{1}-c_{2} r_{2}\right) \Delta t . \tag{1.7.3}
\end{equation*}
$$

Dividing Equations (1.7.2) and (1.7.3) by $\Delta t$ yields

$$
\frac{\Delta V}{\Delta t}=r_{1}-r_{2} \quad \text { and } \quad \frac{\Delta A}{\Delta t} \approx c_{1} r_{1}-c_{2} r_{2},
$$

[^8]respectively. These equations describe the rates of change of $V$ and $A$ over the short, but finite, time interval $\Delta t$. In order to determine the instantaneous rates of change of $V$ and $A$, we take the limit as $\Delta t \rightarrow 0$ to obtain
\[

$$
\begin{equation*}
\frac{d V}{d t}=r_{1}-r_{2} \tag{1.7.4}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\frac{d A}{d t}=c_{1} r_{1}-\frac{A}{V} r_{2}, \tag{1.7.5}
\end{equation*}
$$

where we have substituted for $c_{2}$ from Equation (1.7.1). Since $r_{1}$ and $r_{2}$ are constants, we can integrate Equation (1.7.4) directly, to obtain

$$
V(t)=\left(r_{1}-r_{2}\right) t+V_{0},
$$

where $V_{0}$ is an integration constant. Substituting for $V$ into Equation (1.7.5) and rearranging terms yields the linear equation for $A(t)$

$$
\begin{equation*}
\frac{d A}{d t}+\frac{r_{2}}{\left(r_{1}-r_{2}\right) t+V_{0}} A=c_{1} r_{1} . \tag{1.7.6}
\end{equation*}
$$

This differential equation can be solved, subject to the initial condition $A(0)=A_{0}$, to determine the behavior of $A(t)$.

Remark The reader need not memorize Equation (1.7.6), since it is better to derive it for each specific example.

Example 1.7.1 A tank contains 8 L (liters) of water in which is dissolved 32 g (grams) of chemical. A solution containing $2 \mathrm{~g} / \mathrm{L}$ of the chemical flows into the tank at a rate of $4 \mathrm{~L} / \mathrm{min}$, and the well-stirred mixture flows out at a rate of $2 \mathrm{~L} / \mathrm{min}$.

1. Determine the amount of chemical in the tank after 20 minutes.
2. What is the concentration of chemical in the tank at that time?

Solution: We are given

$$
r_{1}=4 \mathrm{~L} / \mathrm{min}, r_{2}=2 \mathrm{~L} / \mathrm{min}, c_{1}=2 \mathrm{~g} / \mathrm{L}, V(0)=8 \mathrm{~L}, \text { and } A(0)=32 \mathrm{~g} .
$$

For parts (1) and (2), we must find $A(20)$ and $A(20) / V(20)$, respectively. Now,

$$
\Delta V=r_{1} \Delta t-r_{2} \Delta t
$$

implies that

$$
\frac{d V}{d t}=2 .
$$

Integrating this equation and imposing the initial condition that $V(0)=8$ yields

$$
\begin{equation*}
V(t)=2(t+4) . \tag{1.7.7}
\end{equation*}
$$

Further,

$$
\Delta A \approx c_{1} r_{1} \Delta t-c_{2} r_{2} \Delta t
$$

implies that

$$
\frac{d A}{d t}=8-2 c_{2} .
$$

That is, since $c_{2}=A / V$,

$$
\frac{d A}{d t}=8-2 \frac{A}{V} .
$$

Substituting for $V$ from (1.7.7), we must solve

$$
\begin{equation*}
\frac{d A}{d t}+\frac{1}{t+4} A=8 . \tag{1.7.8}
\end{equation*}
$$

This first-order linear equation has integrating factor

$$
I=e^{\int 1 /(t+4) d t}=t+4
$$

Consequently (1.7.8) can be written in the equivalent form

$$
\frac{d}{d t}[(t+4) A]=8(t+4)
$$

which can be integrated directly to obtain

$$
(t+4) A=4(t+4)^{2}+c .
$$

Hence

$$
A(t)=\frac{1}{t+4}\left[4(t+4)^{2}+c\right] .
$$

Imposing the given initial condition $A(0)=32 \mathrm{~g}$ implies that $c=64$. Consequently

$$
A(t)=\frac{4}{t+4}\left[(t+4)^{2}+16\right] .
$$

Setting $t=20$ gives us the answer for (1) and (2):

1. We have

$$
A(20)=\frac{1}{6}\left[(24)^{2}+16\right]=\frac{296}{3} \mathrm{~g} .
$$

2. Furthermore, using (1.7.7),

$$
\frac{A(20)}{V(20)}=\frac{1}{48} \cdot \frac{296}{3}=\frac{37}{18} \mathrm{~g} / \mathrm{L}
$$

## Electric Circuits

An important application of differential equations arises from the analysis of simple electric circuits. The most basic electric circuit is obtained by connecting the ends of a wire to the terminals of a battery or generator. This causes a flow of charge, $q(t)$, measured in coulombs (C), through the wire, thereby producing a current, $i(t)$, measured in amperes (A), defined to be the rate of change of charge. Thus,

$$
\begin{equation*}
i(t)=\frac{d q}{d t} . \tag{1.7.9}
\end{equation*}
$$

In practice a circuit will contain several components that oppose the flow of charge. As current passes through these components work has to be done, and so there is a loss of energy, which is described by the resulting voltage drop across each component. For the circuits that we will consider, the behavior of the current in the circuit is governed by Kirchhoff's second law, which can be stated as follows.

Kirchhoff's Second Law: The sum of the voltage drops around a closed circuit is zero.
In order to apply this law we need to know the relationship between the current passing through each component in the circuit and the resulting voltage drop. The components of interest to us are resistors, capacitors, and inductors. We briefly describe each of these next.

1. Resistors: As its name suggests, a resistor is a component that, due to its constituency, directly resists the flow of charge through it. According to Ohm's law, the voltage drop, $\Delta V_{R}$, between the ends of a resistor is directly proportional to the current that is passing through it. This is expressed mathematically as

$$
\begin{equation*}
\Delta V_{R}=i R \tag{1.7.10}
\end{equation*}
$$

where the constant of proportionality, $R$, is called the resistance of the resistor. The units of resistance are ohms ( $\Omega$ ).
2. Capacitors: A capacitor can be thought of as a component that stores charge and thereby opposes the passage of current. If $q(t)$ denotes the charge on the capacitor at time $t$, then the drop in voltage, $\Delta V_{C}$, as current passes through it is directly proportional to $q(t)$. It is usual to express this law in the form

$$
\begin{equation*}
\Delta V_{C}=\frac{1}{C} q \tag{1.7.11}
\end{equation*}
$$

where the constant $C$ is called the capacitance of the capacitor. The units of capacitance are farads ( F ).
3. Inductors: The third component that is of interest to us is an inductor. This can be considered as a component that opposes any change in the current flowing through it. The drop in voltage as current passes through an inductor is directly proportional to the rate at which the current is changing. We write this as

$$
\begin{equation*}
\Delta V_{L}=L \frac{d i}{d t} \tag{1.7.12}
\end{equation*}
$$

where the constant $L$ is called the inductance of the inductor, measured in units of henrys (H).
4. $E M F$ : The final component in our circuits will be a source of voltage that produces an electromotive force (EMF). We can think of this as providing the force that drives the charge through the circuit. As current passes through the voltage source, there is a voltage gain, which we denote by $E(t)$ volts (that is, a voltage drop of $-E(t)$ volts).

A circuit containing all of these components is shown in Figure 1.7.2. Such a circuit is called an RLC circuit. According to Kirchhoff's second law, the sum of the voltage


Figure 1.7.2: A simple RLC circuit.
drops at any instant must be zero. Applying this to the RLC circuit in Figure 1.7.2 we obtain

$$
\begin{equation*}
\Delta V_{R}+\Delta V_{C}+\Delta V_{L}-E(t)=0 \tag{1.7.13}
\end{equation*}
$$

Substituting into Equation (1.7.13) from (1.7.10)-(1.7.12) and rearranging yields the basic differential equation for an RLC circuit; namely,

$$
\begin{equation*}
L \frac{d i}{d t}+R i+\frac{q}{C}=E(t) \tag{1.7.14}
\end{equation*}
$$

There are three cases that are of importance in applications, two of which are governed by first-order linear differential equations.

Case 1: An RL CIRCUIT. In the case when there is no capacitor present, we have what is referred to as an RL circuit. The differential equation (1.7.14) then reduces to

$$
\begin{equation*}
\frac{d i}{d t}+\frac{R}{L} i=\frac{1}{L} E(t) . \tag{1.7.15}
\end{equation*}
$$

This is a first-order linear differential equation for the current in the circuit at any time $t$.

Case 2: An RC CIRCUIT. Now consider the case when there is no inductor present in the circuit. Setting $L=0$ in Equation (1.7.14) yields

$$
i+\frac{1}{R C} q=\frac{E}{R} .
$$

In this equation we have two unknowns, $q(t)$ and $i(t)$. Substituting from (1.7.9) for $i(t)=d q / d t$ we obtain the following differential equation for $q(t)$ :

$$
\begin{equation*}
\frac{d q}{d t}+\frac{1}{R C} q=\frac{E}{R} . \tag{1.7.16}
\end{equation*}
$$

In this case, the first-order linear differential equation (1.7.16) can be solved for the charge $q(t)$ on the plates of the capacitor. The current in the circuit can then be obtained from

$$
i(t)=\frac{d q}{d t}
$$

by differentiation.
Case 3: An RLC CIRCUIT. In the general case, we must consider all three components to be present in the circuit. Substituting from Equation (1.7.9) into Equation (1.7.14) yields the following differential equation for determining the charge on the capacitor:

$$
\frac{d^{2} q}{d t^{2}}+\frac{R}{L} \frac{d q}{d t}+\frac{1}{L C} q=\frac{1}{L} E(t) .
$$

We will develop techniques in Chapter 8 that enable us to solve this differential equation without difficulty.

For the remainder of this section we restrict our attention to RL and RC circuits. Since these are both first-order linear differential equations, we can solve them using the technique derived in the previous section once the applied EMF, $E(t)$, has been specified. The two most important forms for $E(t)$ are

$$
E(t)=E_{0} \quad \text { and } \quad E(t)=E_{0} \cos \omega t,
$$

where $E_{0}$ and $\omega$ are constants. The first of these corresponds to a source of EMF such as a battery. The resulting current is called a direct current (DC). The second form of EMF oscillates between $\pm E_{0}$ and is called an alternating current (AC).

Example 1.7.2 Determine the current in an RL circuit if the applied EMF is $E(t)=E_{0} \cos \omega t$, where $E_{0}$ and $\omega$ are constants, and the initial current is zero.

Solution: Substituting into Equation (1.7.15) for $E(t)$ yields the differential equation

$$
\frac{d i}{d t}+\frac{R}{L} i=\frac{E_{0}}{L} \cos \omega t
$$

which we write as

$$
\begin{equation*}
\frac{d i}{d t}+a i=\frac{E_{0}}{L} \cos \omega t \tag{1.7.17}
\end{equation*}
$$

where $a=\frac{R}{L}$. An integrating factor for (1.7.17) is $I(t)=e^{a t}$, so that the equation can be written in the equivalent form

$$
\frac{d}{d t}\left(e^{a t} i\right)=\frac{E_{0}}{L} e^{a t} \cos \omega t .
$$

Integrating this equation using the standard integral

$$
\int e^{a t} \cos \omega t d t=\frac{1}{a^{2}+\omega^{2}} e^{a t}(a \cos \omega t+\omega \sin \omega t)+c
$$

we obtain

$$
e^{a t} i=\frac{E_{0}}{L\left(a^{2}+\omega^{2}\right)} e^{a t}(a \cos \omega t+\omega \sin \omega t)+c,
$$

where $c$ is an integration constant. Consequently,

$$
i(t)=\frac{E_{0}}{L\left(a^{2}+\omega^{2}\right)}(a \cos \omega t+\omega \sin \omega t)+c e^{-a t} .
$$

Imposing the initial condition $i(0)=0$, we find

$$
c=-\frac{E_{0} a}{L\left(a^{2}+\omega^{2}\right)},
$$

so that

$$
\begin{equation*}
i(t)=\frac{E_{0}}{L\left(a^{2}+\omega^{2}\right)}\left(a \cos \omega t+\omega \sin \omega t-a e^{-a t}\right) . \tag{1.7.18}
\end{equation*}
$$

This solution can be written in the form

$$
i(t)=i_{S}(t)+i_{T}(t),
$$

where

$$
i_{S}(t)=\frac{E_{0}}{L\left(a^{2}+\omega^{2}\right)}(a \cos \omega t+\omega \sin \omega t), \quad i_{T}(t)=-\frac{a E_{0}}{L\left(a^{2}+\omega^{2}\right)} e^{-a t} .
$$



Figure 1.7.3: Defining the phase angle for an RL circuit.

The term $i_{T}(t)$ decays exponentially with time and is referred to as the transient part of the solution. As $t \rightarrow \infty$ the solution (1.7.18) approaches the steady-state solution, $i_{S}(t)$. The steady-state solution can be written in a more illuminating form as follows. If we construct the right-angled triangle (see Figure 1.7.3) with sides $a$ and $\omega$, then the hypotenuse of the triangle is $\sqrt{a^{2}+\omega^{2}}$. Consequently, there exists a unique angle $\phi$ in ( $0, \pi / 2$ ), such that

$$
\cos \phi=\frac{a}{\sqrt{a^{2}+\omega^{2}}}, \quad \sin \phi=\frac{\omega}{\sqrt{a^{2}+\omega^{2}}}
$$

Equivalently,

$$
a=\sqrt{a^{2}+\omega^{2}} \cos \phi, \quad \omega=\sqrt{a^{2}+\omega^{2}} \sin \phi
$$

Substituting for $a$ and $\omega$ into the expression for $i_{S}$ yields

$$
i_{S}(t)=\frac{E_{0}}{L \sqrt{a^{2}+\omega^{2}}}(\cos \omega t \cos \phi+\sin \omega t \sin \phi)
$$

which can be written, using an appropriate trigonometric identity, as

$$
i_{S}(t)=\frac{E_{0}}{L \sqrt{a^{2}+\omega^{2}}} \cos (\omega t-\phi)
$$

This is referred to as the phase-amplitude form of the solution. Comparing this with the original driving term, $E_{0} \cos \omega t$, we see that the system has responded with a steadystate solution having the same periodic behavior, but with a phase shift of $\phi$ radians. Furthermore the amplitude of the response is

$$
\begin{equation*}
A=\frac{E_{0}}{L \sqrt{a^{2}+\omega^{2}}}=\frac{E_{0}}{\sqrt{R^{2}+\omega^{2} L^{2}}} \tag{1.7.19}
\end{equation*}
$$

where we have substituted for $a=R / L$. This is illustrated in Figure 1.7.4. The general picture that we have, therefore, is that the transient part of the solution affects $i(t)$ for a short period of time, after which the current settles into a steady state. In the case when the driving EMF has the form $E(t)=E_{0} \cos \omega t$, the steady state is a phase shift of this driving EMF with an amplitude given in Equation (1.7.19). This general behavior is illustrated in Figure 1.7.5.


Figure 1.7.4: The response of an RL circuit to the driving term $E(t)=E_{0} \cos \omega t$.


Figure 1.7.5: The transient part of the solution for an RL circuit dies out as $t$ increases.

Our next example illustrates the procedure for solving the differential equation (1.7.16) governing the behavior of an RC circuit.

Example 1.7.3 Consider the RC circuit in which $R=0.5 \Omega, C=0.1 \mathrm{~F}$, and $\mathrm{E}_{0}=20 \mathrm{~V}$. Given that the capacitor has zero initial charge, determine the current in the circuit after 0.25 seconds.

Solution: In this case we first solve Equation (1.7.16) for $q(t)$ and then determine the current in the circuit by differentiating the result. Substituting for $R, C$, and $E$ into Equation (1.7.16) yields

$$
\frac{d q}{d t}+20 q=40
$$

which has general solution

$$
q(t)=2+c e^{-20 t}
$$

where $c$ is an integration constant. Imposing the initial condition $q(0)=0$ yields $c=-2$, so that

$$
q(t)=2\left(1-e^{-20 t}\right)
$$

Differentiating this expression for $q$ gives the current in the circuit

$$
i(t)=\frac{d q}{d t}=40 e^{-20 t}
$$

Consequently,

$$
i(0.25)=40 e^{-5} \approx 0.27 \mathrm{~A}
$$

## Exercises for 1.7

## Key Terms

Mixing problem, Concentration, Electric circuit, Kirchhoff's Second Law, Resistor, Capacitor, Inductor, Electromotive force (EMF), RL Circuit, RC Circuit, RLC Circuit, Direct current, Alternating current, Transient solution, Steady-state solution, Phase, Amplitude.

## Skills

- Be able to use information about a mixing problem to provide the correct mathematical formulation of the problem.
- Be able to solve mixing problems by deriving and solving the differential equation (1.7.6) for a specific mixing problem and using initial conditions.
- Know the relationship between the charge and the current in an electric circuit.
- Be familiar with the basic components of an electric circuit, such as electromotive force, resistors, capacitors, and inductors.
- Be able to write down and solve the differential equation for the current in an RL circuit and for the charge in an RC circuit, for either a direct current or an alternating current.
- Be able to identify the transient and steady-state components of current in an electric circuit with an alternating current.
- Be able to put the steady-state component of the current in an RL circuit in phase-amplitude form, and identify the phase shift and the amplitude.


## True-False Review

For items (a)-(h), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The amount of chemical $A(t)$ in a tank at time $t$ is obtained by multiplying the concentration of chemical $c(t)$ in the tank at time $t$ by the volume of the solution, $V(t)$, at time $t$.
(b) If $r_{1}$ and $r_{2}$ denote the rates at which fluid is flowing into a tank and out of the tank, respectively, then the rate of change of the volume of the tank is $r_{2}-r_{1}$.
(c) For the mixing problems described in this section, we assume that the concentration of the chemical entering the tank is independent of time.
(d) For the mixing problems described in this section, we assume that the concentration of the chemical leaving the tank is independent of time.
(e) Kirchhoff's second law states the sum of the voltage drops around a closed circuit is independent of time.
(f) The larger the resistance in a resistor, the greater the voltage drop between the ends of the resistor.
(g) Given an alternating current in an RL circuit, the transient part of the current decays to zero with time, while the steady-state part of the current oscillates with the same frequency as the applied EMF.
(h) The higher the frequency of an applied EMF in an RL circuit, the lower the amplitude of the steady-state current.

## Problems

1. A tank initially contains 600 L of solution in which there is dissolved 1500 grams of chemical. A solution containing $5 \mathrm{~g} / \mathrm{L}$ of the chemical flows into the tank at a rate of $6 \mathrm{~L} / \mathrm{min}$, and the well-stirred mixture flows out at a rate of $3 \mathrm{~L} / \mathrm{min}$. Determine the concentration of chemical in the tank after one hour.
2. A container initially contains 10 L of water in which there is 20 g of salt dissolved. A solution containing $4 \mathrm{~g} / \mathrm{L}$ of salt is pumped into the container at a rate of $2 \mathrm{~L} / \mathrm{min}$, and the well-stirred mixture runs out at a rate of $1 \mathrm{~L} / \mathrm{min}$. How much salt is in the tank after 40 min ?
3. A tank whose volume is 200 L is initially half full of a solution that contains 100 g of chemical. A solution containing $0.5 \mathrm{~g} / \mathrm{L}$ of the same chemical flows into the tank at a rate of $6 \mathrm{~L} / \mathrm{min}$, and the well-stirred mixture flows out at a rate of $4 \mathrm{~L} / \mathrm{min}$. Determine the concentration of chemical in the tank just before the solution overflows.
4. A tank whose volume is 40 L initially contains 20 L of water. A solution containing $10 \mathrm{~g} / \mathrm{L}$ of salt is pumped into the tank at a rate of $4 \mathrm{~L} / \mathrm{min}$, and the well-stirred mixture flows out at a rate of $2 \mathrm{~L} / \mathrm{min}$. How much salt is in the tank just before the solution overflows?
5. A tank initially contains 20 L of water. A solution containing $1 \mathrm{~g} / \mathrm{L}$ of chemical flows into the tank at a rate of $3 \mathrm{~L} / \mathrm{min}$, and the mixture flows out at a rate of $2 \mathrm{~L} / \mathrm{min}$.
(a) Set up and solve the initial-value problem for $A(t)$, the amount of chemical in the tank at time $t$.
(b) When does the concentration of chemical in the tank reach $0.5 \mathrm{~g} / \mathrm{L}$ ?
6. A tank initially contains 10 L of a salt solution. Water flows into the tank at a rate of $3 \mathrm{~L} / \mathrm{min}$, and the well-stirred mixture flows out at a rate of $2 \mathrm{~L} / \mathrm{min}$.

After 5 minutes, the concentration of salt in the tank is $0.2 \mathrm{~g} / \mathrm{L}$. Find:
(a) The amount of salt in the tank initially.
(b) The volume of solution in the tank when the concentration of salt is $0.1 \mathrm{~g} / \mathrm{L}$.
7. A tank initially contains $w$ liters of a solution in which is dissolved $A_{0}$ grams of chemical. A solution containing $k \mathrm{~g} / \mathrm{L}$ of this chemical flows into the tank at a rate of $r \mathrm{~L} / \mathrm{min}$, and the mixture flows out at the same rate.
(a) Show that the amount of chemical, $A(t)$, in the tank at time $t$ is

$$
A(t)=e^{-(r t) / w}\left[k w\left(e^{(r t) / w}-1\right)+A_{0}\right]
$$

(b) Show that as $t \rightarrow \infty$, the concentration of chemical in the tank approaches $k \mathrm{~g} / \mathrm{L}$. Is this result reasonable? Explain.
8. Consider the double mixing problem depicted in Figure 1.7.6.


Figure 1.7.6: Double mixing problem.
(a) Show that the following are differential equations for $A_{1}(t)$ and $A_{2}(t)$ :

$$
\begin{aligned}
\frac{d A_{1}}{d t}+\frac{r_{2}}{\left(r_{1}-r_{2}\right) t+V_{1}} A_{1} & =c_{1} r_{1} \\
\frac{d A_{2}}{d t}+\frac{r_{3}}{\left(r_{2}-r_{3}\right) t+V_{2}} A_{2} & =\frac{r_{2} A_{1}}{\left(r_{1}-r_{2}\right) t+V_{1}}
\end{aligned}
$$

where $V_{1}$ and $V_{2}$ are constants.
(b) Let $r_{1}=6 \mathrm{~L} / \mathrm{min}, r_{2}=4 \mathrm{~L} / \mathrm{min}, r_{3}=3 \mathrm{~L} / \mathrm{min}$, and $c_{1}=0.5 \mathrm{~g} / \mathrm{L}$. If the first tank initially holds 40 L of water in which 4 g of chemical is dissolved, whereas the second tank initially contains 20 g of chemical dissolved in 20 L of water, determine the amount of chemical in the second tank after 10 min .
9. Consider the RL circuit in which $R=4 \Omega, L=0.1$ H , and $E(t)=20 \mathrm{~V}$. If there is no current flowing initially, determine the current in the circuit for $t \geq 0$.
10. Consider the RC circuit which has $R=5 \Omega, C=\frac{1}{50}$ F , and $E(t)=100 \mathrm{~V}$. If the capacitor is uncharged initially, determine the current in the circuit for $t \geq 0$.
11. An RL circuit has EMF $E(t)=10 \sin 4 t \mathrm{~V}$. If $R=$ $2 \Omega, L=\frac{2}{3} \mathrm{H}$, and there is no current flowing initially, determine the current for $t \geq 0$.
12. Consider the RC circuit with $R=2 \Omega, C=\frac{1}{8} \mathrm{~F}$, and $E(t)=10 \cos 3 t \mathrm{~V}$. If $q(0)=1 \mathrm{C}$, determine the current in the circuit for $t \geq 0$.
13. Consider the general RC circuit with $E(t)=0$. Suppose that $q(0)=5 \mathrm{C}$. Determine the charge on the capacitor for $t>0$. What happens as $t \rightarrow \infty$ ? Is this reasonable? Explain.
14. Determine the current in an RC circuit if the capacitor has zero charge initially and the driving EMF is $E=E_{0}$, where $E_{0}$ is a constant. Make a sketch showing the change in the charge $q(t)$ on the capacitor with time and show that $q(t)$ approaches a constant value as $t \rightarrow \infty$. What happens to the current in the circuit as $t \rightarrow \infty$ ?
15. Determine the current flowing in an RL circuit if the applied EMF is $E(t)=E_{0} \sin \omega t$, where $E_{0}$ and $\omega$ are constants. Identify the transient part of the solution and the steady-state solution.
16. Determine the current flowing in an RL circuit if the applied EMF is constant and the initial current is zero.
17. Determine the current flowing in an RC circuit if the capacitor is initially uncharged and the driving EMF is given by $E(t)=E_{0} e^{-a t}$, where $E_{0}$ and $a$ are constants.
18. Consider the special case of the RLC circuit in which the resistance is negligible and the driving EMF is zero. The differential equation governing the charge on the capacitor in this case is

$$
\frac{d^{2} q}{d t^{2}}+\frac{1}{L C} q=0
$$

If the capacitor has an initial charge of $q_{0}$ coulombs, and there is no current flowing initially, determine the
charge on the capacitor for $t>0$, and the corresponding current in the circuit. [Hint: Let $u=\frac{d q}{d t}$ and use the chain rule to show that this implies $\frac{d u}{d t}=$ $\left.u\left(\frac{d u}{d q}\right).\right]$
19. Repeat the previous problem for the case in which the driving EMF is $E(t)=E_{0}$, a constant.

### 1.8 Change of Variables

So far we have introduced techniques for solving separable and first-order linear differential equations. Clearly, most first-order differential equations are not of these two types. In this section, we consider two further types of differential equations that can be solved by using a change of variables to reduce them to one of the types we know how to solve. The key point to grasp in this section, however, is not the specific changes of variables that we discuss, but the general idea of changing variables in a differential equation. Further examples are considered in the exercises. We first require a preliminary definition.

## DEFINITION 1.8.1

A function $f(x, y)$ is said to be homogeneous of degree zero ${ }^{11}$ if

$$
f(t x, t y)=f(x, y)
$$

for all positive values of $t$ for which $(t x, t y)$ is in the domain of $f$.

Remark Equivalently, we can say that $f$ is homogeneous of degree zero if it is invariant under a re-scaling of the variables $x$ and $y$.

The simplest nonconstant functions that are homogeneous of degree zero are $f(x, y)=$ $\frac{y}{x}$, and $f(x, y)=\frac{x}{y}$.

Example 1.8.2 If $f(x, y)=\frac{x^{2}+3 x y-y^{2}}{x^{2}+4 y^{2}}$, then

$$
f(t x, t y)=\frac{(t x)^{2}+3(t x)(t y)-(t y)^{2}}{(t x)^{2}+4(t y)^{2}}=\frac{t^{2}\left(x^{2}+3 x y-y^{2}\right)}{t^{2}\left(x^{2}+4 y^{2}\right)}=f(x, y)
$$

so that $f$ is homogeneous of degree zero.
In the previous example, if we factor an $x^{2}$ term from the numerator and denominator, then the function $f$ can be written in the form

$$
f(x, y)=\frac{x^{2}\left[1+3(y / x)-(y / x)^{2}\right]}{x^{2}\left[1+4(y / x)^{2}\right]} .
$$

That is,

$$
f(x, y)=\frac{1+3(y / x)-(y / x)^{2}}{1+4(y / x)^{2}}
$$

[^9]Thus $f$ can be considered to depend on the single variable $V=y / x$. The following theorem establishes that this is a basic property of all functions that are homogeneous of degree zero.

Theorem 1.8.3 A function $f(x, y)$ is homogeneous of degree zero if and only if it depends on $y / x$ only.
Proof Suppose that $f$ is homogeneous of degree zero. We must consider two cases separately.

Case (a): If $x>0$, we can take $t=1 / x$ in Definition 1.8.1 to obtain

$$
f(x, y)=f(1, y / x)
$$

which is a function of $V=y / x$ only.
Case (b): If $x<0$, then we can take $t=-1 / x$ in Definition 1.8.1. In this case we obtain

$$
f(x, y)=f(-1,-y / x)
$$

which once more depends on $y / x$ only.
Conversely, suppose that $f(x, y)$ depends only on $y / x$. If we replace $x$ by $t x$ and $y$ by $t y$ then $f$ is unaltered, since $y / x=(t y) /(t x)$, and hence is homogeneous of degree zero.

Remark Do not memorize the formulas in the preceding theorem. Just remember that a function $f(x, y)$ that is homogeneous of degree zero depends only on the combination $y / x$ and hence can be considered as a function of a single variable, say, $V$, where $V=y / x$.

We now consider solving differential equations that satisfy the following definition.

## DEFINITION 1.8.4

If $f(x, y)$ is homogeneous of degree zero, then the differential equation

$$
\frac{d y}{d x}=f(x, y)
$$

is called a homogeneous first-order differential equation.

In general, if

$$
\frac{d y}{d x}=f(x, y)
$$

is a homogeneous first-order differential equation, then we cannot solve it directly. However, our preceding discussion implies that such a differential equation can be written in the equivalent form

$$
\begin{equation*}
\frac{d y}{d x}=F(y / x) \tag{1.8.1}
\end{equation*}
$$

for an appropriate function $F$. This suggests that instead of using the variables $x$ and $y$, we should use the variables $x$ and $V$, where $V=y / x$, or equivalently,

$$
\begin{equation*}
y=x V(x) \tag{1.8.2}
\end{equation*}
$$

Substitution of (1.8.2) into the right-hand side of Equation (1.8.1) has the effect of reducing it to a function of $V$ only. We must also determine how the derivative term $\frac{d y}{d x}$ transforms. Differentiating (1.8.2) with respect to $x$ using the product rule yields the following relationship between $\frac{d y}{d x}$ and $\frac{d V}{d x}$ :

$$
\frac{d y}{d x}=x \frac{d V}{d x}+V .
$$

Substituting into Equation (1.8.1), we therefore obtain

$$
x \frac{d V}{d x}+V=F(V),
$$

or, equivalently,

$$
x \frac{d V}{d x}=F(V)-V .
$$

The variables can now be separated to yield

$$
\frac{1}{F(V)-V} d V=\frac{1}{x} d x,
$$

which can be solved directly by integration. We have therefore established the next theorem.

Theorem 1.8.5 The change of variables $y=x V(x)$ reduces a homogeneous first-order differential equation $d y / d x=f(x, y)$ to the separable equation

$$
\frac{1}{F(V)-V} d V=\frac{1}{x} d x .
$$

Remark The separable equation that results in the previous technique can be integrated to obtain a relationship between $V$ and $x$. We then obtain the solution to the given differential equation by substituting $y / x$ for $V$ in this relationship.

Example 1.8.6 Find the general solution to

$$
\begin{equation*}
\frac{d y}{d x}=\frac{4 x+y}{x-4 y} . \tag{1.8.3}
\end{equation*}
$$

Solution: The function on the right-hand side of Equation (1.8.3) is homogeneous of degree zero, so that we have a first-order homogeneous differential equation. Substituting $y=x V$ into the equation yields

$$
\frac{d}{d x}(x V)=\frac{4+V}{1-4 V} .
$$

That is,

$$
x \frac{d V}{d x}+V=\frac{4+V}{1-4 V},
$$

or equivalently,

$$
x \frac{d V}{d x}=\frac{4\left(1+V^{2}\right)}{1-4 V}
$$

Separating the variables gives

$$
\frac{1-4 V}{4\left(1+V^{2}\right)} d V=\frac{1}{x} d x
$$

We write this as

$$
\left[\frac{1}{4\left(1+V^{2}\right)}-\frac{V}{1+V^{2}}\right] d V=\frac{1}{x} d x
$$

which can be integrated directly to obtain

$$
\frac{1}{4} \arctan V-\frac{1}{2} \ln \left(1+V^{2}\right)=\ln |x|+c .
$$

Substituting $V=y / x$ and multiplying through by 2 yields

$$
\frac{1}{2} \arctan (y / x)-\ln \left[\left(x^{2}+y^{2}\right) / x^{2}\right]=\ln \left(x^{2}\right)+c_{1}
$$

which simplifies to

$$
\begin{equation*}
\frac{1}{2} \arctan (y / x)-\ln \left(x^{2}+y^{2}\right)=c_{1} \tag{1.8.4}
\end{equation*}
$$

Although this technically gives the answer, the solution is more easily expressed in terms of polar coordinates:

$$
x=r \cos \theta \quad \text { and } \quad y=r \sin \theta \quad \Longleftrightarrow \quad r=\sqrt{x^{2}+y^{2}} \quad \text { and } \quad \theta=\arctan (y / x)
$$

Substituting into Equation (1.8.4) yields

$$
\frac{1}{2} \theta-\ln \left(r^{2}\right)=c_{1}
$$

or equivalently,

$$
\ln r=\frac{1}{4} \theta+c_{2} .
$$

Exponentiating both sides of this equation gives

$$
r=c_{3} e^{\theta / 4} .
$$

For each value of $c_{3}$, this is the equation of a logarithmic spiral. The particular spiral with equation $r=\frac{1}{2} e^{\theta / 4}$ is shown in Figure 1.8.1.


Figure 1.8.1: Graph of the logarithmic spiral with polar equation $r=\frac{1}{2} e^{\theta / 4}$, $-\frac{5 \pi}{6} \leq \theta \leq \frac{22 \pi}{6}$.

Example 1.8.7 Find the equation of the orthogonal trajectories to the family

$$
\begin{equation*}
x^{2}+y^{2}-2 c x=0 . \tag{1.8.5}
\end{equation*}
$$

(Completing the square in $x$, we obtain $(x-c)^{2}+y^{2}=c^{2}$, which represents the family of circles centered at ( $c, 0$ ), with radius $c$.)

Solution: First we need an expression for the slope of the given family at the point $(x, y)$. Differentiating Equation (1.8.5) implicitly with respect to $x$ yields

$$
2 x+2 y \frac{d y}{d x}-2 c=0,
$$

which simplifies to

$$
\begin{equation*}
\frac{d y}{d x}=\frac{c-x}{y} . \tag{1.8.6}
\end{equation*}
$$

This is not the differential equation of the given family, since it still contains the constant $c$, and hence is dependent on the individual curves in the family. Therefore, we must eliminate $c$ to obtain an expression for the slope of the family that is independent of any particular curve in the family. From Equation (1.8.5) we have

$$
c=\frac{x^{2}+y^{2}}{2 x} .
$$

Substituting this expression for $c$ into Equation (1.8.6) and simplifying gives

$$
\frac{d y}{d x}=\frac{y^{2}-x^{2}}{2 x y} .
$$

Therefore, the differential equation for the family of orthogonal trajectories is

$$
\begin{equation*}
\frac{d y}{d x}=-\frac{2 x y}{y^{2}-x^{2}} . \tag{1.8.7}
\end{equation*}
$$

This differential equation is first-order homogeneous. Substituting $y=x V(x)$ into Equation (1.8.7) yields

$$
\frac{d}{d x}(x V)=\frac{2 V}{1-V^{2}},
$$

so that

$$
x \frac{d V}{d x}+V=\frac{2 V}{1-V^{2}}
$$

Hence

$$
x \frac{d V}{d x}=\frac{V+V^{3}}{1-V^{2}},
$$

or in separated form,

$$
\frac{1-V^{2}}{V\left(1+V^{2}\right)} d V=\frac{1}{x} d x
$$

Decomposing the left-hand side into partial fractions yields

$$
\left(\frac{1}{V}-\frac{2 V}{1+V^{2}}\right) d V=\frac{1}{x} d x
$$

which can be integrated directly to obtain

$$
\ln |V|-\ln \left(1+V^{2}\right)=\ln |x|+c,
$$

or equivalently,

$$
\ln \left(\frac{|V|}{1+V^{2}}\right)=\ln |x|+c
$$

Exponentiating both sides and redefining the constant yields

$$
\frac{V}{1+V^{2}}=c_{1} x
$$

Substituting back for $V=y / x$, we obtain

$$
\frac{x y}{x^{2}+y^{2}}=c_{1} x
$$

That is,

$$
x^{2}+y^{2}=c_{2} y
$$

where $c_{2}=1 / c_{1}$. Completing the square in $y$ yields

$$
\begin{equation*}
x^{2}+(y-k)^{2}=k^{2} \tag{1.8.8}
\end{equation*}
$$

where $k=c_{2} / 2$. Equation (1.8.8) is the equation of the family of orthogonal trajectories. This is the family of circles centered at $(0, k)$ with radius $k$ (circles along the $y$-axis). (See Figure 1.8.2.)


Figure 1.8.2: The family $(x-c)^{2}+y^{2}=c^{2}$ and its orthogonal trajectories $x^{2}+(y-k)^{2}=k^{2}$.

## Bernoulli Equations

We now consider a special type of nonlinear differential equation that can be reduced to a linear equation by a change of variables.

## DEFINITION 1.8.8

A differential equation that can be written in the form

$$
\begin{equation*}
\frac{d y}{d x}+p(x) y=q(x) y^{n} \tag{1.8.9}
\end{equation*}
$$

where $n$ is a real constant, is called a Bernoulli equation.

If $n=0$ or $n=1$, Equation (1.8.9) is linear, but otherwise it is nonlinear. We can reduce it to a linear equation as follows. We first divide Equation (1.8.9) by $y^{n}$ to obtain

$$
\begin{equation*}
y^{-n} \frac{d y}{d x}+y^{1-n} p(x)=q(x) . \tag{1.8.10}
\end{equation*}
$$

We now make the change of variables

$$
\begin{equation*}
u(x)=y^{1-n}, \tag{1.8.11}
\end{equation*}
$$

which implies that

$$
\frac{d u}{d x}=(1-n) y^{-n} \frac{d y}{d x} .
$$

That is,

$$
y^{-n} \frac{d y}{d x}=\frac{1}{1-n} \frac{d u}{d x} .
$$

Substituting into Equation (1.8.10) for $y^{1-n}$ and $y^{-n} \frac{d y}{d x}$ yields the linear differential equation

$$
\frac{1}{1-n} \frac{d u}{d x}+p(x) u=q(x)
$$

or in standard form,

$$
\begin{equation*}
\frac{d u}{d x}+(1-n) p(x) u=(1-n) q(x) . \tag{1.8.12}
\end{equation*}
$$

The linear equation (1.8.12) can now be solved for $u$ as a function of $x$. The solution to the original equation is then obtained from (1.8.11).

Example 1.8.9 Solve

$$
\frac{d y}{d x}+\frac{3}{x} y=27 y^{1 / 3} \ln x, \quad x>0 .
$$

Solution: The differential equation is a Bernoulli equation, with $n=1 / 3$. Dividing both sides of the differential equation by $y^{1 / 3}$ yields

$$
\begin{equation*}
y^{-1 / 3} \frac{d y}{d x}+\frac{3}{x} y^{2 / 3}=27 \ln x . \tag{1.8.13}
\end{equation*}
$$

We make the change of variables

$$
\begin{equation*}
u=y^{2 / 3} \tag{1.8.14}
\end{equation*}
$$

which implies that

$$
\frac{d u}{d x}=\frac{2}{3} y^{-1 / 3} \frac{d y}{d x} .
$$

Substituting into Equation (1.8.13) yields

$$
\frac{3}{2} \frac{d u}{d x}+\frac{3}{x} u=27 \ln x
$$

or, in standard form,

$$
\begin{equation*}
\frac{d u}{d x}+\frac{2}{x} u=18 \ln x . \tag{1.8.15}
\end{equation*}
$$

An integrating factor for this linear equation is

$$
I(x)=e^{\int(2 / x) d x}=e^{2 \ln x}=x^{2}
$$

so that Equation (1.8.15) can be written as

$$
\frac{d}{d x}\left(x^{2} u\right)=18 x^{2} \ln x .
$$

Integrating, we obtain

$$
x^{2} u=18\left(\frac{1}{3} x^{3} \ln x-\frac{1}{9} x^{3}\right)+c,
$$

so that

$$
u(x)=2 x(3 \ln x-1)+c x^{-2},
$$

and so, from (1.8.14), the solution to the original differential equation is

$$
y^{2 / 3}=2 x(3 \ln x-1)+c x^{-2} .
$$

## Exercises for 1.8

## Key Terms

Homogeneous of degree zero, Homogeneous first-order differential equations, Bernoulli equation.

## Skills

- Be able to recognize whether or not a function $f(x, y)$ is homogeneous of degree zero, and whether or not a given differential equation is a homogeneous firstorder differential equation.
- Know how to change the variables in a homogeneous first-order differential equation in order to get a differential equation that is separable and thus can be solved.
- Be able to recognize whether or not a given first-order differential equation is a Bernoulli equation.
- Know how to change the variables in a Bernoulli equation in order to get a differential equation that is firstorder linear and thus can be solved.
- Be able to make other changes of variables to differential equations in order to turn them into differential equations that can be solved by methods from earlier in this chapter.


## True-False Review

For items (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The function $f(x, y)=\frac{3 y^{2}-5 x y}{2 x y+y^{2}}$ is homogeneous of degree zero.
(b) The function $f(x, y)=\frac{y^{2}+x}{x^{2}+2 y^{2}}$ is homogeneous of degree zero.
(c) The differential equation $\frac{d y}{d x}=\frac{x^{3}+x y^{2}}{y^{3}+1}$ is a firstorder homogeneous differential equation.
(d) The differential equation $\frac{d y}{d x}=\frac{x^{4} y^{-2}}{x^{2}+y^{2}}$ is a firstorder homogeneous differential equation.
(e) The change of variables $y=x V(x)$ always turns a first-order homogeneous differential equation into a separable differential equation for $V$ as a function of $x$.
(f) The change of variables $u=y^{-n}$ always turns a Bernoulli differential equation into a first-order linear differential equation for $u$ as a function of $x$.
(g) The differential equation $\frac{d y}{d x}=\sqrt{x} y+\sqrt{x y}$ is a Bernoulli differential equation.
(h) The differential equation $\frac{d y}{d x}-e^{x y} y=5 x \sqrt{y}$ is a Bernoulli differential equation.
(i) The differential equation $y \frac{d y}{d x}+x y^{2}=x^{2} y^{5 / 3}$ is a Bernoulli differential equation.

## Problems

For Problems 1-8, determine whether the given function is homogeneous of degree zero. Rewrite those that are as functions of the single variable $V=y / x$.

1. $f(x, y)=\frac{5 x+2 y}{9 x-4 y}$.
2. $f(x, y)=2 x-5 y$.
3. $f(x, y)=\frac{x \sin (x / y)-y \cos (y / x)}{y}$.
4. $f(x, y)=\frac{\sqrt{3 x^{2}+5 y^{2}}}{2 x+5 y}, \quad x>0$.
5. $f(x, y)=\frac{x+7}{2 y}$.
6. $f(x, y)=\frac{x-2}{2 y}+\frac{5 y+3}{3 y}$.
7. $f(x, y)=\frac{\sqrt{x^{2}+y^{2}}}{x}, \quad x<0$.
8. $f(x, y)=\frac{\sqrt{x^{2}+4 y^{2}}-x+y}{x+3 y}, \quad x, y \neq 0$.

For Problems 9-23, solve the given differential equation.
9. $\frac{d y}{d x}=\frac{y^{2}+x y+x^{2}}{x^{2}}$.
10. $(3 x-2 y) \frac{d y}{d x}=3 y$.
11. $y^{\prime}=\frac{(x+y)^{2}}{2 x^{2}}$.
12. $\sin \left(\frac{y}{x}\right)\left(x y^{\prime}-y\right)=x \cos \left(\frac{y}{x}\right)$.
13. $x y^{\prime}=\sqrt{16 x^{2}-y^{2}}+y, \quad x>0$.
14. $x y^{\prime}-y=\sqrt{9 x^{2}+y^{2}}, \quad x>0$.
15. $y\left(x^{2}-y^{2}\right) d x-x\left(x^{2}+y^{2}\right) d y=0$.
16. $x y^{\prime}+y \ln x=y \ln y$.
17. $\frac{d y}{d x}=\frac{y^{2}+2 x y-2 x^{2}}{x^{2}-x y+y^{2}}$.
18. $2 x y d y-\left(x^{2} e^{-y^{2} / x^{2}}+2 y^{2}\right) d x=0$.
19. $x^{2} \frac{d y}{d x}=y^{2}+3 x y+x^{2}$.
20. $y y^{\prime}=\sqrt{x^{2}+y^{2}}-x, \quad x>0$.
21. $2 x(y+2 x) y^{\prime}=y(4 x-y)$.
22. $x \frac{d y}{d x}=x \tan (y / x)+y$.
23. $\frac{d y}{d x}=\frac{x \sqrt{x^{2}+y^{2}}+y^{2}}{x y}, \quad x>0$.
24. Solve the differential equation in Example 1.8 .6 by first transforming it into polar coordinates. (Hint: Write the differential equation in differential form and then express $d x$ and $d y$ in terms of $r$ and $\theta$.)

For Problems 25-27, solve the given initial-value problem.
25. $\frac{d y}{d x}=\frac{2(2 y-x)}{x+y}, \quad y(0)=2$.
26. $\frac{d y}{d x}=\frac{2 x-y}{x+4 y}, \quad y(1)=1$.
27. $\frac{d y}{d x}=\frac{y-\sqrt{x^{2}+y^{2}}}{x}, \quad y(3)=4$.
28. Find all solutions to

$$
x \frac{d y}{d x}-y=\sqrt{4 x^{2}-y^{2}}, \quad x>0
$$

29. (a) Show that the general solution to the differential equation

$$
\frac{d y}{d x}=\frac{x+a y}{a x-y}
$$

can be written in polar form as $r=k e^{a \theta}$.
(b) For the particular case when $a=1 / 2$, determine the solution satisfying the initial condition $y(1)=1$, and find the maximum $x$-interval on which this solution is valid. (Hint: When does the solution curve have a vertical tangent?)
(c) $\diamond$ On the same set of axes, sketch the spiral corresponding to your solution in (b), and the line $y=x / 2$. Thus verify the $x$-interval obtained in (b) with the graph.

For Problems 30-31, determine the orthogonal trajectories to the given family of curves. Sketch some curves from each family.
30. $x^{2}+y^{2}=2 c y$.
31. $(x-c)^{2}+(y-c)^{2}=2 c^{2}$.
32. Fix a real number $m$. Let $S_{1}$ denote the family of circles, centered on the line $y=m x$, each member of which passes through the origin.
(a) Show that the equation of $S_{1}$ can be written in the form

$$
(x-a)^{2}+(y-m a)^{2}=a^{2}\left(m^{2}+1\right)
$$

where $a$ is a constant that labels particular members of the family.
(b) Determine the equation of the family of orthogonal trajectories to $S_{1}$, and show that it consists of the family of circles centered on the line $x=-m y$ that pass through the origin.
(c) $\diamond$ Sketch some curves from both families when $m=\sqrt{3} / 3$.

Let $F_{1}$ and $F_{2}$ be two families of curves with the property that whenever a curve from the family $F_{1}$ intersects one from the family $F_{2}$, it does so at an angle $a \neq \pi / 2$. If we know the equation of $F_{2}$, then it can be shown (see Problem 23 in Section 1.1) that the differential equation for determining $F_{1}$ is

$$
\begin{equation*}
\frac{d y}{d x}=\frac{m_{2}-\tan a}{1+m_{2} \tan a} \tag{1.8.16}
\end{equation*}
$$

where $m_{2}$ denotes the slope of the family $F_{2}$ at the point $(x, y)$.

For Problems 33-35, use Equation (1.8.16) to determine the equation of the family of curves that cuts the given family at an angle $\alpha=\pi / 4$.
33. $x^{2}+y^{2}=c$.
34. $y=c x^{6}$.
35. $x^{2}+y^{2}=2 c x$.
36. (a) Use Equation (1.8.16) to find the equation of the family of curves that intersects the family of hyperbolas $y=c / x$ at an angle $a=a_{0} .(\neq \pi / 2)$
(b) $\diamond$ When $\alpha_{0}=\pi / 4$, sketch several curves from each family.
37. (a) Use Equation (1.8.16) to show that the family of curves that intersects the family of concentric circles $x^{2}+y^{2}=c$ at an angle $a=\tan ^{-1} m$ has polar equation $r=k e^{m \theta}$.
(b) $\diamond$ When $\alpha=\pi / 6$, sketch several curves from each family.

For Problems 38-50, solve the given differential equation.
38. $y^{\prime}-x^{-1} y=4 x^{2} y^{-1} \cos x, \quad x>0$.
39. $\frac{d y}{d x}+\frac{1}{2}(\tan x) y=2 y^{3} \sin x$.
40. $\frac{d y}{d x}-\frac{3}{2 x} y=6 y^{1 / 3} x^{2} \ln x$.
41. $y^{\prime}+2 x^{-1} y=6 \sqrt{1+x^{2}} \sqrt{y}, \quad x>0$.
42. $y^{\prime}+2 x^{-1} y=6 y^{2} x^{4}$.
43. $2 x\left(y^{\prime}+y^{3} x^{2}\right)+y=0$.
44. $(x-a)(x-b)\left(y^{\prime}-\sqrt{y}\right)=2(b-a) y$, where $a, b$ are constants.
45. $y^{\prime}+6 x^{-1} y=3 x^{-1} y^{2 / 3} \cos x, \quad x>0$.
46. $y^{\prime}+4 x y=4 x^{3} y^{1 / 2}$.
47. $\frac{d y}{d x}-\frac{1}{2 x \ln x} y=2 x y^{3}$.
48. $\frac{d y}{d x}-\frac{1}{(\pi-1) x} y=\frac{3}{1-\pi} x y^{\pi}$.
49. $2 y^{\prime}+y \cot x=8 y^{-1} \cos ^{3} x$.
50. $(1-\sqrt{3}) y^{\prime}+y \sec x=y^{\sqrt{3}} \sec x$.

For Problems 51-52, solve the given initial-value problem.
51. $\frac{d y}{d x}+\frac{2 x}{1+x^{2}} y=x y^{2}, \quad y(0)=1$.
52. $y^{\prime}+y \cot x=y^{3} \sin ^{3} x, \quad y(\pi / 2)=1$.
53. Consider the differential equation

$$
\begin{equation*}
y^{\prime}=F(a x+b y+c) \tag{1.8.17}
\end{equation*}
$$

where $a, b \neq 0$, and $c$ are constants. Show that the change of variables from $x, y$ to $x, V$, where

$$
V=a x+b y+c
$$

reduces Equation (1.8.17) to the separable form

$$
\frac{1}{b F(V)+a} d V=d x
$$

For Problems 54-56, use the result from the previous problem to solve the given differential equation. For Problem 54, impose the given initial condition as well.
54. $y^{\prime}=(9 x-y)^{2}, \quad y(0)=0$.
55. $y^{\prime}=(4 x+y+2)^{2}$.
56. $y^{\prime}=\sin ^{2}(3 x-3 y+1)$.
57. Show that the change of variables $V=x y$ transforms the differential equation

$$
\frac{d y}{d x}=\frac{y}{x} F(x y)
$$

into the separable differential equation

$$
\frac{1}{V[F(V)+1]} \frac{d V}{d x}=\frac{1}{x}
$$

58. Use the result from the previous problem to solve

$$
\frac{d y}{d x}=\frac{y}{x}[\ln (x y)-1]
$$

59. Consider the differential equation

$$
\begin{equation*}
\frac{d y}{d x}=2 x(x+y)^{2}-1 . \tag{1.8.18}
\end{equation*}
$$

(a) Show that the change of variables

$$
y(x)=w(x)-x
$$

reduces (1.8.18) to the separable equation

$$
\begin{equation*}
\frac{d w}{d x}=2 x w^{2} \tag{1.8.19}
\end{equation*}
$$

(b) Solve the differential equation (1.8.19) and then determine the particular solution to the differential equation (1.8.18) that satisfies the initial condition $y(0)=1$.
60. Consider the differential equation

$$
\begin{equation*}
\frac{d y}{d x}=\frac{x+2 y-1}{2 x-y+3} \tag{1.8.20}
\end{equation*}
$$

(a) Show that the change of variables defined by

$$
x=u-1, \quad y=v+1
$$

transforms Equation (1.8.20) into the homogeneous equation

$$
\begin{equation*}
\frac{d v}{d u}=\frac{u+2 v}{2 u-v} \tag{1.8.21}
\end{equation*}
$$

(b) Find the general solution to Equation (1.8.21), and hence, solve Equation (1.8.20).
61. A differential equation of the form

$$
\begin{equation*}
y^{\prime}+p(x) y+q(x) y^{2}=r(x) \tag{1.8.22}
\end{equation*}
$$

is called a Riccati equation.
(a) If $y=Y(x)$ is a known solution to Equation (1.8.22), show that the substitution

$$
y=Y(x)+v^{-1}(x)
$$

reduces it to the linear equation

$$
v^{\prime}-[p(x)+2 Y(x) q(x)] v=q(x)
$$

(b) Find the general solution to the Riccati equation

$$
x^{2} y^{\prime}-x y-x^{2} y^{2}=1, \quad x>0
$$

given that $y=-x^{-1}$ is a solution.
62. Consider the Riccati equation

$$
\begin{equation*}
y^{\prime}+2 x^{-1} y-y^{2}=-2 x^{-2}, \quad x>0 \tag{1.8.23}
\end{equation*}
$$

(a) Determine the values of the constants $a$ and $r$ such that $y(x)=a x^{r}$ is a solution to Equation (1.8.23).
(b) Use the result from part (a) of the previous problem to determine the general solution to Equation (1.8.23).
63. (a) Show that the change of variables $y=x^{-1}+w$ transforms the Riccati differential equation

$$
\begin{equation*}
y^{\prime}+7 x^{-1} y-3 y^{2}=3 x^{-2} \tag{1.8.24}
\end{equation*}
$$

into the Bernoulli equation

$$
\begin{equation*}
w^{\prime}+x^{-1} w=3 w^{2} \tag{1.8.25}
\end{equation*}
$$

(b) Solve Equation (1.8.25), and hence determine the general solution to (1.8.24).
64. Consider the differential equation

$$
\begin{equation*}
y^{-1} y^{\prime}+p(x) \ln y=q(x) \tag{1.8.26}
\end{equation*}
$$

where $p(x)$ and $q(x)$ are continuous functions on some interval $(a, b)$. Show that the change of variables $u=\ln y$ reduces Equation (1.8.26) to the linear differential equation

$$
u^{\prime}+p(x) u=q(x)
$$

and hence show that the general solution to Equation (1.8.26) is

$$
y(x)=\exp \left\{I^{-1}\left[\int I(x) q(x) d x+c\right]\right\}
$$

where

$$
\begin{equation*}
I=e^{\int p(x) d x} \tag{1.8.27}
\end{equation*}
$$

and $c$ is an arbitrary constant.
65. Use the technique derived in the previous problem to solve the initial-value problem

$$
\begin{aligned}
y^{-1} y^{\prime}-2 x^{-1} \ln y & =x^{-1}(1-2 \ln x) \\
y(1) & =e
\end{aligned}
$$

66. Consider the differential equation

$$
\begin{equation*}
f^{\prime}(y) \frac{d y}{d x}+p(x) f(y)=q(x) \tag{1.8.28}
\end{equation*}
$$

where $p$ and $q$ are continuous functions on some interval $(a, b)$, and $f$ is an invertible function. Show that Equation (1.8.28) can be written as

$$
\frac{d u}{d x}+p(x) u=q(x)
$$

where $u=f(y)$ and hence show that the general solution to Equation (1.8.28) is

$$
y(x)=f^{-1}\left\{I^{-1}\left[\int I(x) q(x) d x+c\right]\right\}
$$

where $I$ is given in (1.8.27), $f^{-1}$ is the inverse of $f$, and $c$ is an arbitrary constant.
67. Solve

$$
\sec ^{2} y \frac{d y}{d x}+\frac{1}{2 \sqrt{1+x}} \tan y=\frac{1}{2 \sqrt{1+x}}
$$

### 1.9 Exact Differential Equations

For the next technique it is best to consider first-order differential equation written in differential form

$$
\begin{equation*}
M(x, y) d x+N(x, y) d y=0 \tag{1.9.1}
\end{equation*}
$$

where $M$ and $N$ are given functions, assumed to be sufficiently smooth. ${ }^{12}$ The method that we will consider is based on the idea of a differential. Recall from a previous calculus course that if $\phi=\phi(x, y)$ is a function of two variables, $x$ and $y$, then the differential of $\phi$, denoted $d \phi$, is defined by

$$
\begin{equation*}
d \phi=\frac{\partial \phi}{\partial x} d x+\frac{\partial \phi}{\partial y} d y \tag{1.9.2}
\end{equation*}
$$

Example 1.9.1 Solve

$$
\begin{equation*}
\tan y d x+x \sec ^{2} y d y=0 \tag{1.9.3}
\end{equation*}
$$

Solution: This equation is separable; however, we will use a different technique to solve it. By inspection, we notice that

$$
\tan y d x+x \sec ^{2} y d y=d(x \tan y)
$$

Consequently, Equation (1.9.3) can be written as $d(x \tan y)=0$, which implies that $x \tan y$ is constant and hence, the general solution to Equation (1.9.3) is

$$
\tan y=\frac{c}{x}
$$

where $c$ is an arbitrary constant.

[^10]In the foregoing example we were able to write the given differential equation in the form $d \phi(x, y)=0$, and hence obtain its solution. However, we cannot always do this. Indeed we see by comparing Equation (1.9.1) with (1.9.2) that the differential equation

$$
M(x, y) d x+N(x, y) d y=0
$$

can be written as $d \phi=0$ if and only if

$$
M=\frac{\partial \phi}{\partial x} \text { and } N=\frac{\partial \phi}{\partial y}
$$

for some function $\phi$. This motivates the following definition:

## DEFINITION 1.9.2

The differential equation

$$
M(x, y) d x+N(x, y) d y=0
$$

is said to be exact in a region $R$ of the $x y$-plane if there exists a function $\phi(x, y)$ such that

$$
\begin{equation*}
\frac{\partial \phi}{\partial x}=M, \quad \frac{\partial \phi}{\partial y}=N, \tag{1.9.4}
\end{equation*}
$$

for all $(x, y)$ in $R$.

Any function $\phi$ satisfying (1.9.4) is called a potential function for the differential equation

$$
M(x, y) d x+N(x, y) d y=0
$$

We emphasize that if such a function exists, then the preceding differential equation can be written as

$$
d \phi=0 .
$$

This is why such a differential equation is called an exact differential equation. From the previous example, a potential function for the differential equation

$$
\tan y d x+x \sec ^{2} y d y=0
$$

is

$$
\phi(x, y)=x \tan y .
$$

We now show that if a differential equation is exact and we can find a potential function $\phi$, its solution can be written down immediately.

Theorem 1.9.3 The general solution to an exact equation

$$
M(x, y) d x+N(x, y) d y=0
$$

is defined implicitly by

$$
\phi(x, y)=c,
$$

where $\phi$ satisfies (1.9.4) and $c$ is an arbitrary constant.

Proof We rewrite the differential equation in the form

$$
M(x, y)+N(x, y) \frac{d y}{d x}=0
$$

Since the differential equation is exact, there exists a potential function $\phi$ (see (1.9.4)) such that

$$
\frac{\partial \phi}{\partial x}+\frac{\partial \phi}{\partial y} \frac{d y}{d x}=0
$$

But this implies that $\frac{d}{d x}[\phi(x, y(x))]=0$, so that $\phi(x, y)=c$, where $c$ is a constant.

## Remarks

1. The potential function $\phi$ is a function of two variables $x$ and $y$, and we interpret the relationship $\phi(x, y)=c$ as defining $y$ implicitly as a function of $x$. The preceding theorem states that this relationship defines the general solution to the differential equation for which $\phi$ is a potential function.
2. Geometrically, Theorem 1.9.3 says that the solution curves of an exact differential equation are the family of curves $\phi(x, y)=k$, where $k$ is a constant. These are called the level curves of the function $\phi(x, y)$.

The following two questions now arise:

1. How can we tell whether a given differential equation is exact?
2. If we have an exact equation, how do we find a potential function?

The answers are given in the next theorem and its proof.

## Theorem 1.9.4 (Test for Exactness)

Let $M, N$, and their first partial derivatives $M_{y}$ and $N_{x}$, be continuous in a (simply connected ${ }^{13}$ ) region $R$ of the $x y$-plane. Then the differential equation

$$
M(x, y) d x+N(x, y) d y=0
$$

is exact for all $x, y$ in $R$ if and only if

$$
\begin{equation*}
\frac{\partial M}{\partial y}=\frac{\partial N}{\partial x} \tag{1.9.5}
\end{equation*}
$$

Proof We first prove that exactness implies the validity of Equation (1.9.5). If the differential equation is exact, then by definition there exists a potential function $\phi(x, y)$ such that $\phi_{x}=M$ and $\phi_{y}=N$. Thus, taking partial derivatives, $\phi_{x y}=M_{y}$ and $\phi_{y x}=N_{x}$. Since $M_{y}$ and $N_{x}$ are continuous in $R$, it follows that $\phi_{x y}$ and $\phi_{y x}$ are continuous in $R$. But, from multivariable calculus, this implies that $\phi_{x y}=\phi_{y x}$ and hence that $M_{y}=N_{x}$.

[^11]We now prove the converse. Thus we assume that Equation (1.9.5) holds and must prove that there exists a potential function $\phi$ such that

$$
\begin{equation*}
\frac{\partial \phi}{\partial x}=M \tag{1.9.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \phi}{\partial y}=N \tag{1.9.7}
\end{equation*}
$$

The proof is constructional. That is, we will actually find a potential function $\phi$. We begin by integrating Equation (1.9.6) with respect to $x$, holding $y$ fixed (this is a partial integration) to obtain

$$
\begin{equation*}
\phi(x, y)=\int^{x} M(s, y) d s+h(y), \tag{1.9.8}
\end{equation*}
$$

where $h(y)$ is an arbitrary function of $y$ (this is the integration "constant" that we must allow to depend on $y$, since we held $y$ fixed in performing the integration ${ }^{14}$ ). We now show how to determine $h(y)$ so that the function $f$ defined in (1.9.8) also satisfies Equation (1.9.7). Differentiating (1.9.8) partially with respect to $y$ yields

$$
\frac{\partial \phi}{\partial y}=\frac{\partial}{\partial y} \int^{x} M(s, y) d s+\frac{d h}{d y} .
$$

In order that $\phi$ satisfy Equation (1.9.7) we must choose $h(y)$ to satisfy

$$
\frac{\partial}{\partial y} \int^{x} M(s, y) d s+\frac{d h}{d y}=N(x, y) .
$$

That is,

$$
\begin{equation*}
\frac{d h}{d y}=N(x, y)-\frac{\partial}{\partial y} \int^{x} M(s, y) d s . \tag{1.9.9}
\end{equation*}
$$

Since the left-hand side of this expression is a function of $y$ only, we must show, for consistency, that the right-hand side also depends only on $y$. Taking the derivative of the right-hand side with respect to $x$ yields

$$
\begin{aligned}
\frac{\partial}{\partial x}\left(N-\frac{\partial}{\partial y} \int^{x} M(s, y) d s\right) & =\frac{\partial N}{\partial x}-\frac{\partial^{2}}{\partial x \partial y} \int^{x} M(s, y) d s \\
& =\frac{\partial N}{\partial x}-\frac{\partial}{\partial y}\left(\frac{\partial}{\partial x} \int^{x} M(s, y) d s\right) \\
& =\frac{\partial N}{\partial x}-\frac{\partial M}{\partial y} .
\end{aligned}
$$

Thus, using (1.9.5), we have

$$
\frac{\partial}{\partial x}\left(N-\frac{\partial}{\partial y} \int^{x} M(s, y) d s\right)=0
$$

so that the right-hand side of Equation (1.9.9) does just depend on $y$. It follows that (1.9.9) is a consistent equation, and hence, we can integrate both sides with respect to $y$ to obtain

$$
h(y)=\int^{y} N(x, t) d t-\int^{y} \frac{\partial}{\partial t}\left(\int^{x} M(s, t) d s\right) d t .
$$

[^12]Finally, substituting into (1.9.8) yields the potential function

$$
\phi(x, y)=\int^{x} M(s, y) d s+\int^{y} N(x, t) d t-\int^{y} \frac{\partial}{\partial t}\left(\int^{x} M(s, t) d s\right) d t .
$$

Remark There is no need to memorize the final result for $\phi$. For each particular problem, one can construct an appropriate potential function from first principles. This is illustrated in Examples 1.9.6 and 1.9.7.

Example 1.9.5 Determine whether the given differential equation is exact.

1. $2 x e^{y} d x+\left(x^{2} e^{y}+\cos y\right) d y=0$.
2. $x^{2} y d x-\left(x y^{2}+y^{3}\right) d y=0$.

## Solution:

1. In this case, $M=2 x e^{y}$ and $N=x^{2} e^{y}+\cos y$, so that $M_{y}=2 x e^{y}=N_{x}$. It follows from the previous theorem that the differential equation is exact.
2. In this case, we have $M=x^{2} y$ and $N=-\left(x y^{2}+y^{3}\right)$, so that $M_{y}=x^{2}$, whereas $N_{x}=-y^{2}$. Since $M_{y} \neq N_{x}$, the differential equation is not exact.

Example 1.9.6 Determine the general solution to $(y / x) d x+[1+\ln (x y)] d y=0, x>0$.
Solution: We have

$$
M(x, y)=y / x, \quad N(x, y)=1+\ln (x y),
$$

so that

$$
M_{y}=1 / x=N_{x} .
$$

Hence the given differential equation is exact, and so there exists a potential function $\phi$ such that (see Definition 1.9.2)

$$
\begin{align*}
& \frac{\partial \phi}{\partial x}=y / x  \tag{1.9.10}\\
& \frac{\partial \phi}{\partial y}=1+\ln (x y) . \tag{1.9.11}
\end{align*}
$$

Integrating Equation (1.9.10) with respect to $x$, holding $y$ fixed, yields

$$
\begin{equation*}
\phi(x, y)=y \ln x+h(y) \tag{1.9.12}
\end{equation*}
$$

where $h$ is an arbitrary function of $y$. We now determine $h(y)$ such that (1.9.12) also satisfies Equation (1.9.11). Taking the derivative of (1.9.12) with respect to $y$ yields

$$
\begin{equation*}
\frac{\partial \phi}{\partial y}=\ln x+\frac{d h}{d y} \tag{1.9.13}
\end{equation*}
$$

Equations (1.9.11) and (1.9.13) give two expressions for $\frac{\partial \phi}{\partial y}$. This allows us to determine $h$. Subtracting Equation (1.9.11) from Equation (1.9.13) gives the consistency requirement

$$
\ln x+\frac{d h}{d y}-1-\ln (x y)=0
$$

which simplifies to

$$
\frac{d h}{d y}=1+\ln y .
$$

Integrating the preceding equation yields

$$
h(y)=y \ln y,
$$

where we have set the integration constant equal to zero without loss of generality since we only require one potential function. Substitution into (1.9.12) yields the potential function

$$
\phi(x, y)=y \ln x+y \ln y=y \ln (x y) .
$$

Consequently, the given differential equation can be written as

$$
d[y \ln (x y)]=0,
$$

and so, from Theorem 1.9.3, the general solution is

$$
y \ln (x y)=c .
$$

Notice that the solution obtained in the preceding example is an implicit solution. Due to the nature of the way in which a potential function for an exact equation is obtained, this is usually the case.

Example 1.9.7 Find the general solution to

$$
[\sin (x y)+x y \cos (x y)+2 x] d x+\left[x^{2} \cos (x y)+2 y\right] d y=0
$$

Solution: We have

$$
M(x, y)=\sin (x y)+x y \cos (x y)+2 x \quad \text { and } \quad N(x, y)=x^{2} \cos (x y)+2 y .
$$

Thus,

$$
M_{y}=2 x \cos (x y)-x^{2} y \sin (x y)=N_{x},
$$

and so the differential equation is exact. Hence there exists a potential function $\phi(x, y)$ such that

$$
\begin{align*}
& \frac{\partial \phi}{\partial x}=\sin (x y)+x y \cos (x y)+2 x,  \tag{1.9.14}\\
& \frac{\partial \phi}{\partial y}=x^{2} \cos (x y)+2 y . \tag{1.9.15}
\end{align*}
$$

In this case, Equation (1.9.15) is the simpler equation, and so we integrate it with respect to $y$, holding $x$ fixed, to obtain

$$
\begin{equation*}
\phi(x, y)=x \sin (x y)+y^{2}+g(x), \tag{1.9.16}
\end{equation*}
$$

where $g(x)$ is an arbitrary function of $x$. We now determine $g(x)$, and hence $\phi$, from (1.9.14) and (1.9.16). Differentiating (1.9.16) partially with respect to $x$ yields

$$
\begin{equation*}
\frac{\partial \phi}{\partial x}=\sin (x y)+x y \cos (x y)+\frac{d g}{d x} . \tag{1.9.17}
\end{equation*}
$$

Equations (1.9.14) and (1.9.17) are consistent if and only if

$$
\frac{d g}{d x}=2 x
$$

Hence, upon integrating,

$$
g(x)=x^{2}
$$

where we have once more set the integration constant to zero without loss of generality, since we only require one potential function. Substituting into (1.9.16) gives the potential function

$$
\phi(x, y)=x \sin x y+x^{2}+y^{2}
$$

The original differential equation can therefore be written as

$$
d\left(x \sin x y+x^{2}+y^{2}\right)=0
$$

and hence the general solution is

$$
x \sin x y+x^{2}+y^{2}=c
$$

Remark At first sight the above procedure appears to be quite complicated. However, with a little bit of practice, the steps are seen to be, in fact, fairly straightforward. As we have shown in Theorem 1.9.4, the method works in general, provided one starts with an exact differential equation.

## Integrating Factors

Usually a given differential equation will not be exact. However, sometimes it is possible to multiply the differential equation by a nonzero function to obtain an exact equation that can then be solved using the technique we have described in this section. Notice that the solution to the resulting exact equation will be the same as that of the original equation, since we multiply by a nonzero function.

## DEFINITION 1.9.8

A nonzero function $I(x, y)$ is called an integrating factor for the differential equation $M(x, y) d x+N(x, y) d y=0$ if the differential equation

$$
I(x, y) M(x, y) d x+I(x, y) N(x, y) d y=0
$$

is exact.

Example 1.9.9 Show that $I=x^{2} y$ is an integrating factor for the differential equation

$$
\begin{equation*}
\left(3 y^{2}+5 x^{2} y\right) d x+\left(3 x y+2 x^{3}\right) d y=0 \tag{1.9.18}
\end{equation*}
$$

Solution: Multiplying the given differential equation (which is not exact) by $x^{2} y$ yields

$$
\begin{equation*}
\left(3 x^{2} y^{3}+5 x^{4} y^{2}\right) d x+\left(3 x^{3} y^{2}+2 x^{5} y\right) d y=0 \tag{1.9.19}
\end{equation*}
$$

Thus,

$$
M_{y}=9 x^{2} y^{2}+10 x^{4} y=N_{x}
$$

so that the differential equation (1.9.19) is exact, and hence $I=x^{2} y$ is an integrating factor for Equation (1.9.18). Indeed we leave it as an exercise to verify that (1.9.19) can be written as

$$
d\left(x^{3} y^{3}+x^{5} y^{2}\right)=0
$$

so that the general solution to Equation (1.9.19) (and hence the general solution to Equation (1.9.18)) is defined implicitly by

$$
x^{3} y^{3}+x^{5} y^{2}=c .
$$

That is,

$$
x^{3} y^{2}\left(y+x^{2}\right)=c .
$$

As shown in the next theorem, using the test for exactness it is straightforward to determine the conditions that a function $I(x, y)$ must satisfy in order to be an integrating factor for the differential equation $M(x, y) d x+N(x, y) d y=0$.

Theorem 1.9.10 The function $I(x, y)$ is an integrating factor for

$$
\begin{equation*}
M(x, y) d x+N(x, y) d y=0 \tag{1.9.20}
\end{equation*}
$$

if and only if it is a solution to the partial differential equation

$$
\begin{equation*}
N \frac{\partial I}{\partial x}-M \frac{\partial I}{\partial y}=\left(\frac{\partial M}{\partial y}-\frac{\partial N}{\partial x}\right) I . \tag{1.9.21}
\end{equation*}
$$

Proof Multiplying Equation (1.9.20) by $I$ yields

$$
I M d x+I N d y=0
$$

This equation is exact if and only if

$$
\frac{\partial}{\partial y}(I M)=\frac{\partial}{\partial x}(I N),
$$

that is, if and only if

$$
\frac{\partial I}{\partial y} M+I \frac{\partial M}{\partial y}=\frac{\partial I}{\partial x} N+I \frac{\partial N}{\partial x} .
$$

Rearranging the terms in this equation yields Equation (1.9.21).
The preceding theorem is not too useful in general, since it is usually no easier to solve the partial differential equation (1.9.21) to find $I$ than it is to solve the original Equation (1.9.20). However, it sometimes happens that an integrating factor exists that depends only on one variable. We now show that Theorem 1.9.10 can be used to determine when such an integrating factor exists and also to actually find a corresponding integrating factor.

Theorem 1.9.11 Consider the differential equation $M(x, y) d x+N(x, y) d y=0$.

1. There exists an integrating factor that depends only on $x$ if and only if $\left(M_{y}-N_{x}\right) / N=f(x)$, a function of $x$ only. In such a case, an integrating factor is

$$
I(x)=e^{\int f(x) d x}
$$

2. There exists an integrating factor that depends only on $y$ if and only if $\left(M_{y}-N_{x}\right) / M=g(y)$, a function of $y$ only. In such a case, an integrating factor is

$$
I(y)=e^{-\int g(y) d y}
$$

Proof For (1), we begin by assuming that $I=I(x)$ is an integrating factor for $M(x, y) d x+N(x, y) d y=0$. Then $\frac{\partial I}{\partial y}=0$, and so, from (1.9.21), $I$ is a solution to

$$
\frac{d I}{d x} N=\left(M_{y}-N_{x}\right) I .
$$

That is,

$$
\frac{1}{I} \frac{d I}{d x}=\frac{M_{y}-N_{x}}{N} .
$$

Since, by assumption, $I$ is a function of $x$ only, it follows that the left-hand side of this expression depends only on $x$ and hence also the right-hand side.

Conversely, suppose that $\left(M_{y}-N_{x}\right) / N=f(x)$, a function of $x$ only. Then, dividing (1.9.21) by $N$, it follows that $I$ is an integrating factor for $M(x, y) d x+N(x, y) d y=0$ if and only if it is a solution to

$$
\begin{equation*}
\frac{\partial I}{\partial x}-\frac{M}{N} \frac{\partial I}{\partial y}=I f(x) \tag{1.9.22}
\end{equation*}
$$

We must show that this differential equation has a solution $I$ that depends on $x$ only. We do this by explicitly integrating the differential equation under the assumption that $I=I(x)$. Indeed, if $I=I(x)$, then Equation (1.9.22) reduces to

$$
\frac{d I}{d x}=I f(x)
$$

which is a separable equation with solution

$$
I(x)=e^{\int f(x) d x}
$$

The proof of (2) is similar, and so we leave it as an exercise (see Problem 33).

Example 1.9.12 Solve

$$
\begin{equation*}
\left(2 x-y^{2}\right) d x+x y d y=0, \quad x>0 . \tag{1.9.23}
\end{equation*}
$$

Solution: The equation is not exact ( $M_{y} \neq N_{x}$ ). However,

$$
\frac{M_{y}-N_{x}}{N}=\frac{-2 y-y}{x y}=-\frac{3}{x},
$$

which is a function of $x$ only. It follows from (1) of the preceding theorem that an integrating factor for Equation (1.9.23) is

$$
I(x)=e^{-\int(3 / x) d x}=e^{-3 \ln x}=x^{-3} .
$$

Multiplying Equation (1.9.23) by $I$ yields the exact equation

$$
\begin{equation*}
\left(2 x^{-2}-x^{-3} y^{2}\right) d x+x^{-2} y d y=0 . \tag{1.9.24}
\end{equation*}
$$

(The reader should check that this is exact, although it must be, by the previous theorem.) We leave it as an exercise to verify that a potential function for Equation (1.9.24) is

$$
\phi(x, y)=\frac{1}{2} x^{-2} y^{2}-2 x^{-1},
$$

and hence the general solution to (1.9.23) is given implicitly by

$$
\frac{1}{2} x^{-2} y^{2}-2 x^{-1}=c
$$

or equivalently,

$$
y^{2}-4 x=c_{1} x^{2} .
$$

## Exercises for 1.9

## Key Terms

Exact differential equation, Potential function, Integrating factor.

## Skills

- Be able to determine whether or not a given differential equation is exact.
- Given the partial derivatives $\frac{\partial \phi}{\partial x}$ and $\frac{\partial \phi}{\partial y}$ of a potential function $\phi(x, y)$, be able to determine $\phi(x, y)$.
- Be able to find the general solution to an exact differential equation.
- When circumstances allow, be able to use an integrating factor to convert a given differential equation into an exact differential equation with the same solution set.


## True-False Review

For items (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The differential equation $M(x, y) d x+N(x, y) d y=0$ is exact in a simply connected region $R$ if $M_{x}$ and $N_{y}$ are continuous partial derivatives with $M_{x}=N_{y}$.
(b) The solution to an exact differential equation is called a potential function.
(c) If $M(x)$ and $N(y)$ are continuous functions, then the differential equation $M(x) d x+N(y) d y=0$ is exact.
(d) If $\left(M_{y}-N_{x}\right) / N(x, y)$ is a function of $x$ only, then the differential equation $M(x, y) d x+N(x, y) d y=0$ becomes exact when it is multiplied through by

$$
I(x)=\exp \left(\int\left(M_{y}-N_{x}\right) / N(x, y) d x\right) .
$$

(e) There is a unique potential function for an exact differential equation $M(x, y) d x+N(x, y) d y=0$.
(f) The differential equation

$$
\left(2 y e^{2 x}-\sin y\right) d x+\left(e^{2 x}-x \cos y\right) d y=0
$$

is exact.
(g) The differential equation

$$
\frac{-2 x y}{\left(x^{2}+y\right)^{2}} d x+\frac{x^{2}}{\left(x^{2}+y\right)^{2}} d y=0
$$

is exact.
(h) The differential equation

$$
\left(y^{2}+\cos x\right) d x+2 x y^{2} d y=0
$$

is exact.
(i) The differential equation

$$
\left(e^{x \sin y} \sin y\right) d x+\left(e^{x \sin y} \cos y\right) d y=0
$$

is exact.

## Problems

For Problems 1-4, determine whether the given differential equation is exact.

1. $y e^{x y} d x+\left(2 y-x e^{x y}\right) d y=0$.
2. $[\cos (x y)-x y \sin (x y)] d x-x^{2} \sin (x y) d y=0$.
3. $\left(y+3 x^{2}\right) d x+x d y=0$.
4. $2 x e^{y} d x+\left(3 y^{2}+x^{2} e^{y}\right) d y=0$.

For Problems 5-15, solve the given differential equation.
5. $2 x y d x+\left(x^{2}+1\right) d y=0$.
6. $\left(y^{2}-2 x\right) d x+2 x y d y=0$.
7. $\left(4 e^{2 x}+2 x y-y^{2}\right) d x+(x-y)^{2} d y=0$.
8. $\left(\frac{1}{x}-\frac{y}{x^{2}+y^{2}}\right) d x+\frac{x}{x^{2}+y^{2}} d y=0$.
9. $[y \cos (x y)-\sin x] d x+x \cos (x y) d y=0$.
10. $\left(2 y^{2} e^{2 x}+3 x^{2}\right) d x+2 y e^{2 x} d y=0$.
11. $\left(y^{2}+\cos x\right) d x+(2 x y+\sin y) d y=0$.
12. $(\sin y+y \cos x) d x+(x \cos y+\sin x) d y=0$.
13. $[1+\ln (x y)] d x+x y^{-1} d y=0$.
14. $x^{-1}(x y-1) d x+y^{-1}(x y+1) d y=0$.
15. $(2 x y+\cos y) d x+\left(x^{2}-x \sin y-2 y\right) d y=0$.

For Problems 16-18, solve the given initial-value problem.
16. $2 x^{2} y^{\prime}+4 x y=3 \sin x, \quad y(2 \pi)=0$.
17. $\left(3 x^{2} \ln x+x^{2}-y\right) d x-x d y=0, \quad y(1)=5$.
18. $\left(y e^{x y}+\cos x\right) d x+x e^{x y} d y=0, \quad y(\pi / 2)=0$.
19. Show that if $\phi(x, y)$ is a potential function for $M(x, y) d x+N(x, y) d y=0$, then so is $\phi(x, y)+c$, where $c$ is an arbitrary constant. This shows that potential functions are only uniquely defined up to an additive constant.

For Problems 20-22, determine whether the given function is an integrating factor for the given differential equation.
20. $I(x, y)=\cos (x y),[\tan (x y)+x y] d x+x^{2} d y=0$.
21. $I(x, y)=y^{-2} e^{-x / y}, y\left(x^{2}-2 x y\right) d x-x^{3} d y=0$.
22. $I(x)=\sec x,\left[2 x-\left(x^{2}+y^{2}\right) \tan x\right] d x+2 y d y=0$.

For Problems 23-29, determine an integrating factor for the given differential equation, and hence find the general solution.
23. $\left(y-x^{2}\right) d x+2 x d y=0, \quad x>0$.
24. $\left(3 x y-2 y^{-1}\right) d x+x\left(x+y^{-2}\right) d y=0$.
25. $x^{2} y d x+y\left(x^{3}+e^{-3 y} \sin y\right) d y=0$.
26. $(x y-1) d x+x^{2} d y=0$.
27. $\frac{d y}{d x}+\frac{2 x}{1+x^{2}} y=\frac{1}{\left(1+x^{2}\right)^{2}}$.
28. $x y[2 \ln (x y)+1] d x+x^{2} d y=0, \quad x>0$.
29. $y d x-\left(2 x+y^{4}\right) d y=0$.

For Problems 30-32, determine the values of the constants $r$ and $s$ such that $I(x, y)=x^{r} y^{s}$ is an integrating factor for the given differential equation.
30. $\left(y^{-1}-x^{-1}\right) d x+\left(x y^{-2}-2 y^{-1}\right) d y=0$.
31. $2 y\left(y+2 x^{2}\right) d x+x\left(4 y+3 x^{2}\right) d y=0$.
32. $y\left(5 x y^{2}+4\right) d x+x\left(x y^{2}-1\right) d y=0$.
33. Prove that if $\left(M_{y}-N_{x}\right) / M=g(y)$, a function of $y$ only, then an integrating factor for

$$
M(x, y) d x+N(x, y) d y=0
$$

is $I(y)=e^{-\int g(y) d y}$.
34. Consider the general first-order linear differential equation

$$
\begin{equation*}
\frac{d y}{d x}+p(x) y=q(x) \tag{1.9.25}
\end{equation*}
$$

where $p(x)$ and $q(x)$ are continuous functions on some interval $(a, b)$.
(a) Rewrite Equation (1.9.25) in differential form, and show that an integrating factor for the resulting equation is

$$
\begin{equation*}
I(x)=e^{\int p(x) d x} \tag{1.9.26}
\end{equation*}
$$

(b) Show that the general solution to Equation (1.9.25) can be written in the form

$$
y(x)=I^{-1}\left\{\int^{x} I(t) q(t) d t+c\right\}
$$

where $I$ is given in Equation (1.9.26), and $c$ is an arbitrary constant.

### 1.10 Numerical Solution to First-Order Differential Equations

So far in this chapter we have investigated first-order differential equations geometrically via slope fields, and analytically, by trying to construct exact solutions to certain types of differential equations. Certainly, for most first-order differential equations, it simply is not possible to find analytic solutions, since they will not fall into the few classes for which solution techniques are available. Our final approach to analyzing first-order differential equations is to look at the possibility of constructing a numerical approximation to the unique solution to the initial-value problem

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y), \quad y\left(x_{0}\right)=y_{0} \tag{1.10.1}
\end{equation*}
$$

We consider three techniques that give varying levels of accuracy. In each case, we generate a sequence of approximations $y_{1}, y_{2}, \ldots$ to the value of the exact solution at the points $x_{1}, x_{2}, \ldots$, where $x_{n+1}=x_{n}+h, n=0,1, \ldots$, and $h$ is a real number. We emphasize that numerical methods do not generate a formula for the solution to the differential equation. Rather they generate a sequence of approximations to the value of the solution at specified points. Furthermore, if we use a sufficient number of points, then by plotting the points $\left(x_{i}, y_{i}\right)$ and joining them with straight line segments we are able to obtain an overall approximation to the solution curve corresponding to the solution of the given initial-value problem. This is how the approximate solution curves were generated in the preceding sections via the computer algebra system Maple. There are many subtle ideas associated with constructing numerical solutions to initial-value problems that are beyond the scope of this text. Indeed, a full discussion of the application of numerical methods to differential equations is best left for a future course in numerical analysis.

## Euler's Method

Suppose we wish to approximate the solution to the initial-value problem (1.10.1) at $x=x_{1}=x_{0}+h$, where $h$ is small. The idea behind Euler's Method is to use the tangent line to the solution curve through $\left(x_{0}, y_{0}\right)$ to obtain such an approximation. (See Figure 1.10.1.) The equation of the tangent line through $\left(x_{0}, y_{0}\right)$ is

$$
y(x)=y_{0}+m\left(x-x_{0}\right)
$$



Figure 1.10.1: Euler's method for approximating the solution to the initial-value problem $\frac{d y}{d x}=f(x, y), \quad y\left(x_{0}\right)=y_{0}$.
where $m$ is the slope of the curve at $\left(x_{0}, y_{0}\right)$. From Equation (1.10.1), $m=f\left(x_{0}, y_{0}\right)$, so

$$
y(x)=y_{0}+f\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)
$$

Setting $x=x_{1}$ in this equation yields the Euler approximation to the exact solution at $x_{1}$, namely,

$$
y_{1}=y_{0}+f\left(x_{0}, y_{0}\right)\left(x_{1}-x_{0}\right)
$$

which we write as

$$
y_{1}=y_{0}+h f\left(x_{0}, y_{0}\right)
$$

Now suppose we wish to obtain an approximation to the exact solution to the initialvalue problem (1.10.1) at $x_{2}=x_{1}+h$. We can use the same idea, except we now use the tangent line to the solution curve through $\left(x_{1}, y_{1}\right)$. From (1.10.1), the slope of this tangent line is $f\left(x_{1}, y_{1}\right)$, so that the equation of the required tangent line is

$$
y(x)=y_{1}+f\left(x_{1}, y_{1}\right)\left(x-x_{1}\right)
$$

Setting $x=x_{2}$ yields the approximation

$$
y_{2}=y_{1}+h f\left(x_{1}, y_{1}\right)
$$

where we have substituted for $x_{2}-x_{1}=h$, to the solution to the initial-value problem at $x=x_{2}$. Continuing in this manner, we determine the sequence of approximations

$$
y_{n+1}=y_{n}+h f\left(x_{n}, y_{n}\right), \quad n=0,1, \ldots
$$

to the solution to the initial-value problem (1.10.1) at the points $x_{n+1}=x_{n}+h$.
In summary, Euler's Method for approximating the solution to the initial-value problem

$$
y^{\prime}=f(x, y), \quad y\left(x_{0}\right)=y_{0}
$$

at the points $x_{n+1}=x_{0}+n h(n=0,1, \ldots)$ is

$$
\begin{equation*}
y_{n+1}=y_{n}+h f\left(x_{n}, y_{n}\right), \quad n=0,1, \ldots \tag{1.10.2}
\end{equation*}
$$

Example 1.10.1 Consider the initial-value problem

$$
y^{\prime}=y-x, \quad y(0)=1 / 2
$$

Use Euler's method with (a) $h=0.1$ and (b) $h=0.05$ to obtain an approximation to $y(1)$. Given that the exact solution to the initial-value problem is

$$
y(x)=x+1-\frac{1}{2} e^{x}
$$

compare the errors in the two approximations to $y(1)$.
Solution: In this problem we have

$$
f(x, y)=y-x, \quad x_{0}=0, \quad y_{0}=\frac{1}{2}
$$

(a) Setting $h=0.1$ in (1.10.2) yields

$$
y_{n+1}=y_{n}+0.1\left(y_{n}-x_{n}\right)
$$

Hence,

$$
\begin{aligned}
& y_{1}=y_{0}+0.1\left(y_{0}-x_{0}\right)=0.5+0.1(0.5-0)=0.55 \\
& y_{2}=y_{1}+0.1\left(y_{1}-x_{1}\right)=0.55+0.1(0.55-0.1)=0.595
\end{aligned}
$$

Continuing in this manner, we generate the approximations listed in Table 1.10.1, where we have rounded the calculations to six decimal places. We have also listed the values of the exact solution and the absolute value of the error. In this case, the approximation to $y(1)$ is $y_{10}=0.703129$, with an absolute error of

$$
\begin{equation*}
\left|y(1)-y_{10}\right|=0.062270 \tag{1.10.3}
\end{equation*}
$$

| $\boldsymbol{n}$ | $\boldsymbol{x}_{\boldsymbol{n}}$ | $\boldsymbol{y}_{\boldsymbol{n}}$ | Exact Solution | Absolute Error |
| :--- | :--- | :--- | :---: | :---: |
| 1 | 0.1 | 0.55 | 0.547414 | 0.002585 |
| 2 | 0.2 | 0.595 | 0.589299 | 0.005701 |
| 3 | 0.3 | 0.65345 | 0.625070 | 0.009430 |
| 4 | 0.4 | 0.66795 | 0.654088 | 0.013862 |
| 5 | 0.5 | 0.694745 | 0.675639 | 0.019106 |
| 6 | 0.6 | 0.714219 | 0.688941 | 0.025278 |
| 7 | 0.7 | 0.725641 | 0.693124 | 0.032518 |
| 8 | 0.8 | 0.728205 | 0.687229 | 0.040976 |
| 9 | 0.9 | 0.721026 | 0.670198 | 0.050828 |
| 10 | 1.0 | 0.703129 | 0.640859 | 0.062270 |

Table 1.10.1: The results of applying Euler's method with $h=0.1$ to the initial-value problem in Example 1.10.1.
(b) When $h=0.05$, Euler's method gives

$$
y_{n+1}=y_{n}+0.05\left(y_{n}-x_{n}\right), \quad n=0,1, \ldots, 19
$$

which generates the approximations given in Table 1.10.2, where we have only listed every other intermediate approximation. We see that the approximation to $y(1)$ is

$$
y_{20}=0.673351
$$

and that the absolute error in this approximation is

$$
\left|y(1)-y_{20}\right|=0.032492
$$

| $\boldsymbol{n}$ | $\boldsymbol{x}_{\boldsymbol{n}}$ | $\boldsymbol{y}_{\boldsymbol{n}}$ | Exact Solution | Absolute Error |
| :--- | :--- | :--- | :---: | :---: |
| 2 | 0.1 | 0.54875 | 0.547414 | 0.001335 |
| 4 | 0.2 | 0.592247 | 0.589299 | 0.002948 |
| 6 | 0.3 | 0.629952 | 0.625070 | 0.004881 |
| 8 | 0.4 | 0.661272 | 0.654088 | 0.007185 |
| 10 | 0.5 | 0.685553 | 0.675639 | 0.009913 |
| 12 | 0.6 | 0.702072 | 0.688941 | 0.013131 |
| 14 | 0.7 | 0.710034 | 0.693124 | 0.016910 |
| 16 | 0.8 | 0.708563 | 0.687229 | 0.021333 |
| 18 | 0.9 | 0.696690 | 0.670198 | 0.026492 |
| 20 | 1.0 | 0.686525 | 0.640859 | 0.032492 |

Table 1.10.2: The results of applying Euler's method with $h=0.05$ to the initial-value problem in Example 1.10.1.

Comparing this with (1.10.3), we see that the smaller step size has led to a better approximation. In fact, it has almost halved the error at $y$ (1). In Figure 1.10 .2 we have plotted the exact solution and the Euler approximations just obtained.


Figure 1.10.2: The exact solution to the initial-value problem considered in Example 1.10.1 and the two approximations obtained using Euler's method.

In the preceding example we saw that halving the step size had the effect of essentially halving the error. However, even then the accuracy was not as good as we probably would have liked. Of course we could just keep decreasing the step size (provided we do not take $h$ to be so small that round-off errors start to play a role) to increase the accuracy, but then the number of steps we would have to take would make the calculations very cumbersome. A better approach is to derive methods that have a higher order of accuracy. We will consider two such methods.

## Modified Euler Method (Heun's Method)

The method that we consider here is an example of what is called a predictor-corrector method. The idea is to use the formula from Euler's method to obtain a first approximation to the solution $y\left(x_{n+1}\right)$. We denote this approximation by $y_{n+1}^{*}$, so that

$$
y_{n+1}^{*}=y_{n}+h f\left(x_{n}, y_{n}\right) .
$$

We now improve (or "correct") this approximation by once more applying Euler's method. But this time, we use the average of the slopes of the solution curves through $\left(x_{n}, y_{n}\right)$ and $\left(x_{n+1}, y_{n+1}^{*}\right)$. This gives

$$
y_{n+1}=y_{n}+\frac{1}{2} h\left[f\left(x_{n}, y_{n}\right)+f\left(x_{n+1}, y_{n+1}^{*}\right)\right] .
$$

As illustrated in Figure 1.10.3 for the case $n=1$, we can interpret the modified Euler approximations as arising from first stepping to the point

$$
P\left(x_{n}+\frac{h}{2}, y_{n}+\frac{h f\left(x_{n}, y_{n}\right)}{2}\right)
$$

along the tangent line to the solution curve through $\left(x_{n}, y_{n}\right)$ and then stepping from $P$ to $\left(x_{n+1}, y_{n+1}\right)$ along the line through $P$ whose slope is $f\left(x_{n}, y_{n}^{*}\right)$.

In summary, the modified Euler method for approximating the solution to the initial-value problem

$$
y^{\prime}=f(x, y), \quad y\left(x_{0}\right)=y_{0}
$$



Figure 1.10.3: Derivation of the first step in the modified Euler Method.
at the points $x_{n+1}=x_{0}+n h(n=0,1, \ldots)$ is

$$
y_{n+1}=y_{n}+\frac{1}{2} h\left[f\left(x_{n}, y_{n}\right)+f\left(x_{n+1}, y_{n+1}^{*}\right)\right]
$$

where

$$
y_{n+1}^{*}=y_{n}+h f\left(x_{n}, y_{n}\right), \quad n=0,1, \ldots
$$

Example 1.10.2 Apply the modified Euler method with $h=0.1$ to determine an approximation to the solution to the initial-value problem

$$
y^{\prime}=y-x, \quad y(0)=1 / 2
$$

at $x=1$.
Solution: Taking $h=0.1$, and $f(x, y)=y-x$ in the modified Euler method yields

$$
\begin{aligned}
& y_{n+1}^{*}=y_{n}+0.1\left(y_{n}-x_{n}\right) \\
& y_{n+1}=y_{n}+0.05\left(y_{n}-x_{n}+y_{n+1}^{*}-x_{n+1}\right)
\end{aligned}
$$

Hence,

$$
y_{n+1}=y_{n}+0.05\left\{y_{n}-x_{n}+\left[y_{n}+0.1\left(y_{n}-x_{n}\right)\right]-x_{n+1}\right\}
$$

That is,

$$
y_{n+1}=y_{n}+0.05\left(2.1 y_{n}-1.1 x_{n}-x_{n+1}\right), \quad n=0,1, \ldots, 9 .
$$

When $n=0$,

$$
y_{1}=y_{0}+0.05\left(2.1 y_{0}-1.1 x_{0}-x_{1}\right)=0.5475
$$

and when $n=1$,

$$
y_{2}=y_{1}+0.05\left(2.1 y_{1}-1.1 x_{1}-x_{2}\right)=0.5894875
$$

Continuing in this manner, we generate the results displayed in Table 1.10.3. From this table, we see that the approximation to $y(1)$ according to the modified Euler method is

$$
y_{10}=0.642960
$$

As seen in the previous example, the value of the exact solution at $x=1$ is

$$
y(1)=0.640859
$$

| $\boldsymbol{n}$ | $\boldsymbol{x}_{\boldsymbol{n}}$ | $\boldsymbol{y}_{\boldsymbol{n}}$ | Exact Solution | Absolute Error |
| :--- | :--- | :--- | :---: | :---: |
| 1 | 0.1 | 0.5475 | 0.547414 | 0.000085 |
| 2 | 0.2 | 0.589487 | 0.589299 | 0.000189 |
| 3 | 0.3 | 0.625384 | 0.625070 | 0.000313 |
| 4 | 0.4 | 0.654549 | 0.654088 | 0.000461 |
| 5 | 0.5 | 0.676277 | 0.675639 | 0.000637 |
| 6 | 0.6 | 0.689786 | 0.688941 | 0.000845 |
| 7 | 0.7 | 0.694213 | 0.693124 | 0.001089 |
| 8 | 0.8 | 0.688605 | 0.687229 | 0.001376 |
| 9 | 0.9 | 0.671909 | 0.670198 | 0.001711 |
| 10 | 1.0 | 0.642959 | 0.640859 | 0.002100 |

Table 1.10.3: The results of applying the modified Euler method with $h=0.1$ to the initial-value problem in Example 1.10.2.

Consequently, the absolute error in the approximation at $x=1$ using the modified Euler approximation with $h=0.1$ is

$$
\left|y(1)-y_{10}\right|=0.002100
$$

Comparing this with the results of the previous example we see that the modified Euler method has picked up approximately one decimal place of accuracy when using a step size $h=0.1$. This is indicative of the general result that the error in the modified Euler method behaves as order $h / 2$ as compared to the order $h$ behavior of the Euler method. In Figure 1.10.4 we have sketched the exact solution to the differential equation and the modified Euler approximation with $h=0.1$.


Figure 1.10.4: The exact solution to the initial-value problem in Example 1.10.2 and the approximations obtained using the modified Euler method with $h=0.1$.

## Runge-Kutta Method of Order Four

The final method that we consider is somewhat more tedious to use in hand calculations, but is very easily programmed into a calculator or computer. It is a fourth-order method, which, in the case of a differential equation of the form $y^{\prime}=f(x)$, reduces to Simpson's Rule (which the reader has probably studied in a calculus course) for numerically evaluating definite integrals. Without justification, we state the algorithm.

Fourth-Order Runge-Kutta Method for approximating the solution to the initial-value problem

$$
y^{\prime}=f(x, y), \quad y\left(x_{0}\right)=y_{0}
$$

at the points $x_{n+1}=x_{0}+n h(n=0,1, \ldots)$ is

$$
y_{n+1}=y_{n}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right),
$$

where

$$
\begin{gathered}
k_{1}=h f\left(x_{n}, y_{n}\right), k_{2}=h f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} k_{1}\right), k_{3}=h f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} k_{2}\right), \\
k_{4}=h f\left(x_{n+1}, y_{n}+k_{3}\right),
\end{gathered}
$$

$n=0,1,2, \ldots$.

Remark In the previous sections, we used Maple to generate slope fields and approximate solution curves for first-order differential equations. The solution curves were in fact generated using a Runge-Kutta approximation.

Example 1.10.3 Apply the Fourth-Order Runge-Kutta Method with $h=0.1$ to determine an approximation to the solution to the initial-value problem below at $x=1$ :

$$
y^{\prime}=y-x, \quad y(0)=1 / 2
$$

Solution: We take $h=0.1$, and $f(x, y)=y-x$ in the Fourth-Order Runge-Kutta Method, and need to determine $y_{10}$. First we determine $k_{1}, k_{2}, k_{3}, k_{4}$.

$$
\begin{aligned}
& k_{1}=0.1 f\left(x_{n}, y_{n}\right)=0.1\left(y_{n}-x_{n}\right), \\
& k_{2}=0.1 f\left(x_{n}+0.05, y_{n}+0.5 k_{1}\right)=0.1\left(y_{n}+0.5 k_{1}-x_{n}-0.05\right), \\
& k_{3}=0.1 f\left(x_{n}+0.05, y_{n}+0.5 k_{2}\right)=0.1\left(y_{n}+0.5 k_{2}-x_{n}-0.05\right), \\
& k_{4}=0.1 f\left(x_{n+1}, y_{n}+k_{3}\right)=0.1\left(y_{n}+k_{3}-x_{n+1}\right) .
\end{aligned}
$$

When $n=0$,

$$
\begin{aligned}
& k_{1}=0.1(0.5)=0.05, \\
& k_{2}=0.1[0.5+(0.5)(0.05)-0.05]=0.0475, \\
& k_{3}=0.1[0.5+(0.5)(0.0475)-0.05]=0.047375, \\
& k_{4}=0.1(0.5+0.047375-0.1)=0.0447375,
\end{aligned}
$$

so that

$$
y_{1}=y_{0}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right)=0.5+\frac{1}{6}(0.2844875)=0.54741458,
$$

rounded to eight decimal places. Continuing in this manner, we obtain the results displayed in Table 1.10.4. In particular, we see that the Fourth-Order Runge-Kutta Method approximation to $y(1)$ is

$$
y_{10}=0.64086013,
$$

so that

$$
\left|y(1)-y_{10}\right|=0.00000104
$$

| $\boldsymbol{n}$ | $\boldsymbol{x}_{\boldsymbol{n}}$ | $\boldsymbol{y}_{\boldsymbol{n}}$ | Exact Solution | Absolute Error |
| :--- | :--- | :--- | :---: | :---: |
| 1 | 0.1 | 0.54741458 | 0.54741454 | 0.00000004 |
| 2 | 0.2 | 0.58929871 | 0.58929862 | 0.00000009 |
| 3 | 0.3 | 0.62507075 | 0.62507060 | 0.00000015 |
| 4 | 0.4 | 0.65408788 | 0.65408788 | 0.00000022 |
| 5 | 0.5 | 0.67563968 | 0.67563968 | 0.00000032 |
| 6 | 0.6 | 0.68894102 | 0.68894102 | 0.00000042 |
| 7 | 0.7 | 0.69312419 | 0.69312365 | 0.00000054 |
| 8 | 0.8 | 0.68723022 | 0.68722954 | 0.00000068 |
| 9 | 0.9 | 0.67019929 | 0.67019844 | 0.00000085 |
| 10 | 1.0 | 0.64086013 | 0.64085909 | 0.00000104 |

Table 1.10.4: The results of applying the Fourth-Order Runge-Kutta Method with $h=0.1$ to the initial-value problem in Example 1.10.3.

Clearly this is an excellent approximation. If we increase the step size to $h=0.2$, the corresponding approximation to $y(1)$ becomes

$$
y_{5}=0.640874
$$

with absolute error

$$
\left|y(1)-y_{5}\right|=0.000015
$$

which is still very impressive.

## Exercises for 1.10

## Key Terms

Euler's method, Predictor-corrector method, Modified Euler method (Heun's method), Fourth-order Runge-Kutta method.

## Skills

- Be able to apply Euler's method to approximate the solution to an initial-value problem at a point near the initial value $x_{0}$.
- Be able to use the modified Euler method (Heun's method) to approximate the solution to an initial-value problem at a point near the initial value $x_{0}$.
- Be able to use the Fourth-order Runge Kutta method to approximate the solution to an initial-value problem at a point near the initial value $x_{0}$.


## True-False Review

For items (a)-(d), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text.

If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Generally speaking, the smaller the stepsize in Euler's method, the more accurate the approximation to the solution of an initial-value problem at a point near the initial value $x_{0}$.
(b) Euler's method is based on the equation of a tangent line to a curve at a given point $\left(x_{0}, y_{0}\right)$.
(c) With each additional step that is taken in Euler's method, the error in the approximation obtained from the method can only grow in size.
(d) At each step of length $h$, Heun's method requires two applications of Euler's method with step size $h / 2$.

## Problems

For Problems 1-5, use Euler's method with the specified step size to determine the solution to the given initial-value problem at the specified point.

1. $y^{\prime}=4 y-1, \quad y(0)=1, \quad h=0.05, \quad y(0.5)$.
2. $y^{\prime}=-\frac{2 x y}{1+x^{2}}, \quad y(0)=1, \quad h=0.1, \quad y(1)$.
3. $y^{\prime}=x-y^{2}, \quad y(0)=2, \quad h=0.05, \quad y(0.5)$.
4. $y^{\prime}=-x^{2} y, \quad y(0)=1, \quad h=0.2, \quad y(1)$.
5. $y^{\prime}=2 x y^{2}, \quad y(0)=0.5, \quad h=0.1, \quad y(1)$.

For Problems 6-10, use the modified Euler method with the specified step size to determine the solution to the given initial-value problem at the specified point. In each case, compare your answer to that obtained using Euler's method.
6. The initial-value problem in Problem 1.
7. The initial-value problem in Problem 2.
8. The initial-value problem in Problem 3.
9. The initial-value problem in Problem 4.
10. The initial-value problem in Problem 5.

For Problems 11-15, use the Fourth-Order Runge-Kutta Method with the specified step size to determine the solution to the given initial-value problem at the specified point.

In each case, compare your answer to that obtained using Euler's method.
11. The initial-value problem in Problem 1.
12. The initial-value problem in Problem 2.
13. The initial-value problem in Problem 3.
14. The initial-value problem in Problem 4.
15. The initial-value problem in Problem 5.
16. $\diamond$ Use the Fourth-Order Runge-Kutta Method with $h=0.5$ to approximate the solution to the initialvalue problem

$$
y^{\prime}+\frac{1}{10} y=e^{-x / 10} \cos x, \quad y(0)=0
$$

at the points $x=0.5,1.0, \ldots, 25$. Plot these points and describe the behavior of the corresponding solution.

### 1.11 Some Higher-Order Differential Equations

So far we have developed analytical techniques only for solving special types of firstorder differential equations. The methods that we have discussed do not apply directly to higher-order differential equations and so the solution to such equations usually requires the derivation of new techniques. One approach is to replace a higher-order differential equation by an equivalent system of first-order equations. (This will be developed further in Chapter 9.) For example, any second-order differential equation that can be written in the form

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=F\left(x, y, \frac{d y}{d x}\right) \tag{1.11.1}
\end{equation*}
$$

where $F$ is a known function, can be replaced by an equivalent pair of first-order differential equations as follows. We let $v=d y / d x$. Then $d^{2} y / d x^{2}=d v / d x$, and so solving Equation (1.11.1) is equivalent to solving the following two first-order differential equations

$$
\begin{align*}
& \frac{d y}{d x}=v  \tag{1.11.2}\\
& \frac{d v}{d x}=F(x, y, v) \tag{1.11.3}
\end{align*}
$$

In general the differential equation (1.11.3) cannot be solved directly, since it involves three variables, namely, $x, y$, and $v$. However, for certain forms of the function $F$, Equation (1.11.3) will involve only two variables and then can sometimes be solved for $v$ using one of our previous techniques. Having obtained $v$, we can then substitute into Equation (1.11.2) to obtain a first-order differential equation for $y$. We now discuss two forms of $F$ for which this is certainly the case.

## Case 1: Second-Order Equations with the Dependent Variable Missing

If $y$ does not occur explicitly in the function $F$, then Equation (1.11.1) assumes the form

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=F\left(x, \frac{d y}{d x}\right) . \tag{1.11.4}
\end{equation*}
$$

Substituting $v=d y / d x$ and $d v / d x=d^{2} y / d x^{2}$ into this equation allows us to replace it with the two first-order equations

$$
\begin{align*}
& \frac{d y}{d x}=v  \tag{1.11.5}\\
& \frac{d v}{d x}=F(x, v) . \tag{1.11.6}
\end{align*}
$$

Thus, to solve Equation (1.11.4), we first solve Equation (1.11.6) for $v$ in terms of $x$ and then solve Equation (1.11.5) for $y$ as a function of $x$.

Example 1.11.1 Find the general solution to

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=\frac{1}{x}\left(\frac{d y}{d x}+x^{2} \cos x\right), \quad x>0 . \tag{1.11.7}
\end{equation*}
$$

Solution: In Equation (1.11.7), the dependent variable is missing, and so we let $v=d y / d x$, which implies that $d^{2} y / d x^{2}=d v / d x$. Substituting into Equation (1.11.7) yields the following equivalent first-order system

$$
\begin{align*}
& \frac{d y}{d x}=v  \tag{1.11.8}\\
& \frac{d v}{d x}=\frac{1}{x}\left(v+x^{2} \cos x\right) . \tag{1.11.9}
\end{align*}
$$

Equation (1.11.9) is a first-order linear differential equation with standard form

$$
\begin{equation*}
\frac{d v}{d x}-x^{-1} v=x \cos x \tag{1.11.10}
\end{equation*}
$$

An appropriate integrating factor is

$$
I(x)=e^{-\int x^{-1} d x}=e^{-\ln x}=x^{-1} .
$$

Multiplying Equation (1.11.10) by $x^{-1}$ reduces it to

$$
\frac{d}{d x}\left(x^{-1} v\right)=\cos x
$$

which can be integrated directly to obtain

$$
x^{-1} v=\sin x+c
$$

Thus,

$$
\begin{equation*}
v=x \sin x+c x . \tag{1.11.11}
\end{equation*}
$$

Substituting the expression for $v$ from (1.11.11) into Equation (1.11.8) gives

$$
\frac{d y}{d x}=x \sin x+c x
$$

which we can integrate to obtain

$$
y(x)=-x \cos x+\sin x+c_{1} x^{2}+c_{2} .
$$

## Case 2: Second-Order Equations with the Independent Variable Missing

If $x$ does not occur explicitly in the function $F$ in Equation (1.11.1), then we must solve a differential equation of the form

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=F\left(y, \frac{d y}{d x}\right) . \tag{1.11.12}
\end{equation*}
$$

In this case, we still let

$$
v=\frac{d y}{d x},
$$

as previously, but now we use the chain rule to express $d^{2} y / d x^{2}$ in terms of $d v / d y$. Specifically, we have

$$
\frac{d^{2} y}{d x^{2}}=\frac{d v}{d x}=\frac{d v}{d y} \frac{d y}{d x}=v \frac{d v}{d y} .
$$

Substituting for $d y / d x$ and $d^{2} y / d x^{2}$ into Equation (1.11.12) reduces the second-order equation to the equivalent first-order system

$$
\begin{align*}
& \frac{d y}{d x}=v  \tag{1.11.13}\\
& \frac{d v}{d y}=F(y, v) . \tag{1.11.14}
\end{align*}
$$

In this case, we first solve Equation (1.11.14) for $v$ as a function of $y$ and then solve Equation (1.11.13) for $y$ as a function of $x$.

Example 1.11.2 Find the general solution to

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=-\frac{2}{1-y}\left(\frac{d y}{d x}\right)^{2} \tag{1.11.15}
\end{equation*}
$$

Solution: In this differential equation, the independent variable does not occur explicitly. Therefore, we let $v=d y / d x$ and use the chain rule to obtain

$$
\frac{d^{2} y}{d x^{2}}=\frac{d v}{d x}=\frac{d v}{d y} \frac{d y}{d x}=v \frac{d v}{d y} .
$$

Substituting into Equation (1.11.15) results in the equivalent system

$$
\begin{align*}
\frac{d y}{d x} & =v,  \tag{1.11.16}\\
v \frac{d v}{d y} & =-\frac{2}{1-y} v^{2} . \tag{1.11.17}
\end{align*}
$$

Separating the variables in the differential equation (1.11.17) gives

$$
\begin{equation*}
\frac{1}{v} d v=-\frac{2}{1-y} d y \tag{1.11.18}
\end{equation*}
$$

which can be integrated to obtain

$$
\ln |v|=2 \ln |1-y|+c .
$$

Combining the logarithm terms and exponentiating yields

$$
\begin{equation*}
v(y)=c_{1}(1-y)^{2}, \tag{1.11.19}
\end{equation*}
$$

where we have set $c_{1}= \pm e^{c}$. Notice that in solving Equation (1.11.17), we implicitly assumed that $v \neq 0$, since we divided by it to obtain Equation (1.11.18). However, the general form (1.11.19) does include the solution $v=0$, provided we allow $c_{1}$ to equal zero. Substituting for $v$ into Equation (1.11.16) yields

$$
\frac{d y}{d x}=c_{1}(1-y)^{2} .
$$

Separating the variables and integrating, we obtain

$$
(1-y)^{-1}=c_{1} x+d_{1} .
$$

That is,

$$
1-y=\frac{1}{c_{1} x+d_{1}}
$$

Solving for $y$ gives

$$
\begin{equation*}
y(x)=\frac{c_{1} x+\left(d_{1}-1\right)}{c_{1} x+d_{1}} \tag{1.11.20}
\end{equation*}
$$

which can be written in the simpler form

$$
\begin{equation*}
y(x)=\frac{x+a}{x+b}, \tag{1.11.21}
\end{equation*}
$$

where the constants $a$ and $b$ are defined by $a=\left(d_{1}-1\right) / c_{1}$, and $b=d_{1} / c_{1}$. Notice that the form (1.11.21) does not include the solution $y=$ constant, which is contained in (1.11.20) (set $c_{1}=0$ ). This is because in dividing by $c_{1}$, we implicitly assumed that $c_{1} \neq 0$. Thus in specifying the solution in the form (1.11.21), we should also include the statement that any constant function $y=k$ ( $k$ a constant) is a solution.

Example 1.11.3 Determine the displacement at time $t$ of a simple harmonic oscillator that is extended a distance $A$ units from its equilibrium position and released from rest at $t=0$.
Solution: According to the derivation in Section 1.1, the motion of the simple harmonic oscillator is governed by the initial-value problem

$$
\begin{gather*}
\frac{d^{2} y}{d t^{2}}=-\omega^{2} y  \tag{1.11.22}\\
y(0)=A, \quad \frac{d y}{d t}(0)=0 \tag{1.11.23}
\end{gather*}
$$

where $\omega$ is a positive constant. The differential equation (1.11.22) has the independent variable $t$ missing. We therefore let $v=d y / d t$ and use the chain rule to write

$$
\frac{d^{2} y}{d t^{2}}=v \frac{d v}{d y}
$$

It then follows that Equation (1.11.22) can be replaced by the equivalent first-order system

$$
\begin{align*}
\frac{d y}{d t} & =v,  \tag{1.11.24}\\
v \frac{d v}{d y} & =-\omega^{2} y . \tag{1.11.25}
\end{align*}
$$

Separating the variables and integrating Equation (1.11.25) yields

$$
\frac{1}{2} v^{2}=-\frac{1}{2} \omega^{2} y^{2}+c
$$

which implies that

$$
v= \pm \sqrt{c_{1}-\omega^{2} y^{2}}
$$

where $c_{1}=2 c$. Substituting for $v$ into Equation (1.11.24) yields

$$
\begin{equation*}
\frac{d y}{d t}= \pm \sqrt{c_{1}-\omega^{2} y^{2}} \tag{1.11.26}
\end{equation*}
$$

Setting $t=0$ in this equation and using the initial conditions (1.11.23), we find that $c_{1}=\omega^{2} A^{2}$. Equation (1.11.26) therefore gives

$$
\frac{d y}{d t}= \pm \omega \sqrt{A^{2}-y^{2}}
$$

By separating the variables and integrating, we obtain

$$
\arcsin (y / A)= \pm \omega t+b
$$

where $b$ is an integration constant. Thus,

$$
y(t)=A \sin (b \pm \omega t)
$$

The initial condition $y(0)=A$ implies that $\sin b=1$, and so we can choose $b=\pi / 2$. We therefore have

$$
y(t)=A \sin (\pi / 2 \pm \omega t)
$$

That is,

$$
y(t)=A \cos \omega t .
$$

Consequently the predicted motion is that the mass oscillates between $\pm A$ for all $t$. This solution makes sense physically since the simple harmonic oscillator does not include dissipative forces that would slow the motion.

Remark In Chapter 8 we will see how to solve the initial-value problem (1.11.22), (1.11.23) in just a few lines of work without requiring any integration!

## Exercises for 1.11

## Skills

- Be familiar with the strategy of solving a higher-order differential equation by replacing it with an equivalent system of first-order differential equations, and be able to carry out this strategy in particular instances.


## Problems

For Problems 1-14, solve the given differential equation.

1. $y^{\prime \prime}-2 y^{\prime}=6 e^{3 x}$.
2. $y^{\prime \prime}=2 x^{-1} y^{\prime}+4 x^{2}$.
3. $(x-1)(x-2) y^{\prime \prime}=y^{\prime}-1$.
4. $y^{\prime \prime}+2 y^{-1}\left(y^{\prime}\right)^{2}=y^{\prime}$.
5. $y^{\prime \prime}=\left(y^{\prime}\right)^{2} \tan y$.
6. $y^{\prime \prime}+y^{\prime} \tan x=\left(y^{\prime}\right)^{2}$.
7. $\frac{d^{2} x}{d t^{2}}=\left(\frac{d x}{d t}\right)^{2}+2 \frac{d x}{d t}$.
8. $y^{\prime \prime}-2 x^{-1} y^{\prime}=6 x^{4}$.
9. $t \frac{d^{2} x}{d t^{2}}=2\left(t+\frac{d x}{d t}\right)$.
10. $y^{\prime \prime}-\alpha\left(y^{\prime}\right)^{2}-\beta y^{\prime}=0$, where $\alpha$ and $\beta$ are nonzero constants.
11. $y^{\prime \prime}-2 x^{-1} y^{\prime}=18 x^{4}$.
12. $\left(1+x^{2}\right) y^{\prime \prime}=-2 x y^{\prime}$.
13. $y^{\prime \prime}+y^{-1}\left(y^{\prime}\right)^{2}=y e^{-y}\left(y^{\prime}\right)^{3}$.
14. $y^{\prime \prime}-y^{\prime} \tan x=1, \quad 0 \leq x<\pi / 2$.

In Problems 15-16, solve the given initial-value problem.
15. $y y^{\prime \prime}=2\left(y^{\prime}\right)^{2}+y^{2}, \quad y(0)=1, \quad y^{\prime}(0)=0$.
16. $y^{\prime \prime}=\omega^{2} y, \quad y(0)=a, \quad y^{\prime}(0)=0$, where $\omega, a$ are positive constants.
17. The following initial-value problem arises in the analysis of a cable suspended between two fixed points

$$
y^{\prime \prime}=\frac{1}{a} \sqrt{1+\left(y^{\prime}\right)^{2}}, \quad y(0)=a, \quad y^{\prime}(0)=0
$$

where $a$ is a nonzero constant. Solve this initial-value problem for $y(x)$. The corresponding solution curve is called a catenary.
18. Consider the general second-order linear differential equation with dependent variable missing:

$$
y^{\prime \prime}+p(x) y^{\prime}=q(x)
$$

Replace this differential equation with an equivalent pair of first-order equations and express the solution in terms of integrals.
19. Consider the general third-order differential equation of the form

$$
\begin{equation*}
y^{\prime \prime \prime}=F\left(x, y^{\prime \prime}\right) \tag{1.11.27}
\end{equation*}
$$

(a) Show that Equation (1.11.27) can be replaced by the equivalent first-order system

$$
\frac{d u_{1}}{d x}=u_{2}, \quad \frac{d u_{2}}{d x}=u_{3}, \quad \frac{d u_{3}}{d x}=F\left(x, u_{3}\right)
$$

where the variables $u_{1}, u_{2}, u_{3}$ are defined by

$$
u_{1}=y, \quad u_{2}=y^{\prime}, \quad u_{3}=y^{\prime \prime}
$$

(b) Solve $y^{\prime \prime \prime}=x^{-1}\left(y^{\prime \prime}-1\right)$.
20. A simple pendulum consists of a particle of mass $m$ supported by a piece of string of length $L$. Assuming that the pendulum is displaced through an angle $\theta_{0}$ radians from the vertical and then released from rest, the resulting motion is described by the initial-value problem

$$
\begin{equation*}
\frac{d^{2} \theta}{d t^{2}}+\frac{g}{L} \sin \theta=0, \quad \theta(0)=\theta_{0}, \quad \frac{d \theta}{d t}(0)=0 \tag{1.11.28}
\end{equation*}
$$

(a) For small oscillations, $\theta \ll 1$, we can use the approximation $\sin \theta \approx \theta$ in Equation (1.11.28) to obtain the linear equation

$$
\frac{d^{2} \theta}{d t^{2}}+\frac{g}{L} \theta=0, \quad \theta(0)=\theta_{0}, \quad \frac{d \theta}{d t}(0)=0
$$

Solve this initial-value problem for $\theta$ as a function of $t$. Is the predicted motion reasonable?
(b) Obtain the following first integral of (1.11.28):

$$
\begin{equation*}
\frac{d \theta}{d t}= \pm \sqrt{\frac{2 g}{L}\left(\cos \theta-\cos \theta_{0}\right)} \tag{1.11.29}
\end{equation*}
$$

(c) Show from Equation (1.11.29) that the time $T$ (equal to one-fourth of the period of motion) required for $\theta$ to go from 0 to $\theta_{0}$ is given by the elliptic integral of the first kind

$$
\begin{equation*}
T=\sqrt{\frac{L}{2 g}} \int_{0}^{\theta_{0}} \frac{1}{\sqrt{\cos \theta-\cos \theta_{0}}} d \theta \tag{1.11.30}
\end{equation*}
$$

(d) Show that (1.11.30) can be written as

$$
T=\sqrt{\frac{L}{g}} \int_{0}^{\pi / 2} \frac{1}{\sqrt{1-k^{2} \sin ^{2} u}} d u
$$

where $k=\sin \left(\theta_{0} / 2\right)$. [Hint: First express $\cos \theta$ and $\cos \theta_{0}$ in terms of $\sin ^{2}(\theta / 2)$ and $\sin ^{2}\left(\theta_{0} / 2\right)$.]

### 1.12 Chapter Review

## Basic Theory of Differential Equations

This chapter has provided an introduction to the theory of differential equations. A differential equation is an equation involving one or more derivatives of an unknown function, and the highest order derivative appearing in the equation is the order of the differential equation.

For an $n$ th-order differential equation, the general solution to the differential equation contains $n$ arbitrary constants, and all solutions to the differential equation can be obtained by assigning appropriate values to the constants. This chapter is mainly concerned with first-order differential equations, which may be written in the form

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y), \tag{1.12.1}
\end{equation*}
$$

for some given function $f$. If we impose an initial condition specifying the value of a solution $y(x)$ to the differential equation (1.12.1) at a particular point $x_{0}$, say $y_{0}=y\left(x_{0}\right)$, then we have an initial-value problem:

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y), \quad y\left(x_{0}\right)=y_{0} . \tag{1.12.2}
\end{equation*}
$$

To solve an initial-value problem of the form (1.12.2), the first step is to determine the general solution to the differential equation (1.12.1), and then use the initial condition to determine the specific value of the arbitrary constant appearing in the general solution.

## Solution Techniques for First-Order Differential Equations

One of our main goals in this chapter is to find solutions to first-order differential equations of the form (1.12.1). There are various ways in which we can seek to find these solutions:

1. Geometrically: The function $f(x, y)$ gives the slope of the tangent line to the solution curves of the differential equation (1.12.1) at the point $(x, y)$. Thus, by computing $f(x, y)$ for various points $(x, y)$, we can draw small line segments through the point $(x, y)$ with slope $f(x, y)$ to depict how a solution curve would pass through $(x, y)$. The resulting picture of line segments is called the slope field of the differential equation, and any solution curves to the differential equation in the $x y$-plane must be tangent to the slope field at all points.
For example, the differential equation $\frac{d y}{d x}=-\frac{x}{y}$ determines a slope field consisting of small line segments that encircle the origin. Indeed, the solutions to this differential equation consist of concentric circles centered at the origin.
One piece of theory is that different solution curves for the same differential equation can never cross (this essentially tells us that an initial-value problem cannot have multiple solutions). Thus, for example, if we find a solution to the differential equation (1.12.1) of the form $y(x)=y_{0}$, for some constant $y_{0}$ (recall that such a solution, is called an equilibrium solution), then all other solution curves to the differential equation must lie entirely above the line $y=y_{0}$ or entirely below the line $y=y_{0}$.
2. Numerically: Suppose we wish to approximate the solution to the initial-value problem (1.12.2) at the point $x=x_{1}=x_{0}+h$, where $h$ is small. Euler's method uses the slope of the solution at $\left(x_{0}, y_{0}\right)$, which is $f\left(x_{0}, y_{0}\right)$, to use a tangent line approximation to the solution:

$$
y(x)=y_{0}+f\left(x_{0}, y_{0}\right)\left(x-x_{0}\right) .
$$

Therefore, we approximate

$$
y\left(x_{1}\right)=y_{0}+f\left(x_{0}, y_{0}\right)\left(x_{1}-x_{0}\right)=y_{0}+h f\left(x_{0}, y_{0}\right) .
$$

Now, starting from the point $\left(x_{1}, y\left(x_{1}\right)\right)$, we can repeat the process to find approximations to the solutions at other points $x_{2}, x_{3}, \ldots$ The conclusion is that the
approximation to the solution to the initial value problem (1.12.2) at the points $x_{n+1}=x_{0}+n h(n=0,1, \ldots)$ is

$$
y_{n+1}=y_{n}+h f\left(x_{n}, y_{n}\right), \quad n=0,1, \ldots
$$

In Section 1.10, other modifications to Euler's method are also discussed.
3. Analytically: In some situations, we can explicitly obtain an equation for the general solution to the differential equation (1.12.1). These include situations in which the differential equation is separable, first-order linear, homogeneous of degree zero, Bernoulli, and/or exact. The table below shows the types of differential equations we can solve analytically and a summary of the solution technique. If a given differential equation cannot be written in one of these forms, then the next step is to try to determine an integrating factor. If that fails, then we might try to find a change of variables that would reduce the differential equation to one of the above types.

| Type | Standard Form | Technique |
| :--- | :--- | :--- |
| Separable | $p(y) y^{\prime}=q(x)$ | Separate the variables and integrate. |
| First-order <br> linear | $y^{\prime}+p(x) y=q(x)$ | Rewrite as $\frac{d}{d x}(I \cdot y)=I \cdot q(x)$, where $I=e^{\int p(x) d x}$ <br> and integrate with respect to $x$. |
| First-order <br> homogeneous | $y^{\prime}=f(x, y)$ where <br> $f(t x, t y)=f(x, y)$ | Change variables: $y=x V(x)$ and reduce to a <br> separable equation. |
| Bernoulli | $y^{\prime}+p(x) y=q(x) y^{n}$ | Divide by $y^{n}$ and make the change of variables $u=y^{1-n}$ <br> This reduces the differential equation to a linear equation. |
| Exact | $M d x+N d y=0$, <br> with $M_{y}=N_{x}$. | The solution is $\phi(x, y)=c$, where $\phi$ is determined by <br> integrating $\phi_{x}=M, \phi_{y}=N$. |

Table 1.12.1: A summary of the basic solution techniques for $y^{\prime}=f(x, y)$.
Example 1.12.1 Determine which of the above types, if any, the following differential equation falls into

$$
\frac{d y}{d x}=-\frac{\left(8 x^{5}+3 y^{4}\right)}{4 x y^{3}} .
$$

Solution: Since the given differential equation is written in the form $d y / d x=$ $f(x, y)$, we first check whether it is separable or homogeneous. By inspection, we see that it is neither of these. We next check to see whether it is a linear or a Bernoulli equation. We therefore rewrite the equation in the equivalent form

$$
\begin{equation*}
\frac{d y}{d x}+\frac{3}{4 x} y=-2 x^{4} y^{-3} \tag{1.12.3}
\end{equation*}
$$

which we recognize as a Bernoulli equation with $n=-3$. We could therefore solve the equation using the appropriate technique. Due to the $y^{-3}$ term in Equation (1.12.3) it follows that the equation is not a linear equation. Finally, we check for exactness. The natural differential form to try for the given differential equation is

$$
\begin{equation*}
\left(8 x^{5}+3 y^{4}\right) d x+4 x y^{3} d y=0 . \tag{1.12.4}
\end{equation*}
$$

In this form, we have

$$
M_{y}=12 y^{3}, \quad N_{x}=4 y^{3},
$$

so that the equation is not exact. However, we see that

$$
\left(M_{y}-N_{x}\right) / N=2 x^{-1},
$$

so that according to Theorem 1.9.11, $I(x)=x^{2}$ is an integrating factor. Therefore, we could multiply Equation (1.12.4) by $x^{2}$ and then solve it as an exact equation.

## Examples of First-Order Differential Equations

There are numerous real-world examples of first-order differential equations. Among the applications discussed in this chapter are Malthusian and logistic population models, Newton's Law of Cooling, families of orthogonal trajectories, ontogenetic growth model, chemical reactions, mixing problems, electric circuits, and others.

## Additional Problems

1. A boy 2 meters tall shoots a toy rocket straight up from head level at 10 meters per second. Assume the acceleration of gravity is 9.8 meters $/ \mathrm{sec}^{2}$.
(a) What is the highest point above the ground reached by the rocket?
(b) When does the rocket hit the ground?
2. A racquetball player standing at the back wall of the court hits the ball from a height of 2 feet horizontally toward the front wall at 80 miles per hour. The length of a regulation racquetball court is 40 feet. Does the ball reach the front wall before hitting the ground? Neglect air resistance, and assume the acceleration of gravity is 32 feet $/ \mathrm{sec}^{2}$.

In Problems 3-6, find the equation of the orthogonal trajectories to the given family of curves.
3. $y=c x^{3}$.
4. $y=\ln (c x)$.
5. $y^{2}=c x^{3}$.
6. $x^{4}+y^{4}=c$.
7. Consider the family of curves

$$
\begin{equation*}
x^{2}+3 y^{2}=2 c y . \tag{1.12.5}
\end{equation*}
$$

(a) Show that the differential equation of this family is

$$
\frac{d y}{d x}=\frac{2 x y}{x^{2}-3 y^{2}} .
$$

(b) Determine the orthogonal trajectories to the family (1.12.5).

In Problems 8-12, sketch the slope field and some representative solution curves for the given differential equation.
8. $y^{\prime}=y(y-1)^{2}$.
9. $y^{\prime}=(y-3)(y+1)$.
10. $y^{\prime}=y(2-y)(1-y)$.
11. $y^{\prime}=y / x^{2}$.
12. $y^{\prime}=2 x y$.
13. At time $t$ the velocity, $v(t)$, of an object is governed by the differential equation

$$
\frac{d v}{d t}=\frac{1}{2}(25-v), \quad t>0 .
$$

(a) Verify that $v(t)=25$ is a solution to this differential equation.
(b) Sketch the slope field for $0 \leq v \leq 25$. What happens to $v(t)$ as $t \rightarrow \infty$ ?
14. Consider the ontogenetic model

$$
\frac{d m}{d t}=a m^{3 / 4}\left[1-\left(\frac{m}{M}\right)^{1 / 4}\right] .
$$

(a) Determine all equilibrium solutions.
(b) Explain why $\frac{d m}{d t}>0$.
(c) Determine where in the region of physical interest the solution curves are concave up, and where they are concave down.
(d) Determine the slope of the solution curves at the point of inflection.
(e) Sketch the slope field and include some representative solution curves.
15. An object of mass $m$ is released from rest in a medium in which the frictional forces are proportional to the square of the velocity. The initial-value problem that governs the subsequent motion is

$$
\begin{equation*}
m v \frac{d v}{d y}=m g-k v^{2}, \quad v(0)=0 \tag{1.12.6}
\end{equation*}
$$

where $v(t)$ denotes the velocity of the object at time $t, y(t)$ denotes the distance travelled by the object at time $t$ as measured from the point at which the object was released, and $k$ is a positive constant.
(a) Solve (1.12.6) and show that

$$
v^{2}=\frac{m g}{k}\left(1-e^{-2 k y / m}\right) .
$$

(b) Make a sketch of $v^{2}$ as a function of $y$.

In Problems 16-42, determine which of the five types of differential equations we have studied the given equation falls into (see Table 1.12.1), and use an appropriate technique to find the general solution.
16. $\frac{d y}{d x}=x^{2} y(y-1)$.
17. $\frac{d y}{d x}=\frac{2 \ln x}{x y}$.
18. $x y^{\prime}-2 y=2 x^{2} \ln x$.
19. $\frac{d y}{d x}=-\frac{2 x y}{x^{2}+2 y}$.
20. $\left(y^{2}+3 x y-x^{2}\right) d x-x^{2} d y=0$.
21. $y^{\prime}+y(\tan x+y \sin x)=0$.
22. $\frac{d y}{d x}+\frac{2 e^{2 x}}{1+e^{2 x}} y=\frac{1}{e^{2 x}-1}$.
23. $y^{\prime}-x^{-1} y=x^{-1} \sqrt{x^{2}-y^{2}}, x>0$.
24. $\frac{d y}{d x}=\frac{\sin y+y \cos x+1}{1-x \cos y-\sin x}$.
25. $\frac{d y}{d x}+\frac{1}{x} y=\frac{25 x^{2} \ln x}{2 y}$.
26. $e^{2 x+y} d y-e^{x-y} d x=0$.
27. $y^{\prime}+y \cot x=\sec x$.
28. $\frac{d y}{d x}+\frac{2 e^{x}}{1+e^{x}} y=2 \sqrt{y} e^{-x}$.
29. $y[\ln (y / x)+1] d x-x d y=0$.
30. $\left(1+2 x e^{y}\right) d x-\left(e^{y}+x\right) d y=0$.
31. $y^{\prime}+y \sin x=\sin x$.
32. $\left(3 y^{2}+x^{2}\right) d x-2 x y d y=0$.
33. $2 x(\ln x) y^{\prime}-y=-9 x^{3} y^{3} \ln x$.
34. $(1+x) y^{\prime}=y(2+x)$.
35. $\left(x^{2}-1\right)\left(y^{\prime}-1\right)+2 y=0$.
36. $x \sec ^{2}(x y) d y=-\left[y \sec ^{2}(x y)+2 x\right] d x$.
37. $\frac{d y}{d x}=\frac{x^{2}}{x^{2}-y^{2}}+\frac{y}{x}$.
38. $\frac{d y}{d x}=\frac{x^{2}+y^{2}}{x^{2}-y^{2}}$.
39. $\frac{d y}{d x}+\frac{y}{x}=\frac{(25 \ln x)}{\left(2 x^{3} y\right)}$.
40. $y^{\prime}+x^{2} y=(x y)^{3}$.
41. $(1+y) y^{\prime}=x e^{(x-y)}$.
42. $y^{\prime}=\cos x(y \csc x-1)$.

For Problems 43-46, determine which of the five types of differential equations we have studied the given differential equation falls into, and use an appropriate technique to find the solution to the initial-value problem.
43. $y^{\prime}-x^{2} y=x^{2}, \quad y(0)=5$.
44. $e^{-3 x+2 y} d x+e^{x-4 y} d y=0, \quad y(0)=0$.
45. $\left(3 x^{2}+2 x y^{2}\right) d x+\left(2 x^{2} y\right) d y=0, \quad y(1)=3$.
46. $\frac{d y}{d x}-(\sin x) y=e^{-\cos x}, \quad y(0)=\frac{1}{e}$.
47. Determine all values of the constants $m$ and $n$, if there are any, for which the differential equation

$$
\left(x^{5}+y^{m}\right) d x-x^{n} y^{3} d y=0
$$

is each of the following:
(a) Exact.
(b) Separable.
(c) Homogeneous.
(d) Linear.
(e) Bernoulli.
48. A man's sandals are moved from poolside $\left(80^{\circ} \mathrm{F}\right)$ to a sauna $\left(180^{\circ} \mathrm{F}\right)$ to warm and dry them. If they are $100^{\circ} \mathrm{F}$ after 3 minutes in the sauna, how much time is required in the sauna to increase the temperature of the sandals to $140^{\circ} \mathrm{F}$, according to Newton's Law of Cooling?
49. A hot plate $\left(150^{\circ} \mathrm{F}\right)$ is placed on a countertop in a room kept at $70^{\circ} \mathrm{F}$. If the plate cools $25^{\circ} \mathrm{F}$ in the first 10 minutes, when does the plate reach $100^{\circ} \mathrm{F}$ according to Newton's Law of Cooling?
50. A simple nonlinear law of cooling states that the rate of change of temperature of an object is proportional to the square of the temperature difference between the object and its surrounding medium (you may assume that the temperature of the surrounding medium is constant). Set up and solve the initial-value problem that governs this cooling process if the initial temperature is $T_{0}$. What happens to the temperature of the object as $t \rightarrow \infty$ ?
51. The velocity (meters/second) of an object at time $t$ (seconds) is governed by the differential equation

$$
\frac{d v}{d t}+k v=80 k e^{-k t}
$$

with initial conditions

$$
v(0)=20, \quad \frac{d v}{d t}(0)=2
$$

(a) How is the velocity of the object changing at $t=0$ ?
(b) Determine the value of the constant $k$.
(c) Determine the velocity of the object at time $t$.
(d) Is there a finite time $t>0$ at which the object is at rest? Explain.
(e) What happens to the velocity of the object as $t \rightarrow \infty$ ?
52. The temperature of an object at time $t$ is governed by the linear differential equation

$$
\frac{d T}{d t}=-k(T-5 \cos 2 t)
$$

At $t=0$, the temperature of the object is $0^{\circ} \mathrm{F}$ and is, at that time, increasing at a rate of $5^{\circ} \mathrm{F} / \mathrm{min}$.
(a) Determine the value of the constant $k$.
(b) Determine the temperature of the object at time $t$.
(c) Describe the behavior of the temperature of the object for large values of $t$.
53. Each spring, sandhill cranes migrate through the Platte River valley in central Nebraska. An estimated maximum of a half-million of these birds reach the region by April 1 each year. If there are only 100,000 sandhill cranes 15 days later and the sandhill cranes leave the Platte River valley at a rate proportional to the number of sandhill cranes still in the valley at the time,
(a) How many sandhill cranes remain in the valley 30 days after April 1?
(b) How many sandhill cranes remain in the valley 35 days after April 1?
(c) How many days after April 1 will there be less than 1000 sandhill cranes in the valley?
54. A city's population in the year 2008 was 200,000 , in 2011 it was 230,000, and in 2014 it was 250,000 . Using the logistic model of population, predict the population in 2018 and 2028.
55. Consider an RC circuit with $R=4 \Omega, C=\frac{1}{5} \mathrm{~F}$, and $E(t)=6 \cos 2 t$ V. If $q(0)=3 \mathrm{C}$, determine the current in the circuit for $t \geq 0$.
56. Consider the RL circuit with $R=3 \Omega, L=0.3 \mathrm{H}$, and $E(t)=10 \mathrm{~V}$. If $i(0)=3 \mathrm{~A}$, determine the current in the circuit for $t \geq 0$.
57. A solution containing 3 grams $/ \mathrm{L}$ of a salt solution pours into a tank, initially half full of water, at a rate of $6 \mathrm{~L} / \mathrm{min}$. The well-stirred mixture flows out at
a rate of $4 \mathrm{~L} / \mathrm{min}$. If the tank holds 60 L , find the amount of salt (in grams) in the tank when the solution overflows.

In Problems 58-59, use Euler's method with the specified step size to determine the solution to the given initial-value problem at the specified point.
58. $y^{\prime}=x^{2}+2 y^{2}, \quad y(0)=-3, \quad h=0.1, \quad y(1)$.
59. $y^{\prime}=\frac{3 x}{y}+2, \quad y(1)=2, \quad h=0.05, \quad y(1.5)$.

In Problems 60-61, use the modified Euler method with the specified step size to determine the solution to the given initial-value problem at the specified point. In each case,
compare your answer to that determined by using Euler's method.
60. The initial-value problem in Problem 58.
61. The initial-value problem in Problem 59.

In Problems 62-63, use the Fourth-Order Runge-Kutta method with the specified step size to determine the solution to the given initial-value problem at the specified point. In each case, compare your answer to that determined by using Euler's method.
62. The initial-value problem in Problem 58.
63. The initial-value problem in Problem 59.

## Project: A Cylindrical Tank Problem

Consider an open cylindrical tank of height $h_{0}$ meters and radius $r$ meters that is filled with water. A circular hole of radius $l$ meters in the bottom of the tank allows the water to flow out under the influence of gravity. According to Torricelli's law, the water flows out with the same speed that it would acquire in falling freely from the water level in the tank to the hole.

1. Use Torricelli's law to derive the following equation for the rate of change of volume of water in the tank

$$
\frac{d V}{d t}=-a \sqrt{2 g h}
$$

where $h(t)$ denotes the height of water in the tank at time $t, a$ denotes the area of the hole, and $g$ denotes the acceleration due to gravity. [Hint: First show that an object that is released from rest at a height $h$ hits the ground with a speed $\sqrt{2 g h}$. Then consider the change in the volume of water in the tank in a time interval $\Delta t$.]
2. Show that the rate of change of volume of water in the tank is also given by

$$
\frac{d V}{d t}=\pi r^{2} \frac{d h}{d t}
$$

3. Using the results from problems (1) and (2), determine the height of the water in the tank at time $t$, and show that the tank will empty when $t=t_{e}$, where

$$
t_{e}=\frac{\pi r^{2}}{a} \sqrt{\frac{2 h_{0}}{g}}
$$

4. Suppose now that starting at $t=0$ chemical is added to the water in the tank at a rate of $w$ grams/second. Derive the following differential equation governing the amount of chemical, $A(t)$, in the tank at time $t$ :

$$
\begin{equation*}
\frac{d A}{d t}-\frac{2}{t-t_{e}} A=w, \quad 0<t<t_{e} \tag{1.12.7}
\end{equation*}
$$

5. Solve the differential equation (1.12.7). Determine the time when $A(t)$ is a maximum.
6. By making an appropriate change of variables in the differential equation (1.12.7), derive a differential equation for the concentration $c(t)$ of chemical in the tank at time $t$. Solve your differential equation and verify that you get the same expression for $c(t)$ as you do by dividing the expression for $A(t)$ obtained in the previous problem by $V(t)$.
7. In the particular case when $h_{0}=16 \mathrm{~m}, r=5 \mathrm{~m}, l=0.1 \mathrm{~m}$, and $w=15 \mathrm{~g} / \mathrm{s}$, determine $t_{e}$, and the time when the concentration of chemical in the tank reaches $1 \mathrm{~g} / \mathrm{L}$.

## 2

## Matrices and Systems of Linear Equations

In the theory of equations, the simplest equations are the linear ones. Examples of linear equations include $3 x-8 y=-5$ and $4 x_{1}-x_{2}+3 x_{3}+x_{4}=6$. More generally, any equation of the form

$$
a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=b
$$

in constants $a_{1}, a_{2}, \ldots, a_{n}$ and $b$ and unknowns $x_{1}, x_{2}, \ldots, x_{n}$ is called a linear equation. We will see in the later chapters that many problems in linear algebra can be reduced to studying such equations. Often, several linear equations need to be considered at once, in which case we can refer to a system of linear equations. The next two chapters are concerned with giving a detailed introduction to the theory and solution techniques for such systems. An example of a linear system of equations in the unknowns $x_{1}, x_{2}, x_{3}$ is

$$
\begin{aligned}
5 x_{1}-x_{2}-3 x_{3} & =-1, \\
-x_{1}+4 x_{2}-8 x_{3} & =2, \\
6 x_{1}+8 x_{3} & =-5 .
\end{aligned}
$$

We see that this system is completely determined by the array of numbers

$$
\left[\begin{array}{rrrr}
5 & -1 & -3 & -1 \\
-1 & 4 & -8 & 2 \\
6 & 0 & 8 & -5
\end{array}\right],
$$

which contains the coefficients of the unknowns on the left-hand side of the system and the numbers appearing on the right-hand side of the system. Such an array is an example of a matrix. In this chapter we see that, in general, linear systems of equations are best represented in terms of matrices and that, once such a representation has been made, the set of all solutions to the system can be easily determined. In the first few sections of
this chapter we therefore introduce the basics of matrix algebra. We then apply matrices to solve systems of linear equations. In Chapter 9 we will see how matrices also give a natural framework for formulating and solving systems of linear differential equations.

### 2.1 Matrices: Definitions and Notation

We begin our discussion of matrices with a definition.

## DEFINITION 2.1.1

An $m \times n$ (read " $m$ by $n$ ") matrix is a rectangular array of numbers arranged in $m$ horizontal rows and $n$ vertical columns. Matrices are usually denoted by upper case letters, such as $A$ and $B$. The entries in the matrix are called the elements of the matrix.

Example 2.1.2 The following are examples of a $3 \times 3$ and a $4 \times 2$ matrix, respectively:

$$
A=\left[\begin{array}{rrr}
9 & 3 & -2 \\
-5 & 2 & 0 \\
0 & -7 & 8
\end{array}\right], \quad B=\left[\begin{array}{rr}
-1 & 0 \\
3 & -5 \\
-6 & 7 / 2 \\
-1 & -3
\end{array}\right]
$$

We will use the index notation to denote the elements of a matrix. According to this notation, the element in the $i$ th row and $j$ th column of the matrix $A$ will be denoted $a_{i j}$. Thus, for the matrices in the previous example we have

$$
a_{13}=-2, \quad a_{22}=2, \quad b_{32}=\frac{7}{2}, \quad \text { etc. }
$$

Using the index notation, a general $m \times n$ matrix $A$ is written

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
a_{m 1} & a_{m 2} & \ldots & a_{m n}
\end{array}\right],
$$

or, in a more abbreviated form, $A=\left[a_{i j}\right]$.
Remark The expression $m \times n$ representing the number of rows and columns of a general matrix $A$ is sometimes informally called the size of the matrix $A$. The numbers $m$ and $n$ themselves are sometimes called the dimensions ${ }^{1}$ of the matrix $A$.

Next we define what is meant by equality of matrices.

## DEFINITION 2.1.3

Two matrices $A$ and $B$ are equal, written $A=B$, if

1. They both have the same size, $m \times n$.
2. All corresponding elements in the matrices are equal: $a_{i j}=b_{i j}$ for all $i$ and $j$ with $1 \leq i \leq m$ and $1 \leq j \leq n$.
[^13]According to Definition 2.1.3, even though the matrices

$$
A=\left[\begin{array}{rrr}
3 & -1 & 0 \\
2 & -6 & -2
\end{array}\right] \text { and } B=\left[\begin{array}{rr}
-6 & 2 \\
0 & 3 \\
-2 & -1
\end{array}\right]
$$

contain the same six numbers, and therefore store the same basic information, they are not equal as matrices.

## Row Vectors and Column Vectors

Of particular interest to us in the future will be $1 \times n$ and $n \times 1$ matrices. For this reason we give them special names.

## DEFINITION 2.1.4

A $1 \times n$ matrix is called a row $n$-vector. An $n \times 1$ matrix is called a column $n$-vector. The elements of a row or column $n$-vector are called the components of the vector.

## Remarks

1. We can refer to the objects just defined simply as row vectors and column vectors if the value of $n$ is clear from the context.
2. We will see later in this chapter that when a system of linear equations is written using matrices, the basic unknown in the reformulated system is a column vector. A similar formulation will also be given in Chapter 9 for systems of differential equations.

Example 2.1.5 The matrix $\mathbf{a}=\left[\begin{array}{lll}-2 & \frac{1}{3} & 5\end{array}\right]$ is a row 3 -vector and $\mathbf{b}=\left[\begin{array}{r}3 \\ 0 \\ -1 \\ -1\end{array}\right]$ is a column 4 -vector.

As indicated in the above example, we usually denote a row or column vector by a lowercase letter in bold print.

Associated with any $m \times n$ matrix are $m$ row $n$-vectors and $n$ column $m$-vectors. These are referred to as the row vectors of the matrix and the column vectors of the matrix, respectively.

Example 2.1.6 Associated with the matrix $A=\left[\begin{array}{rrrr}2 & 0 & -4 & 9 \\ -3 & -1 & 4 & 1 \\ 8 & -3 & -3 & 2\end{array}\right]$ are the row 4-vectors

$$
\left[\begin{array}{llll}
2 & 0 & -4 & 9
\end{array}\right], \quad\left[\begin{array}{llll}
-3 & -1 & 4 & 1
\end{array}\right], \quad \text { and }\left[\begin{array}{llll}
8 & -3 & -3 & 2
\end{array}\right],
$$

and the column 3 -vectors

$$
\left[\begin{array}{r}
2 \\
-3 \\
8
\end{array}\right], \quad\left[\begin{array}{r}
0 \\
-1 \\
-3
\end{array}\right], \quad\left[\begin{array}{r}
-4 \\
4 \\
-3
\end{array}\right], \quad \text { and } \quad\left[\begin{array}{l}
9 \\
1 \\
2
\end{array}\right] .
$$

Conversely, if $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}$ are each column $m$-vectors, then we let $\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]$ denote the $m \times n$ matrix whose column vectors are $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}$. Similarly, if $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{m}$ are each row $n$-vectors, then we write

$$
\left[\begin{array}{c}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\vdots \\
\mathbf{b}_{m}
\end{array}\right]
$$

for the $m \times n$ matrix with row vectors $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{m}$. The reader should observe that a list of vectors arranged in a row will always consist of column vectors, while a list of vectors arranged in a column will always consist of row vectors.

Example 2.1.7 If $\mathbf{a}_{1}=\left[\begin{array}{r}-1 \\ -7\end{array}\right], \mathbf{a}_{2}=\left[\begin{array}{r}0 \\ -5\end{array}\right]$, and $\mathbf{a}_{3}=\left[\begin{array}{r}-2 \\ 4\end{array}\right]$, then

$$
\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right]=\left[\begin{array}{rrr}
-1 & 0 & -2 \\
-7 & -5 & 4
\end{array}\right]
$$

## DEFINITION <br> 2.1.8

If we interchange the row vectors and column vectors in an $m \times n$ matrix $A$, we obtain an $n \times m$ matrix called the transpose of $A$. We denote this matrix by $A^{T}$. In index notation, the $(i, j)$-th element of $A^{T}$, denoted $a_{i j}^{T}$, is given by

$$
a_{i j}^{T}=a_{j i}
$$

Example 2.1.9 If $A=\left[\begin{array}{rrrrr}-5 & 3 & 0 & -4 & 1 \\ 8 & -4 & -4 & 2 & 3\end{array}\right]$ and $B=\left[\begin{array}{rrr}2 & 6 & -2 \\ 0 & -3 & 3 \\ -5 & -1 & 1\end{array}\right]$, then

$$
A^{T}=\left[\begin{array}{rr}
-5 & 8 \\
3 & -4 \\
0 & -4 \\
-4 & 2 \\
1 & 3
\end{array}\right] \quad \text { and } \quad B^{T}=\left[\begin{array}{rrr}
2 & 0 & -5 \\
6 & -3 & -1 \\
-2 & 3 & 1
\end{array}\right]
$$

## Square Matrices

An $n \times n$ matrix is called a square matrix, since it has the same number of rows as columns. If $A$ is a square matrix, then the elements $a_{i i}, 1 \leq i \leq n$, make up the main diagonal, or leading diagonal, of the matrix. (See Figure 2.1.1 for the $3 \times 3$ case.)

$$
\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

Figure 2.1.1: The main diagonal of a $3 \times 3$ matrix.

The sum of the main diagonal elements of an $n \times n$ matrix $A$ is called the trace of $A$ and is denoted $\operatorname{tr}(A)$. Thus,

$$
\operatorname{tr}(A)=a_{11}+a_{22}+\cdots+a_{n n} .
$$

## DEFINITION 2.1.10

An $n \times n$ matrix $A=\left[a_{i j}\right]$ is said to be lower triangular if $a_{i j}=0$ whenever $i<j$ (zeros everywhere above (i.e., "northeast of") the main diagonal), and it is said to be upper triangular if $a_{i j}=0$ whenever $i>j$ (zeros everywhere below (i.e., "southwest of") the main diagonal). An $n \times n$ matrix $D=\left[d_{i j}\right]$ is said to be a diagonal matrix if $d_{i j}=0$ whenever $i \neq j$ (zeros everywhere off the main diagonal).

Observe that the transpose of a lower (upper) triangular matrix is an upper (lower) triangular matrix.

Example 2.1.11 The matrices

$$
A=\left[\begin{array}{rrr}
-3 & 3 & 4 \\
0 & -5 & 1 \\
0 & 0 & 9
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{rrr}
-5 & 0 & 0 \\
0 & 4 & 0 \\
2 & -2 & -7
\end{array}\right]
$$

are upper triangular and lower triangular, respectively. The matrix

$$
D=\left[\begin{array}{rrr}
0 & 0 & 0 \\
0 & -2 & 0 \\
0 & 0 & 5
\end{array}\right]
$$

is a diagonal matrix.
We will see many times later in the text that diagonal matrices hold an important place in linear algebra, in large part because of their computational simplicity with respect to matrix multiplication (see Section 2.2). Note that a matrix $D$ is a diagonal matrix if and only if $D$ is simultaneously upper and lower triangular. Since a diagonal matrix is completely determined by giving its main diagonal elements, we can specify a diagonal matrix in the compact form

$$
D=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right),
$$

where $d_{i}$ denotes the diagonal element $d_{i i}$.
Example 2.1.12 The $4 \times 4$ diagonal matrix $D=\operatorname{diag}(-5,0,-9,4)$ is

$$
D=\left[\begin{array}{rrrr}
-5 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -9 & 0 \\
0 & 0 & 0 & 4
\end{array}\right] .
$$

This example illustrates that while any entries of a diagonal matrix that are off the main diagonal must be zero, entries that lie on the main diagonal may also be zero.

If every element on the main diagonal of a lower (upper) triangular matrix is a 1 , the matrix is called a unit lower (upper) triangular matrix.

The transpose naturally picks out two important types of square matrices as follows.

## DEFINITION 2.1.13

1. A square matrix $A$ satisfying $A^{T}=A$ is called a symmetric matrix.
2. If $A=\left[a_{i j}\right]$, then we let $-A$ denote the matrix with elements $-a_{i j}$. A square matrix $A$ satisfying $A^{T}=-A$, is called a skew-symmetric (or anti-symmetric) matrix.

## Example 2.1.14 The matrices

$$
A_{1}=\left[\begin{array}{rr}
-7 & 2 \\
2 & 4
\end{array}\right] \quad \text { and } \quad A_{2}=\left[\begin{array}{rrrr}
3 & -6 & 0 & -1 \\
-6 & 4 & 1 & -2 \\
0 & 1 & 8 & -9 \\
-1 & -2 & -9 & 2
\end{array}\right]
$$

are both symmetric, whereas the matrices

$$
B_{1}=\left[\begin{array}{rrr}
0 & 1 & 2 \\
-1 & 0 & 3 \\
-2 & -3 & 0
\end{array}\right] \quad \text { and } \quad B_{2}=\left[\begin{array}{rrrr}
0 & 5 & -1 & -7 \\
-5 & 0 & 4 & 1 \\
1 & -4 & 0 & 2 \\
7 & -1 & -2 & 0
\end{array}\right]
$$

are both skew-symmetric.
Notice that the main diagonal elements of the skew-symmetric matrices in the preceding example are all zero. This is true in general, since if $A$ is a skew-symmetric matrix, then $a_{i j}=-a_{j i}$, which implies that when $i=j, a_{i i}=-a_{i i}$, so that $a_{i i}=0$. On the other hand, the main diagonal entries of a symmetric matrix are arbitrary. They need not be zero, nor need they all be identical to one another.

It will be useful as we move through this text to have the form of a symmetric or skew-symmetric matrix in mind. For instance,
(a): the general form of a $3 \times 3$ symmetric matrix is $\left[\begin{array}{lll}a & b & c \\ b & d & e \\ c & e & f\end{array}\right]$;
(b): the general form of a $3 \times 3$ skew-symmetric matrix is $\left[\begin{array}{rrr}0 & x & y \\ -x & 0 & z \\ -y & -z & 0\end{array}\right]$.

## Matrix and Vector Functions

Later in the text we will be concerned with systems of two or more differential equations. The most effective way to study such systems, as it turns out, is to represent the system using matrices and vectors. However, we will need to allow the elements of the matrices and vectors that arise to contain functions of a single variable, not just real or complex numbers. This leads to the following definition, reminiscent of Definition 2.1.1.

## DEFINITION 2.1.15

An $m \times n$ matrix function $A$ is a rectangular array with $m$ rows and $n$ columns whose elements are functions of a single real variable $t$. The matrix function is only defined for real values of $t$ such that all elements in $A(t)$ assume a well-defined value.

Example 2.1.16 Here are two examples of matrix functions, $A$ and $B$, with formulas given by:

$$
A(t)=\left[\begin{array}{ccc}
t^{3} & e^{2 t} & -3 \\
\ln t & 1-e^{t} & \sin t
\end{array}\right] \quad \text { and } \quad B(t)=\left[\begin{array}{cc}
\tan t & e^{\sin t} \\
-2 & 6-t \\
-5 & 1+2 t^{2}
\end{array}\right] .
$$

The function $A$ is only defined for real values of $t$ with $t>0$ since $\ln t$ is only defined for $t>0$. The reader should determine the values of $t$ for which the matrix function $B$ is defined.

Remark It is possible, of course, to consider matrix functions of more than one variable. However, this will not be particularly relevant for our purposes in this text.

Finally in this section, we have the following special type of matrix function.

## DEFINITION 2.1.17

An $n \times 1$ matrix function is called a column $n$-vector function.
For instance, $\left[\begin{array}{c}t^{2} \\ -6 t e^{t}\end{array}\right]$ is a column 2-vector function. ${ }^{2}$

## Exercises for 2.1

## Key Terms

Matrices, Elements, Size (dimensions) of a matrix, Row vector, Column vector, Square matrix, Main diagonal, Trace, Lower (Upper) triangular matrix, Unit lower (upper) triangular matrix, Diagonal matrix, Symmetric matrix, Skew-symmetric matrix, Matrix function, Column $n$-vector function.

## Skills

- Be able to determine the elements of a matrix.
- Be able to identify the size (i.e., dimensions) of a matrix.
- Be able to identify the row and column vectors of a matrix.
- Be able to determine the components of a row or column vector.
- Be able to say whether or not two given matrices are equal.
- Be able to find the transpose of a matrix.
- Be able to compute the trace of a square matrix.
- Be able to recognize square matrices that are upper triangular, lower triangular, or diagonal.
- Be able to recognize square matrices that are symmetric or skew-symmetric.
- Be able to determine the values of the variable $t$ such that a matrix function $A$ is defined.


## True-False Review

For items (a)-(m), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A diagonal matrix must be both upper triangular and lower triangular.
(b) An $m \times n$ matrix has $m$ column vectors and $n$ row vectors.
(c) The matrix $\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ is a diagonal matrix.
(d) The matrix $\left[\begin{array}{rr}4 & -2 \\ 2 & 0\end{array}\right]$ is skew-symmetric.

[^14](e) The general form of a $4 \times 4$ symmetric matrix is $\left[\begin{array}{llll}a & b & c & d \\ b & a & e & f \\ c & e & a & g \\ d & f & g & a\end{array}\right]$
(f) If $A$ is a symmetric matrix, then so is $A^{T}$.
(g) The trace of a matrix is the product of the elements along the main diagonal.
(h) A skew-symmetric matrix must have zeros along the main diagonal.
(i) A matrix that is both symmetric and skew-symmetric cannot contain any nonzero elements.
(j) The matrix functions $\left[\begin{array}{cc}\sqrt{t} & 3 t^{2} \\ \frac{1}{|t|} & \sin 2 t\end{array}\right]$ $\left[\begin{array}{cc}-2+t & \ln t \\ e^{\sin t} & -3\end{array}\right]$ are defined for exactly the same values of $t$.
(k) The matrix function $\left[\begin{array}{cc}\cos t & t^{2} \\ -2 & -t \\ e^{t} & \frac{1}{\sqrt{t-3}}\end{array}\right]$ is defined for all positive real numbers $t$.
(l) Any matrix of numbers is a matrix function defined for all real values of the variable $t$.
(m) If $A$ and $B$ are matrix functions such that the matrices $A(0)$ and $B(0)$ are the same, then $A$ and $B$ are the same matrix function.

## Problems

1. If $A=\left[\begin{array}{rrrr}1 & -2 & 3 & 2 \\ 7 & -6 & 5 & -1 \\ 0 & 2 & -3 & 4\end{array}\right]$, determine
(a) $a_{31}, a_{24}, a_{14}, a_{32}, a_{21}$, and $a_{34}$,
(b) all pairs $(i, j)$ such that $a_{i j}=2$.
2. If $B=\left[\begin{array}{rrr}7 & -1 & -1 \\ -1 & 0 & 3 \\ -5 & -1 & 4 \\ 0 & 6 & 8 \\ -1 & 9 & 1\end{array}\right]$, determine
(a) $b_{12}, b_{33}, b_{41}, b_{43}, b_{51}$, and $b_{52}$,
(b) all pairs $(i, j)$ such that $b_{i j}=-1$.

For Problems 3-9, write the matrix with the given elements. In each case, specify the dimensions of the matrix.
3. $a_{11}=1, a_{21}=-1, a_{12}=5, a_{22}=3$.
4. $a_{11}=2, a_{12}=1, a_{13}=-1, a_{21}=0, a_{22}=4$, $a_{23}=-2$.
5. $a_{11}=-1, a_{41}=-5, a_{31}=1, a_{21}=1$.
6. $a_{11}=1, a_{31}=2, a_{42}=-1, a_{32}=7, a_{13}=-2$, $a_{23}=0, a_{33}=4, a_{21}=3, a_{41}=-4, a_{12}=-3$, $a_{22}=6, a_{43}=5$.
7. $a_{12}=-1, a_{13}=2, a_{23}=3, a_{j i}=-a_{i j}, 1 \leq i \leq 3$, $1 \leq j \leq 3$.
8. $a_{i j}=i-j, 1 \leq i \leq 4,1 \leq j \leq 4$.
9. $a_{i j}=i+j, 1 \leq i \leq 4,1 \leq j \leq 4$.

For Problems 10-12, determine $\operatorname{tr}(A)$ for the given matrix.
10. $A=\left[\begin{array}{ll}1 & 0 \\ 2 & 3\end{array}\right]$.
11. $A=\left[\begin{array}{lll}1 & 2 & -1 \\ 3 & 2 & -2 \\ 7 & 5 & -3\end{array}\right]$.
12. $A=\left[\begin{array}{rrr}2 & 0 & 1 \\ 3 & 2 & 5 \\ 0 & 1 & -5\end{array}\right]$.

For Problems 13-15, write the column vectors and row vectors of the given matrix.
13. $A=\left[\begin{array}{rr}1 & -1 \\ 3 & 5\end{array}\right]$.
14. $A=\left[\begin{array}{rrr}1 & 3 & -4 \\ -1 & -2 & 5 \\ 2 & 6 & 7\end{array}\right]$.
15. $A=\left[\begin{array}{rrr}2 & 10 & 6 \\ 5 & -1 & 3\end{array}\right]$.
16. If $\mathbf{a}_{1}=\left[\begin{array}{ll}1 & 2\end{array}\right], \mathbf{a}_{2}=\left[\begin{array}{ll}3 & 4\end{array}\right]$, and $\mathbf{a}_{3}=\left[\begin{array}{ll}5 & 1\end{array}\right]$, write the matrix

$$
A=\left[\begin{array}{l}
\mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\mathbf{a}_{3}
\end{array}\right]
$$

and determine the column vectors of $A$.
17. If $\mathbf{a}_{1}=\left[\begin{array}{lllll}-2 & 0 & 4 & -1 & -1\end{array}\right]$ and $\mathbf{a}_{2}=\left[\begin{array}{lllll}9 & -4 & -4 & 0 & 8\end{array}\right]$, write the matrix

$$
A=\left[\begin{array}{l}
\mathbf{a}_{1} \\
\mathbf{a}_{2}
\end{array}\right]
$$

and determine the column vectors of $A$.
18. If

$$
\mathbf{b}_{1}=\left[\begin{array}{r}
-2 \\
-6 \\
3 \\
-1 \\
-2
\end{array}\right] \quad \text { and } \quad \mathbf{b}_{2}=\left[\begin{array}{r}
-4 \\
-6 \\
0 \\
0 \\
1
\end{array}\right]
$$

write the matrix $B=\left[\mathbf{b}_{1}, \mathbf{b}_{2}\right]$, and determine the row vectors of $B$.
19. If

$$
\begin{gathered}
\mathbf{b}_{1}=\left[\begin{array}{r}
2 \\
-1 \\
4
\end{array}\right], \quad \mathbf{b}_{2}=\left[\begin{array}{r}
5 \\
7 \\
-6
\end{array}\right], \\
\mathbf{b}_{3}=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right], \quad \mathbf{b}_{4}=\left[\begin{array}{l}
1 \\
2 \\
3
\end{array}\right],
\end{gathered}
$$

write the matrix $B=\left[\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}, \mathbf{b}_{4}\right]$, and determine the row vectors of $B$.
20. If $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{p}$ are each column $q$-vectors, what are the dimensions of the matrix that has $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{p}$ as its column vectors?

For Problems 21-26, give an example of a matrix of the specified form. (In some cases, many examples may be possible.)
21. $3 \times 3$ diagonal matrix.
22. $4 \times 4$ upper triangular matrix.
23. $4 \times 4$ skew-symmetric matrix.
24. $3 \times 3$ upper triangular symmetric matrix.
25. $3 \times 3$ lower triangular skew-symmetric matrix.
26. $3 \times 3$ symmetric and skew-symmetric matrix.

For Problems 27-30, given an example of a matrix function of the specified form. (Many examples may be possible.)
27. $4 \times 2$ matrix function $A$ such that

$$
A(0)=A(1) \neq A(2) .
$$

28. $2 \times 3$ matrix function defined only for values of $t$ with $-2 \leq t<3$.
29. $2 \times 1$ matrix function $A$ that is nonconstant such that all elements of $A(t)$ are in $[0,1]$ for every $t$ in $\mathbb{R}$.
30. $1 \times 5$ matrix function $A$ that is nonconstant such that all elements of $A(t)$ are positive for all $t$ in $\mathbb{R}$.
31. Construct distinct matrix functions $A$ and $B$ defined on all of $\mathbb{R}$ such that $A(0)=B(0)$ and $A(1)=B(1)$.
32. Show that an $n \times n$ symmetric upper triangular matrix is diagonal. [Hint: This amounts to showing that if $i \neq j$, then $a_{i j}=0$.]
33. Show that if $A$ is an $n \times n$ matrix that is both symmetric and skew-symmetric, then every element of $A$ is zero. (Such a matrix is called a zero matrix.)

### 2.2 Matrix Algebra

In the previous section we introduced the general idea of a matrix. The next step is to develop the algebra of matrices. Unless otherwise stated, we assume that all elements of the matrices that appear are real or complex numbers.

## Addition and Subtraction of Matrices and Multiplication of a Matrix by a Scalar

Addition and subtraction of matrices is only defined for matrices with the same dimensions. We begin with addition.

## DEFINITION 2.2.1

If $A$ and $B$ are both $m \times n$ matrices, then we define addition (or the sum) of $A$ and $B$, denoted by $A+B$, to be the $m \times n$ matrix whose elements are obtained by adding corresponding elements of $A$ and $B$. In index notation, if $A=\left[a_{i j}\right]$ and $B=\left[b_{i j}\right]$, then $A+B=\left[a_{i j}+b_{i j}\right]$.

## Example 2.2.2 If

$$
A=\left[\begin{array}{rrrr}
-2 & 1 & 0 & 4 \\
-1 & -3 & 2 & 2
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{rrrr}
6 & 3 & -3 & 3 \\
-3 & 3 & -2 & -5
\end{array}\right]
$$

we have

$$
A+B=\left[\begin{array}{rrrr}
4 & 4 & -3 & 7 \\
-4 & 0 & 0 & -3
\end{array}\right] .
$$

On the other hand, if $C=\left[\begin{array}{rrr}3 & 0 & 7 \\ -4 & 1 & 1\end{array}\right]$, then $A+C$ is not defined since $A$ and $C$ have different sizes.

Properties of Matrix Addition: If $A$ and $B$ are both $m \times n$ matrices, then

$$
\begin{aligned}
A+B & =B+A & & \text { (Matrix addition is commutative) }, \\
A+(B+C) & =(A+B)+C & & (\text { Matrix addition is associative }) .
\end{aligned}
$$

Both of these properties follow directly from Definition 2.2.1.
In order that we can model oscillatory physical phenomena, in much of the later work we will need to use complex as well as real numbers. Throughout the text we will use the term scalar to mean a real or complex number.

## DEFINITION 2.2.3

If $A$ is an $m \times n$ matrix and $s$ is a scalar, then we let $s A$ denote the matrix obtained by multiplying every element of $A$ by $s$. This procedure is called scalar multiplication. In index notation, if $A=\left[a_{i j}\right]$, then $s A=\left[s a_{i j}\right]$.

Example 2.2.4 If $A=\left[\begin{array}{rrr}4 & 0 & -3 \\ -1 & 1 & -5\end{array}\right]$ and $B=\left[\begin{array}{cc}-2+i & 3 \\ 4 i & -5+2 i\end{array}\right]$, determine $-7 A$ and $(-1+2 i) B$.
Solution: We have

$$
-7 A=\left[\begin{array}{rrr}
-28 & 0 & 21 \\
7 & -7 & 35
\end{array}\right]
$$

and

$$
(-1+2 i) B=(-1+2 i)\left[\begin{array}{cc}
-2+i & 3 \\
4 i & -5+2 i
\end{array}\right]=\left[\begin{array}{cc}
-5 i & -3+6 i \\
-8-4 i & 1-12 i
\end{array}\right] .
$$

Further properties satisfied by the operations of matrix addition and multiplication of a matrix by a scalar are as follows:

Properties of Scalar Multiplication: For any scalars $s$ and $t$, and for any matrices $A$ and $B$ of the same size,

$$
\begin{aligned}
1 A & =A & & \text { (Unit property), } \\
s(A+B) & =s A+s B & & \text { (Distributivity of scalars over matrix addition), } \\
(s+t) A & =s A+t A & & \text { (Distributivity of scalar addition over matrices), } \\
s(t A)=(s t) A & =(t s) A=t(s A) & & \text { (Associativity of scalar multiplication). }
\end{aligned}
$$

Next we turn our attention to subtraction of matrices, which is defined by using both addition and scalar multiplication of matrices.

## DEFINITION 2.2.5

If $A$ and $B$ are both $m \times n$ matrices, then we define subtraction of these two matrices by

$$
A-B=A+(-1) B .
$$

In index notation $A-B=\left[a_{i j}-b_{i j}\right]$. That is, we subtract corresponding elements.

## Example 2.2.6 With

$$
A=\left[\begin{array}{rrrr}
-2 & 1 & 0 & 4 \\
-1 & -3 & 2 & 2
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{rrrr}
6 & 3 & -3 & 3 \\
-3 & 3 & -2 & -5
\end{array}\right]
$$

we have

$$
A-B=\left[\begin{array}{rrrr}
-8 & -2 & 3 & 1 \\
2 & -6 & 4 & 7
\end{array}\right] \quad \text { and } \quad A-A=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

The matrix $A-A$ in the previous example has a special name. Formally, the $m \times n$ zero matrix, denoted $0_{m \times n}$ (or simply 0 , if the dimensions are clear), is the $m \times n$ matrix whose elements are all zeros. In the case of the $n \times n$ zero matrix, we may write $0_{n}$. We now collect a few properties of the zero matrix. The first of these below indicates that the zero matrix plays a similar role in matrix addition to that played by the number zero in the addition of real numbers.

Properties of the Zero Matrix: For all matrices $A$ and the zero matrix of the same size, we have

$$
A+0=A, \quad A-A=0, \quad \text { and } \quad 0 A=0
$$

Note that in the last property here, the zero on the left side of the equation is a scalar, while the zero on the right side of the equation is a matrix.

## Multiplication of Matrices

The definition we introduced above for how to multiply a matrix by a scalar is essentially the only possibility if, in the case when $s$ is a positive integer, we want $s A$ to be the same matrix as the one obtained when $A$ is added to itself $s$ times. We now define how to multiply two matrices together. In this case the multiplication operation is by no means obvious. However, in Chapter 6 when we study linear transformations, the motivation for the matrix multiplication procedure we are defining here will become quite transparent (see Theorem 6.5.7).

We will build up to the general definition of matrix multiplication in three stages.

CASE 1: Product of a row $n$-vector and a column $n$-vector. We begin by generalizing a concept from elementary calculus. If $\mathbf{a}$ and $\mathbf{b}$ are either row or column $n$-vectors, with components $a_{1}, a_{2}, \ldots, a_{n}$, and $b_{1}, b_{2}, \ldots, b_{n}$, respectively, then their dot product, denoted $\mathbf{a} \cdot \mathbf{b}$, is the number

$$
\mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}
$$

As we will see, this is the key formula in defining the product of two matrices. Now let a be a row $n$-vector, and let $\mathbf{x}$ be a column $n$-vector. Then their matrix product $\mathbf{a x}$ is
defined to be the $1 \times 1$ matrix whose single element is obtained by taking the dot product of the row vectors $\mathbf{a}$ and $\mathbf{x}^{T}$. Thus,

$$
\mathbf{a x}=\left[\begin{array}{llll}
a_{1} & a_{2} & \ldots & a_{n}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]=\left[a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}\right] .
$$

Example 2.2.7 If $\mathbf{a}=\left[\begin{array}{llll}-8 & 3 & -1 & 2\end{array}\right]$ and $\mathbf{x}=\left[\begin{array}{r}1 \\ 4 \\ 7 \\ -5\end{array}\right]$, then

$$
\mathbf{a x}=\left[\begin{array}{llll}
-8 & 3 & -1 & 2
\end{array}\right]\left[\begin{array}{r}
1 \\
4 \\
7 \\
-5
\end{array}\right]=[(-8)(1)+(3)(4)+(-1)(7)+(2)(-5)]=[-13] .
$$

CASE 2: Product of an $m \times n$ matrix and a column $n$-vector. If $A$ is an $m \times n$ matrix and $\mathbf{x}$ is a column $n$-vector, then the product $A \mathbf{x}$ is defined to be the $m \times 1$ matrix whose $i$ th element is obtained by taking the dot product of the $i$ th row vector of $A$ with $\mathbf{x}$. (See Figure 2.2.1.)


Figure 2.2.1: Multiplication of an $m \times n$ matrix with a column $n$-vector.
The $i$ th row vector of $A, \mathbf{a}_{i}$, is

$$
\mathbf{a}_{i}=\left[\begin{array}{llll}
a_{i 1} & a_{i 2} & \ldots & a_{i n}
\end{array}\right],
$$

so that $A \mathbf{x}$ has $i$ th element

$$
(A \mathbf{x})_{i}=a_{i 1} x_{1}+a_{i 2} x_{2}+\cdots+a_{i n} x_{n} .
$$

Consequently the column vector $A \mathbf{x}$ has elements

$$
\begin{equation*}
(A \mathbf{x})_{i}=\sum_{k=1}^{n} a_{i k} x_{k}, \quad 1 \leq i \leq m . \tag{2.2.1}
\end{equation*}
$$

Example 2.2.8 If $A=\left[\begin{array}{rrr}-3 & 1 & -2 \\ 0 & 5 & -2 \\ -4 & -2 & 5\end{array}\right]$ and $\mathbf{x}=\left[\begin{array}{r}-2 \\ 1 \\ 6\end{array}\right]$, find $A \mathbf{x}$.
Solution: We have

$$
\left[\begin{array}{rrr}
-3 & 1 & -2 \\
0 & 5 & -2 \\
-4 & -2 & 5
\end{array}\right]\left[\begin{array}{r}
-2 \\
1 \\
6
\end{array}\right]=\left[\begin{array}{r}
-5 \\
-7 \\
36
\end{array}\right] .
$$

The following result regarding multiplication of a column vector by a matrix will be used repeatedly in the later chapters.

Theorem 2.2.9 If $A=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]$ is an $m \times n$ matrix and $\mathbf{c}=\left[\begin{array}{c}c_{1} \\ c_{2} \\ \vdots \\ c_{n}\end{array}\right]$ is a column $n$-vector, then

$$
\begin{equation*}
A \mathbf{c}=c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+\cdots+c_{n} \mathbf{a}_{n} \tag{2.2.2}
\end{equation*}
$$

Proof In this proof, we adopt the notation $(\mathbf{x})_{i}$ to denote the $i$ th element of the column vector $\mathbf{x}$. The element $a_{i k}$ of $A$ is the $i$ th component of the column $m$-vector $\mathbf{a}_{k}$, so

$$
a_{i k}=\left(\mathbf{a}_{k}\right)_{i}
$$

Applying formula (2.2.1) for multiplication of a column vector by a matrix yields

$$
(A \mathbf{c})_{i}=\sum_{k=1}^{n} a_{i k} c_{k}=\sum_{k=1}^{n}\left(\mathbf{a}_{k}\right)_{i} c_{k}=\sum_{k=1}^{n}\left(c_{k} \mathbf{a}_{k}\right)_{i} .
$$

Consequently,

$$
A \mathbf{c}=\sum_{k=1}^{n} c_{k} \mathbf{a}_{k}=c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+\cdots+c_{n} \mathbf{a}_{n}
$$

as required.
If $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}$ are column $m$-vectors and $c_{1}, c_{2}, \ldots, c_{n}$ are scalars, then an expression of the form

$$
c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+\cdots+c_{n} \mathbf{a}_{n}
$$

is called a linear combination of the column vectors. Therefore, from Equation (2.2.2), we see that the vector $A \mathbf{c}$ is obtained by taking a linear combination of the column vectors of $A$.

## Example 2.2.10 If

$$
A=\left[\begin{array}{rrr}
-3 & 1 & -2 \\
0 & 5 & -2 \\
-4 & -2 & 5
\end{array}\right] \quad \text { and } \quad \mathbf{c}=\left[\begin{array}{r}
-2 \\
1 \\
6
\end{array}\right]
$$

then

$$
A \mathbf{c}=c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+c_{3} \mathbf{a}_{3}=(-2)\left[\begin{array}{r}
-3 \\
0 \\
-4
\end{array}\right]+(1)\left[\begin{array}{r}
1 \\
5 \\
-2
\end{array}\right]+(6)\left[\begin{array}{r}
-2 \\
-2 \\
5
\end{array}\right]=\left[\begin{array}{r}
-5 \\
-7 \\
36
\end{array}\right] .
$$

CASE 3: Product of an $m \times n$ matrix and an $n \times p$ matrix. If $A$ is an $m \times n$ matrix and $B$ is an $n \times p$ matrix, then the product $A B$ has columns defined by multiplying the matrix $A$ by the respective column vectors of $B$, as described in Case 2. That is, if $B=\left[\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{p}\right]$, then $A B$ is the $m \times p$ matrix defined by

$$
A B=\left[A \mathbf{b}_{1}, A \mathbf{b}_{2}, \ldots, A \mathbf{b}_{p}\right]
$$

Example 2.2.11

$$
\text { If } A=\left[\begin{array}{rrr}
-2 & 1 & 3 \\
4 & -2 & 6
\end{array}\right] \text { and } B=\left[\begin{array}{rr}
-4 & 1 \\
3 & -1 \\
-9 & 2
\end{array}\right] \text {, determine } A B \text {. }
$$

Solution: We have

$$
\begin{aligned}
A B & =\left[\begin{array}{rrr}
-2 & 1 & 3 \\
4 & -2 & 6
\end{array}\right]\left[\begin{array}{rr}
-4 & 1 \\
3 & -1 \\
-9 & 2
\end{array}\right] \\
& =\left[\left[\begin{array}{rrr}
-2 & 1 & 3 \\
4 & -2 & 6
\end{array}\right]\left[\begin{array}{r}
-4 \\
3 \\
-9
\end{array}\right],\left[\begin{array}{rrr}
-2 & 1 & 3 \\
4 & -2 & 6
\end{array}\right]\left[\begin{array}{r}
1 \\
-1 \\
2
\end{array}\right]\right] \\
& =\left[\begin{array}{rr}
{[(-2)(-4)+(1)(3)+(3)(-9)]} & {[(-2)(1)+(1)(-1)+(3)(2)]} \\
{[(4)(-4)+(-2)(3)+(6)(-9)]} & {[(4)(1)+(-2)(-1)+(6)(2)]}
\end{array}\right] \\
& =\left[\begin{array}{rr}
-16 & 3 \\
-76 & 18
\end{array}\right] .
\end{aligned}
$$

Example 2.2.12 If $A=\left[\begin{array}{r}6 \\ -4 \\ 0 \\ 1\end{array}\right]$ and $B=\left[\begin{array}{ll}1 & -3\end{array}\right]$, determine $A B$.
Solution: We have

$$
\begin{aligned}
A B & =\left[\begin{array}{r}
6 \\
-4 \\
0 \\
1
\end{array}\right][1 \quad-3]=\left[\left[\begin{array}{r}
6 \\
-4 \\
0 \\
1
\end{array}\right][1],\left[\begin{array}{r}
6 \\
-4 \\
0 \\
1
\end{array}\right][-3]\right]=\left[\begin{array}{rr}
(6)(1) & \left.\begin{array}{r}
(6)(-3) \\
(-4)(1) \\
(0)(1) \\
(-4)(-3) \\
(0)(1) \\
(1)(-3) \\
(1)(-3)
\end{array}\right] \\
& =\left[\begin{array}{rr}
6 & -18 \\
-4 & 12 \\
0 & 0 \\
1 & -3
\end{array}\right] .
\end{array} . . \begin{array}{r}
\text { (1) }
\end{array}\right. \text {. }
\end{aligned}
$$

Another way to describe $A B$ is to note that the element $(A B)_{i j}$ is obtained by computing the matrix product of the $i$ th row vector of $A$ and the $j$ th column vector of $B$. That is,

$$
(A B)_{i j}=a_{i 1} b_{1 j}+a_{i 2} b_{2 j}+\cdots+a_{i n} b_{n j} .
$$

Expressing this using the summation notation yields the following important result:

## DEFINITION 2.2.13

If $A=\left[a_{i j}\right]$ is an $m \times n$ matrix, $B=\left[b_{i j}\right]$ is an $n \times p$ matrix, and $C=A B$, then

$$
\begin{equation*}
c_{i j}=\sum_{k=1}^{n} a_{i k} b_{k j} \quad 1 \leq i \leq m, \quad 1 \leq j \leq p . \tag{2.2.3}
\end{equation*}
$$

This is called the index form of the matrix product.

The formula (2.2.3) for the (ij)-element of $A B$ is very important and will often be required in the future. The reader should memorize it.

In order for the product $A B$ to be defined, we see that $A$ and $B$ must satisfy number of columns of $A=$ number of rows of $B$.

In such a case, if $C$ represents the product matrix $A B$, then the relationship between the dimensions of the matrices is


Now we give some further examples of matrix multiplication.
Example 2.2.14 If $A=\left[\begin{array}{ll}-2 & -1\end{array}\right]$ and $B=\left[\begin{array}{rrr}4 & -6 & -3 \\ 2 & 6 & 3\end{array}\right]$, then

$$
A B=\left[\begin{array}{ll}
-2 & -1
\end{array}\right]\left[\begin{array}{rrr}
4 & -6 & -3 \\
2 & 6 & 3
\end{array}\right]=\left[\begin{array}{lll}
-10 & 6 & 3
\end{array}\right] .
$$

Example 2.2.15 If $A=\left[\begin{array}{rr}2 & -2 \\ -4 & 1 \\ 1 & -5\end{array}\right]$ and $B=\left[\begin{array}{rrr}4 & -3 & 0 \\ -3 & 1 & 8\end{array}\right]$, then

$$
A B=\left[\begin{array}{rr}
2 & -2 \\
-4 & 1 \\
1 & -5
\end{array}\right]\left[\begin{array}{rrr}
4 & -3 & 0 \\
-3 & 1 & 8
\end{array}\right]=\left[\begin{array}{rrr}
14 & -8 & -16 \\
-19 & 13 & 8 \\
19 & -8 & -40
\end{array}\right] .
$$

Example 2.2.16 If $A=\left[\begin{array}{r}8 \\ -9 \\ 2 \\ 3\end{array}\right]$ and $B=\left[\begin{array}{ll}-3 & 1\end{array}\right]$, then

$$
A B=\left[\begin{array}{r}
8 \\
-9 \\
2 \\
3
\end{array}\right]\left[\begin{array}{ll}
-3 & 1
\end{array}\right]=\left[\begin{array}{rr}
-24 & 8 \\
27 & -9 \\
-6 & 2 \\
-9 & 3
\end{array}\right] .
$$

Example 2.2.17 If $A=\left[\begin{array}{cc}5+2 i & -1 \\ 1+3 i & 2 i\end{array}\right]$ and $B=\left[\begin{array}{cc}1-2 i & 2-3 i \\ 2 & 2 i\end{array}\right]$, then

$$
A B=\left[\begin{array}{cc}
5+2 i & -1 \\
1+3 i & 2 i
\end{array}\right]\left[\begin{array}{cc}
1-2 i & 2-3 i \\
2 & 2 i
\end{array}\right]=\left[\begin{array}{cc}
7-8 i & 16-13 i \\
7+5 i & 7+3 i
\end{array}\right] .
$$

Notice that in Examples 2.2.14 and 2.2.16 above, the product $B A$ is not defined, since the number of columns of the matrix $B$ does not agree with the number of rows of the matrix $A$.

We can now establish some basic properties of matrix multiplication.
Theorem 2.2.18 If $A, B$, and $C$ have appropriate dimensions for the operations to be performed, then

$$
\begin{align*}
A(B C) & =(A B) C & & \text { (Associativity of matrix multiplication) },  \tag{2.2.4}\\
A(B+C) & =A B+A C & & \text { (Left distributivity of matrix multiplication) },  \tag{2.2.5}\\
(A+B) C & =A C+B C & & \text { (Right distributivity of matrix multiplication). } \tag{2.2.6}
\end{align*}
$$

Proof The idea behind the proof of each of these results is to use the definition of matrix multiplication to show that the $(i, j)$-element of the matrix on the left-hand side of each
equation is equal to the $(i, j)$-element of the matrix on the right-hand side. We illustrate by proving (2.2.6), but we leave the proofs of (2.2.4) and (2.2.5) as exercises. Suppose that $A$ and $B$ are $m \times n$ matrices and that $C$ is an $n \times p$ matrix. Then, from Equation (2.2.3),

$$
\begin{aligned}
{[(A+B) C]_{i j} } & =\sum_{k=1}^{n}\left(a_{i k}+b_{i k}\right) c_{k j}=\sum_{k=1}^{n} a_{i k} c_{k j}+\sum_{k=1}^{n} b_{i k} c_{k j} \\
& =(A C)_{i j}+(B C)_{i j} \\
& =(A C+B C)_{i j}, \quad 1 \leq i \leq m, \quad 1 \leq j \leq p
\end{aligned}
$$

Consequently,

$$
(A+B) C=A C+B C
$$

Theorem 2.2.18 states that matrix multiplication is associative and distributive (over addition). We now consider the question of commutativity of matrix multiplication. If $A$ is an $m \times n$ matrix and $B$ is an $n \times m$ matrix, we can form both of the products $A B$ and $B A$, which are $m \times m$ and $n \times n$, respectively. In the first of these, we say that $B$ has been premultiplied by $A$, whereas in the second product, we say that $B$ has been postmultiplied by $A$. If $m \neq n$, then the matrices $A B$ and $B A$ will have different dimensions, and so, they cannot be equal. It is important to realize, however, that even if $m=n$, in general (that is, except for special cases)

$$
A B \neq B A
$$

This is the statement that

## matrix multiplication is not commutative.

With a little bit of thought this should not be too surprising in view of the fact that the $(i j)$ element of $A B$ is obtained by taking the matrix product of the $i$ th row vector of $A$ with the $j$ th column vector of $B$, whereas the $(i j)$ element of $B A$ is obtained by taking the matrix product of the $i$ th row vector of $B$ with the $j$ th column vector of $A$. We illustrate with an example.

## Example 2.2.19

If $A=\left[\begin{array}{rr}3 & -1 \\ -2 & 4\end{array}\right]$ and $B=\left[\begin{array}{rr}-5 & 2 \\ 3 & -2\end{array}\right]$, find $A B$ and $B A$.
Solution: We have

$$
\begin{aligned}
& A B=\left[\begin{array}{rr}
3 & -1 \\
-2 & 4
\end{array}\right]\left[\begin{array}{rr}
-5 & 2 \\
3 & -2
\end{array}\right]=\left[\begin{array}{rr}
-18 & 8 \\
22 & -12
\end{array}\right], \quad \text { and } \\
& B A=\left[\begin{array}{rr}
-5 & 2 \\
3 & -2
\end{array}\right]\left[\begin{array}{rr}
3 & -1 \\
-2 & 4
\end{array}\right]=\left[\begin{array}{rr}
-19 & 13 \\
13 & -11
\end{array}\right] .
\end{aligned}
$$

Thus we see that in this example, $A B \neq B A$.
As an exercise, the reader can calculate the matrix $B A$ in Examples 2.2.15 and 2.2.17 and again see that $A B \neq B A$.

For an $n \times n$ matrix we use the usual power notation to denote the operation of multiplying $A$ by itself. Thus,

$$
A^{2}=A A, \quad A^{3}=A A A, \quad \text { etc. }
$$

As the next example illustrates, the lack of commutativity of matrix multiplication requires one to exercise caution while computing powers of matrices.

## Example 2.2.20

If $A$ and $B$ are $n \times n$ matrices, find expressions for $(A+B)^{2}$ and $(A+B)^{3}$.
Solution: By using Equations (2.2.5) and (2.2.6), we can write

$$
\begin{align*}
(A+B)^{2} & =(A+B)(A+B) \\
& =A(A+B)+B(A+B) \\
& =A^{2}+A B+B A+B^{2} . \tag{2.2.7}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
(A+B)^{3} & =(A+B)^{2}(A+B) \\
& =\left(A^{2}+A B+B A+B^{2}\right)(A+B) \\
& =A^{3}+A B A+B A^{2}+B^{2} A+A^{2} B+A B^{2}+B A B+B^{3} . \tag{2.2.8}
\end{align*}
$$

It may be tempting to try to simplify the expressions (2.2.7) and (2.2.8) further by combining terms, but this is not possible since $A B \neq B A$ in general. Here we see a significant departure from the algebra of real or complex numbers.

The identity matrix, $I_{n}$ (or just $I$ if the dimensions are obvious), is the $n \times n$ matrix with ones on the main diagonal and zeros elsewhere. For example,

$$
I_{2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \quad \text { and } \quad I_{3}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

## DEFINITION 2.2.21

The elements of $I_{n}$ can be represented by the Kronecker delta symbol, $\delta_{i j}$, defined by

$$
\delta_{i j}= \begin{cases}1, & \text { if } i=j, \\ 0, & \text { if } i \neq j\end{cases}
$$

Then,

$$
I_{n}=\left[\delta_{i j}\right] .
$$

The following properties of the identity matrix indicate that it plays the same role in matrix multiplication as the number 1 does in the multiplication of real numbers.

## Properties of the Identity Matrix:

1. $A_{m \times n} I_{n}=A_{m \times n}$.
2. $I_{m} A_{m \times p}=A_{m \times p}$.

Proof We establish (1) and leave the proof of (2) as an exercise (Problem 24). Using the index form of the matrix product we have

$$
(A I)_{i j}=\sum_{k=1}^{n} a_{i k} \delta_{k j}=a_{i 1} \delta_{1 j}+a_{i 2} \delta_{2 j}+\cdots+a_{i j} \delta_{j j}+\cdots+a_{i n} \delta_{n j} .
$$

But, from the definition of the Kronecker delta symbol, we see that all terms in the summation with $k \neq j$ vanish, so that we are left with

$$
(A I)_{i j}=a_{i j} \delta_{j j}=a_{i j}, \quad 1 \leq i \leq m, \quad 1 \leq j \leq n .
$$

The next example illustrates the properties of the identity matrix.
Example 2.2.22 If $A=\left[\begin{array}{rrr}-1 & 4 & 0 \\ 7 & -3 & 2\end{array}\right]$, verify the properties (1) and (2) of the identity matrix.
Solution: We have

$$
\begin{aligned}
& A I_{3}=\left[\begin{array}{rrr}
-1 & 4 & 0 \\
7 & -3 & 2
\end{array}\right]\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=A \quad \text { and } \\
& I_{2} A=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{rrr}
-1 & 4 & 0 \\
7 & -3 & 2
\end{array}\right]=A .
\end{aligned}
$$

## Properties of the Transpose

The operation of taking the transpose of a matrix was introduced in the previous section. The next theorem gives three important properties satisfied by the transpose. These should be memorized.

Theorem 2.2.23 Let $A$ and $C$ be $m \times n$ matrices, and let $B$ be an $n \times p$ matrix. Then

1. $\left(A^{T}\right)^{T}=A$.
2. $(A+C)^{T}=A^{T}+C^{T}$.
3. $(A B)^{T}=B^{T} A^{T}$.

Proof For all three statements, our strategy is again to show that the $(i, j)$-elements of each side of the equation are the same. We prove (3) and leave the proofs of (1) and (2) for the exercises (Problem 23). From the definition of the transpose and the index form of the matrix product we have

$$
\begin{array}{rlr}
{\left[(A B)^{T}\right]_{i j}} & =(A B)_{j i} & \\
& =\sum_{k=1}^{n} a_{j k} b_{k i} & \text { (definition of the transpose) } \\
& =\sum_{k=1}^{n} b_{k i} a_{j k}=\sum_{k=1}^{n} b_{i k}^{T} a_{k j}^{T} & \text { (index form of the matrix product) } \\
& =\left(B^{T} A^{T}\right)_{i j} &
\end{array}
$$

Consequently,

$$
(A B)^{T}=B^{T} A^{T} .
$$

## Results for Triangular Matrices

Upper and lower triangular matrices play a significant role in the analysis of linear systems of algebraic equations. The following theorem and its corollary will be needed in Section 2.7.

Theorem 2.2.24 The product of two lower (upper) triangular matrices is a lower (upper) triangular matrix.

Proof Suppose that $A$ and $B$ are $n \times n$ lower triangular matrices. Then, $a_{i k}=0$ whenever $i<k$, and $b_{k j}=0$ whenever $k<j$. If we let $C=A B$, then we must prove that

$$
c_{i j}=0 \text { whenever } i<j .
$$

Using the index form of the matrix product, we have

$$
\begin{equation*}
c_{i j}=\sum_{k=1}^{n} a_{i k} b_{k j}=\sum_{k=j}^{n} a_{i k} b_{k j} \quad\left(\text { since } b_{k j}=0 \text { if } k<j\right) . \tag{2.2.9}
\end{equation*}
$$

We now impose the condition that $i<j$. Then, since $k \geq j$ in (2.2.9), it follows that $k>i$. However, this implies that $a_{i k}=0$ (since $A$ is lower triangular), and hence, from (2.2.9), that

$$
c_{i j}=0 \text { whenever } i<j .
$$

as required.
To establish the result for upper triangular matrices, we can either give a similar argument to that presented above for lower triangular matrices, or alternatively, we can use the fact that the transpose of a lower triangular matrix is an upper triangular matrix, and vice versa. Hence, if $A$ and $B$ are $n \times n$ upper triangular matrices, then $A^{T}$ and $B^{T}$ are lower triangular, and therefore by what we proved above, $(A B)^{T}=B^{T} A^{T}$ remains lower triangular. Thus, $A B$ is upper triangular.

Corollary 2.2.25 The product of two unit lower (upper) triangular matrices is a unit lower (upper) triangular matrix.

Proof Let $A$ and $B$ be unit lower triangular $n \times n$ matrices. We know from Theorem 2.2.24 that $C=A B$ is a lower triangular matrix. We must establish that $c_{i i}=1$ for each $i$. The elements on the main diagonal of $C$ can be obtained by setting $j=i$ in (2.2.9):

$$
\begin{equation*}
c_{i i}=\sum_{k=i}^{n} a_{i k} b_{k i} . \tag{2.2.10}
\end{equation*}
$$

Since $a_{i k}=0$ whenever $k>i$, the only nonzero term in the summation in (2.2.10) occurs when $k=i$. Consequently,

$$
c_{i i}=a_{i i} b_{i i}=1 \cdot 1=1, \quad i=1,2, \ldots, n .
$$

The proof for unit upper triangular matrices is similar and left as an exercise.

## The Algebra and Calculus of Matrix Functions

By and large, the algebra of matrix and vector functions is the same as that for matrices and vectors of real or complex numbers. Since vector functions are a special case of matrix functions, we focus here on matrix functions. The main comment here pertains to scalar multiplication. In the description of scalar multiplication of matrices of numbers, the scalars were required to be real or complex numbers. However, for matrix functions, we can scalar multiply by any scalar function $s(t)$.

Example 2.2.26
If $s(t)=t^{2}$ and $A(t)=\left[\begin{array}{cc}t^{2}-1 & -6 \\ t & 3 t+1\end{array}\right]$, then

$$
s(t) A(t)=\left[\begin{array}{cc}
t^{2}\left(t^{2}-1\right) & -6 t^{2} \\
t^{3} & t^{2}(3 t+1)
\end{array}\right]=\left[\begin{array}{cc}
t^{4}-t^{2} & -6 t^{2} \\
t^{3} & 3 t^{3}+t^{2}
\end{array}\right] .
$$

Example 2.2.27 Referring to $A$ and $B$ from Example 2.1.16, find $e^{t} A^{T}-2 t B$.
Solution: We have

$$
\begin{aligned}
e^{t} A^{T}-2 t B & =e^{t}\left[\begin{array}{cc}
t^{3} & \ln t \\
e^{2 t} & 1-e^{t} \\
-3 & \sin t
\end{array}\right]-2 t\left[\begin{array}{cc}
\tan t & e^{\sin t} \\
-2 & 6-t \\
-5 & 1+2 t^{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
e^{t} t^{3}-2 t \tan t & e^{t} \ln t-2 t e^{\sin t} \\
e^{3 t}+4 t & e^{t}-e^{2 t}-2 t(6-t) \\
-3 e^{t}+10 t & e^{t} \sin t-2 t\left(1+2 t^{2}\right)
\end{array}\right]
\end{aligned}
$$

We can also perform calculus operations on matrix functions. In particular we can differentiate and integrate them. The rules for doing so are as follows:

1. The derivative of a matrix function is obtained by differentiating every element of the matrix. Thus, if $A(t)=\left[a_{i j}(t)\right]$, then

$$
\frac{d A}{d t}=\left[\frac{d a_{i j}(t)}{d t}\right]
$$

provided that each of the $a_{i j}$ are differentiable.
2. It follows from (1) and the index form of the matrix product that if $A$ and $B$ are both differentiable and the product $A B$ is defined, then

$$
\frac{d}{d t}(A B)=A \frac{d B}{d t}+\frac{d A}{d t} B
$$

The key point to notice is that the order of the multiplication must be preserved.
3. If $A(t)=\left[a_{i j}(t)\right]$, where each $a_{i j}(t)$ is integrable on an interval $[a, b]$, then

$$
\int_{a}^{b} A(t) d t=\left[\int_{a}^{b} a_{i j}(t) d t\right]
$$

Example 2.2.28 If $A(t)=\left[\begin{array}{cc}2 t & 1 \\ 6 t^{2} & 4 e^{2 t}\end{array}\right]$, determine $\frac{d A}{d t}$ and $\int_{0}^{1} A(t) d t$.
Solution: We have

$$
\frac{d A}{d t}=\left[\begin{array}{cc}
2 & 0 \\
12 t & 8 e^{2 t}
\end{array}\right]
$$

whereas

$$
\int_{0}^{1} A(t) d t=\left[\begin{array}{cc}
\int_{0}^{1} 2 t d t & \int_{0}^{1} 1 d t \\
\int_{0}^{1} 6 t^{2} d t & \int_{0}^{1} 4 e^{2 t} d t
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
2 & 2\left(e^{2}-1\right)
\end{array}\right]
$$

## Exercises for 2.2

## Key Terms

Matrix addition and subtraction, Scalar multiplication, Matrix multiplication, Dot product, Linear combination of column vectors, Index form, Premultiplication, Postmultiplication, Zero matrix, Identity matrix, Kronecker delta symbol.

## Skills

- Know the basic relationships between the dimensions of two matrices $A$ and $B$ in order for $A+B$ to be defined, and in order for $A B$ to be defined.
- Be able to perform matrix addition, subtraction, and multiplication.
- Be able to multiply a matrix by a scalar.
- Be able to express the product $A \mathbf{x}$ of a matrix $A$ and a column vector $\mathbf{x}$ as a linear combination of the columns of $A$.
- Be familiar with all of the basic properties of matrix addition, matrix multiplication, and scalar multiplication.
- Be familiar with the basic properties of the zero matrix and the identity matrix.
- Know the basic technique for showing formally that two matrices are equal.
- Be able to perform algebra and calculus operations on matrix functions.


## True-False Review

For items (a)-(l), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) For all matrices $A, B$, and $C$ of the appropriate dimensions, we have

$$
(A B) C=(C A) B .
$$

(b) If $A$ is an $m \times n$ matrix, $B$ is an $n \times p$ matrix, and $C$ is a $p \times q$ matrix, then $A B C$ is an $m \times q$ matrix.
(c) If $A$ and $B$ are symmetric $n \times n$ matrices, then so is $A+B$.
(d) If $A$ and $B$ are skew-symmetric $n \times n$ matrices, then $A B$ is a symmetric matrix.
(e) For $n \times n$ matrices $A$ and $B$, we have

$$
(A+B)^{2}=A^{2}+2 A B+B^{2} .
$$

(f) If $A B=0$, then either $A=0$ or $B=0$.
(g) If $A$ and $B$ are square matrices such that $A B$ is upper triangular, then $A$ and $B$ must both be upper triangular.
(h) If $A$ is a square matrix such that $A^{2}=A$, then $A$ must be the zero matrix or the identity matrix.
(i) If $A$ is a matrix of numbers, then if we consider $A$ as a matrix function, its derivative is the zero matrix.
(j) If $A$ and $B$ are matrix functions whose product $A B$ is defined, then $\frac{d}{d t}(A B)=A \frac{d B}{d t}+B \frac{d A}{d t}$.
(k) If $A$ is an $n \times n$ matrix function such that $A$ and $\frac{d A}{d t}$ are the same function, then $A=c e^{t} I_{n}$ for some constant $c$.
(l) If $A$ and $B$ are matrix functions whose product $A B$ is defined, then the matrix functions $(A B)^{T}$ and $B^{T} A^{T}$ are the same.

## Problems

For Problems 1-2, let

$$
\begin{gathered}
A=\left[\begin{array}{rrr}
-2 & 6 & 1 \\
-1 & 0 & -3
\end{array}\right], B=\left[\begin{array}{lll}
2 & 1 & -1 \\
0 & 4 & -4
\end{array}\right], \\
C=\left[\begin{array}{rr}
1+i & 2+i \\
3+i & 4+i \\
5+i & 6+i
\end{array}\right], D=\left[\begin{array}{lll}
4 & 0 & 1 \\
1 & 2 & 5 \\
3 & 1 & 2
\end{array}\right], \\
E=\left[\begin{array}{rrr}
2 & -5 & -2 \\
1 & 1 & 3 \\
4 & -2 & -3
\end{array}\right], F=\left[\begin{array}{ccc}
6 & 2-3 i & i \\
1+i & -2 i & 0 \\
-1 & 5+2 i & 3
\end{array}\right] .
\end{gathered}
$$

In these problems, $i$ denotes $\sqrt{-1}$.

1. Compute each of the following:
(a) 5 A
(b) $-3 B$
(c) $i C$
(d) $2 A-B$
(e) $A+3 C^{T}$
(f) $3 D-2 E$
(g) $D+E+F$
(h) the matrix $G$ such that $2 A+3 B-2 G=5(A+B)$
(i) the matrix $H$ such that $D+2 F+H=4 E$
(j) the matrix $K$ such that $K^{T}+3 A-2 B=0_{2 \times 3}$
2. Compute each of the following:
(a) $-D$
(b) $4 B^{T}$
(c) $-2 A^{T}+C$
(d) $5 E+D$
(e) $4 A^{T}-2 B^{T}+i C$
(f) $4 E-3 D^{T}$
(g) $(1-6 i) F+i D$
(h) the matrix $G$ such that $2 A-B+(1-i) C^{T}=$ $G+A-B$
(i) the matrix $H$ such that $3 D-3 E+6 I_{3}-2 H=0_{3}$
(j) the matrix $K$ such that $K^{T}+F^{T}=D^{T}+E^{T}$

For Problems 3-4, let

$$
\begin{gathered}
A=\left[\begin{array}{rrr}
1 & -1 & 2 \\
3 & 1 & 4
\end{array}\right], B=\left[\begin{array}{rrr}
2 & -1 & 3 \\
5 & 1 & 2 \\
4 & 6 & -2
\end{array}\right] \\
C=\left[\begin{array}{r}
1 \\
-1 \\
2
\end{array}\right], D=\left[\begin{array}{lll}
2 & -2 & 3
\end{array}\right] \\
E=\left[\begin{array}{cc}
2-i & 1+i \\
-i & 2+4 i
\end{array}\right], F=\left[\begin{array}{cc}
i & 1-3 i \\
0 & 4+i
\end{array}\right]
\end{gathered}
$$

In these problems, $i$ denotes $\sqrt{-1}$.
3. For each item, decide whether or not the given expression is defined. For each item that is defined, compute the result.
(a) $A B$
(b) $B C$
(c) $C A$
(d) $A^{T} E$
(e) $C D$
(f) $C^{T} A^{T}$
(g) $F^{2}$
(h) $B D^{T}$
(i) $A^{T} A$
(j) $F E$
4. For each item, decide whether or not the given expression is defined. For each item that is defined, compute the result.
(a) $A C$
(b) $D C$
(c) $D B$
(d) $A D$
(e) $E F$
(f) $A^{T} B$
(g) $C^{2}$
(h) $E^{2}$
(i) $A D^{T}$
(j) $E^{T} A$
5. Let $A=\left[\begin{array}{rrrr}-3 & 2 & 7 & -1 \\ 6 & 0 & -3 & -5\end{array}\right], B=\left[\begin{array}{rr}-2 & 8 \\ 8 & -3 \\ -1 & -9 \\ 0 & 2\end{array}\right]$, and $C=\left[\begin{array}{rr}-6 & 1 \\ 1 & 5\end{array}\right]$. Compute $A B C$ and $C A B$.

For Problems 6-9, determine Ac by computing an appropriate linear combination of the column vectors of $A$.
6. $A=\left[\begin{array}{rr}1 & 3 \\ -5 & 4\end{array}\right], \mathbf{c}=\left[\begin{array}{r}6 \\ -2\end{array}\right]$.
7. $A=\left[\begin{array}{rrr}3 & -1 & 4 \\ 2 & 1 & 5 \\ 7 & -6 & 3\end{array}\right], \mathbf{c}=\left[\begin{array}{r}2 \\ 3 \\ -4\end{array}\right]$.
8. $A=\left[\begin{array}{rr}-1 & 2 \\ 4 & 7 \\ 5 & -4\end{array}\right], \mathbf{c}=\left[\begin{array}{r}5 \\ -1\end{array}\right]$.
9. $A=\left[\begin{array}{llll}a & b & c & d \\ e & f & g & h\end{array}\right], \mathbf{c}=\left[\begin{array}{c}x \\ y \\ z \\ w\end{array}\right]$.
10. Suppose $A$ is an $m \times n$ matrix and $C$ is an $r \times s$ matrix.
(a) What must the dimensions of a matrix $B$ be in order for the product $A B C$ to be defined?
(b) Write an expression for the $(i, j)$ element of $A B C$ in terms of the elements of $A, B$, and $C$.
11. Find $A^{2}, A^{3}$, and $A^{4}$ if
(a) $A=\left[\begin{array}{rr}1 & -1 \\ 2 & 3\end{array}\right]$.
(b) $A=\left[\begin{array}{rrr}0 & 1 & 0 \\ -2 & 0 & 1 \\ 4 & -1 & 0\end{array}\right]$.
12. If $A, B$, and $C$ are $n \times n$ matrices, show that
(a) $(A+2 B)^{2}=A^{2}+2 A B+2 B A+4 B^{2}$.
(b) $(A+B+C)^{2}=A^{2}+B^{2}+C^{2}+A B+B A+$ $A C+C A+B C+C B$.
(c) $(A-B)^{3}=A^{3}-A B A-B A^{2}+B^{2} A-A^{2} B+$ $A B^{2}+B A B-B^{3}$.
13. If $A=\left[\begin{array}{ll}2 & -5 \\ 6 & -6\end{array}\right]$, calculate $A^{2}$ and verify that $A$ satisfies $A^{2}+4 A+18 I_{2}=0_{2}$.
14. If $A=\left[\begin{array}{rrr}-1 & 0 & 4 \\ 1 & 1 & 2 \\ -2 & 3 & 0\end{array}\right]$, calculate $A^{2}$ and $A^{3}$ and verify that $A$ satisfies $A^{3}+A-26 I_{3}=0_{3}$.
15. Find numbers $x, y$, and $z$ such that the matrix $A=$ $\left[\begin{array}{lll}1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1\end{array}\right]$ satisfies $A^{2}+\left[\begin{array}{rrr}0 & -1 & 0 \\ 0 & 0 & -1 \\ 0 & 0 & 0\end{array}\right]=I_{3}$.
16. If $A=\left[\begin{array}{rr}x & 1 \\ -2 & y\end{array}\right]$, determine all values of $x$ and $y$ for which $A^{2}=A$.
17. The Pauli spin matrices $\sigma_{1}, \sigma_{2}$, and $\sigma_{3}$ are defined by

$$
\sigma_{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \sigma_{2}=\left[\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right]
$$

and

$$
\sigma_{3}=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

Verify that they satisfy

$$
\sigma_{1} \sigma_{2}=i \sigma_{3}, \sigma_{2} \sigma_{3}=i \sigma_{1}, \sigma_{3} \sigma_{1}=i \sigma_{2}
$$

If $A$ and $B$ are $n \times n$ matrices, we define their commutator, denoted $[A, B]$, by

$$
[A, B]=A B-B A
$$

Thus, $[A, B]=0$ if and only if $A$ and $B$ commute. That is, $A B=B A$. Problems 19-22 require the commutator.
18. If $A=\left[\begin{array}{rr}1 & -1 \\ 2 & 1\end{array}\right], B=\left[\begin{array}{ll}3 & 1 \\ 4 & 2\end{array}\right]$, find $[A, B]$.
19. If $A_{1}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right], A_{2}=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$, and $A_{3}=$ $\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right]$, compute all of the commutators $\left[A_{i}, A_{j}\right]$, and determine which of the matrices commute.
20. If $A_{1}=\frac{1}{2}\left[\begin{array}{ll}0 & i \\ i & 0\end{array}\right], A_{2}=\frac{1}{2}\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$, and $A_{3}=\frac{1}{2}\left[\begin{array}{rr}i & 0 \\ 0 & -i\end{array}\right]$, verify that

$$
\left[A_{1}, A_{2}\right]=A_{3},\left[A_{2}, A_{3}\right]=A_{1},\left[A_{3}, A_{1}\right]=A_{2}
$$

21. If $A, B$, and $C$ are $n \times n$ matrices, find $[A,[B, C]]$ and prove the Jacobi identity

$$
[A,[B, C]]+[B,[C, A]]+[C,[A, B]]=0
$$

22. Use the index form of the matrix product to prove properties (2.2.4) and (2.2.5).
23. Prove parts (1) and (2) of Theorem 2.2.23.
24. Prove property (2) of the identity matrix.
25. If $A$ and $B$ are $n \times n$ matrices, prove that $\operatorname{tr}(A B)=$ $\operatorname{tr}(B A)$.

For Problems 26-27, let

$$
A=\left[\begin{array}{lll}
-3 & -1 & 6
\end{array}\right], \quad B=\left[\begin{array}{rr}
0 & -4 \\
-7 & 1 \\
-1 & -3
\end{array}\right]
$$

$C=\left[\begin{array}{rrrr}-9 & 0 & 3 & -2 \\ 1 & 1 & 5 & -2\end{array}\right], D=\left[\begin{array}{rrr}-2 & 1 & 5 \\ 0 & 0 & 7 \\ 1 & -2 & -1\end{array}\right]$.
26. For each item, decide whether or not the given expression is defined. For each item that is defined, compute the result.
(a) $B^{T} A^{T}$
(b) $C^{T} B^{T}$
(c) $D^{T} A$
27. For each item, decide whether or not the given expression is defined. For each item that is defined, compute the result.
(a) $A D^{T}$
(b) $\left(C^{T} C\right)^{2}$
(c) $D^{T} B$
28. Let $A=\left[\begin{array}{lll}2 & 2 & 1 \\ 2 & 5 & 2 \\ 1 & 2 & 2\end{array}\right]$, and let $S$ be the matrix with column vectors $\mathbf{s}_{1}=\left[\begin{array}{r}-x \\ 0 \\ x\end{array}\right], \mathbf{s}_{2}=\left[\begin{array}{r}-y \\ y \\ -y\end{array}\right]$, and $\mathbf{s}_{3}=\left[\begin{array}{c}z \\ 2 z \\ z\end{array}\right]$, where $x, y, z$ are constants.
(a) Show that $A S=\left[\mathbf{s}_{1}, \mathbf{s}_{2}, 7 \mathbf{s}_{3}\right]$.
(b) Find all values of $x, y, z$ such that $S^{T} A S=$ $\operatorname{diag}(1,1,7)$.
29. Let $A=\left[\begin{array}{rrr}1 & -4 & 0 \\ -4 & 7 & 0 \\ 0 & 0 & 5\end{array}\right]$, and let $S$ be the matrix with column vectors $\mathbf{s}_{1}=\left[\begin{array}{l}0 \\ 0 \\ z\end{array}\right], \mathbf{s}_{2}=\left[\begin{array}{c}2 x \\ x \\ 0\end{array}\right]$, and $\mathbf{s}_{3}=\left[\begin{array}{r}y \\ -2 y \\ 0\end{array}\right]$, where $x, y, z$ are constants.
(a) Show that $A S=\left[5 \mathbf{s}_{1},-\mathbf{s}_{2}, 9 \mathbf{s}_{3}\right]$.
(b) Find all values of $x, y, z$ such that $S^{T} A S=$ $\operatorname{diag}(5,-1,9)$.
30. A matrix that is a scalar multiple of $I_{n}$ is called an $n \times n$ scalar matrix.
(a) Determine the $4 \times 4$ scalar matrix whose trace is 8.
(b) Determine the $3 \times 3$ scalar matrix such that the product of the elements on the main diagonal is 343.
31. Prove that for each positive integer $n$, there is a unique scalar matrix whose trace is a given constant $k$.

If $A$ is an $n \times n$ matrix, then the matrices $B$ and $C$ defined by

$$
B=\frac{1}{2}\left(A+A^{T}\right), \quad C=\frac{1}{2}\left(A-A^{T}\right)
$$

are referred to as the symmetric and skew-symmetric parts of $A$ respectively. Problems 32-36 investigate properties of $B$ and $C$.
32. Use the properties of the transpose to show that $B$ and $C$ are symmetric and skew-symmetric, respectively.
33. Show that $A=B+C$. Together with the previous exercise, this shows that every $n \times n$ matrix $A$ can be written as the sum of a symmetric matrix and a skew-symmetric matrix.
34. Find $B$ and $C$ for the matrix

$$
A=\left[\begin{array}{rrr}
4 & -1 & 0 \\
9 & -2 & 3 \\
2 & 5 & 5
\end{array}\right]
$$

35. Find $B$ and $C$ for the matrix

$$
A=\left[\begin{array}{rrr}
1 & -5 & 3 \\
3 & 2 & 4 \\
7 & -2 & 6
\end{array}\right]
$$

36. (a) If $A$ is an $n \times n$ symmetric matrix, what are $B$ and $C$ ?
(b) If $A$ is an $n \times n$ skew-symmetric matrix, what are $B$ and $C$ ?
37. Prove that if $A$ is an $n \times p$ matrix and $D=$ $\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$, then $D A$ is the matrix obtained by multiplying the $i$-th row vector of $A$ by $d_{i}$, where $1 \leq i \leq n$.
38. Prove that if $A$ is an $m \times n$ matrix and $D=$ $\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$, then $A D$ is the matrix obtained by multiplying the $j$-th column vector of $A$ by $d_{j}$, where $1 \leq j \leq n$.
39. If $A$ and $B$ are $n \times n$ symmetric matrices such that $A B=B A$, then $A B$ is symmetric.
40. Use the properties of the transpose to prove that
(a) $A A^{T}$ is a symmetric matrix.
(b) $(A B C)^{T}=C^{T} B^{T} A^{T}$.

For Problems 41-44, determine the derivative of the given matrix function.
41. $A(t)=\left[\begin{array}{cc}t & \sin t \\ \cos t & 4 t\end{array}\right]$.
42. $A(t)=\left[\begin{array}{c}e^{-2 t} \\ \sin t\end{array}\right]$.
43. $A(t)=\left[\begin{array}{rcc}\sin t & \cos t & 0 \\ -\cos t & \sin t & t \\ 0 & 3 t & 1\end{array}\right]$.
44. $A(t)=\left[\begin{array}{ccc}e^{t} & e^{2 t} & t^{2} \\ 2 e^{t} & 4 e^{2 t} & 5 t^{2}\end{array}\right]$.
45. Let $A=\left[a_{i j}(t)\right]$ be an $m \times n$ matrix function and let $B=\left[b_{i j}(t)\right]$ be an $n \times p$ matrix function. Use the definition of matrix multiplication to prove that

$$
\frac{d}{d t}(A B)=A \frac{d B}{d t}+\frac{d A}{d t} B .
$$

For Problems 46-49, determine $\int_{a}^{b} A(t) d t$ for the given matrix function.
46. $A(t)=\left[\begin{array}{cc}e^{t} & e^{-t} \\ 2 e^{t} & 5 e^{-t}\end{array}\right], a=0, b=1$.
47. $A(t)=\left[\begin{array}{c}\cos t \\ \sin t\end{array}\right], a=0, b=\pi / 2$.
48. The matrix function $A(t)$ in Problem 44, with $a=0$ and $b=1$.
49. $A(t)=\left[\begin{array}{cc}e^{2 t} & \sin 2 t \\ t^{2}-5 & t e^{t} \\ \sec ^{2} t & 3 t-\sin t\end{array}\right], a=0, b=1$.

Integration of matrix functions given in the text was done with definite integrals, but one can naturally compute indefinite integrals of matrix functions as well, by performing indefinite integrals for each element of the matrix function. For each element of the matrix $\int A(t) d t$, an arbitrary constant of integration must be included, and the arbitrary constants for
different elements should be different. In Problems 50-54, evaluate the indefinite integral $\int A(t) d t$ for the given matrix function. You may assume that the constants of all indefinite integrations are zero.
50. $A(t)=\left[\begin{array}{lll}-5 & \frac{1}{t^{2}+1} & e^{3 t}\end{array}\right]$
51. $A(t)=\left[\begin{array}{c}2 t \\ 3 t^{2}\end{array}\right]$.
52. The matrix function $A(t)$ in Problem 43.
53. The matrix function $A(t)$ in Problem 46.
54. The matrix function $A(t)$ in Problem 49.

### 2.3 Terminology for Systems of Linear Equations

As we mentioned in Section 2.1, one of the main aims of this chapter is to apply matrices to determine the solution properties of any system of linear equations. We are now in a position to pursue that aim. We begin by introducing some notation and terminology.

## DEFINITION 2.3.1

The general $m \times n$ system of linear equations is of the form

$$
\begin{align*}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n} & =b_{1}, \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n} & =b_{2}, \\
& \vdots  \tag{2.3.1}\\
a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n} & =b_{m},
\end{align*}
$$

where the system coefficients $a_{i j}$ and the system constants $b_{j}$ are given scalars and $x_{1}, x_{2}, \ldots, x_{n}$ denote the unknowns in the system. If $b_{i}=0$ for all $i$, then the system is called homogeneous; otherwise it is called nonhomogeneous.

## DEFINITION 2.3.2

By a solution to the system (2.3.1) we mean an ordered $n$-tuple of scalars, $\left(c_{1}, c_{2}, \ldots\right.$, $c_{n}$ ), which, when substituted for $x_{1}, x_{2}, \ldots, x_{n}$ into the left-hand side of system (2.3.1), yield the values on the right-hand side. The set of all solutions to system (2.3.1) is called the solution set to the system.

Example 2.3.3 Verify that for all real numbers $a$ and $b$, the 4-tuple $(24+5 a-10 b,-8-4 a+3 b, a, b)$ satisfies the system

$$
\begin{array}{r}
x_{1}+2 x_{2}+3 x_{3}+4 x_{4}=8, \\
2 x_{1}+5 x_{2}+10 x_{3}+5 x_{4}=8 .
\end{array}
$$

Solution: Plugging the substitutions $x_{1}=24+5 a-10 b, x_{2}=-8-4 a+3 b$, $x_{3}=a$, and $x_{4}=b$ into both equations in the given system, we have

$$
x_{1}+2 x_{2}+3 x_{3}+4 x_{4}=(24+5 a-10 b)+2(-8-4 a+3 b)+3 a+4 b=8
$$

and

$$
2 x_{1}+5 x_{2}+10 x_{3}+5 x_{4}=2(24+5 a-10 b)+5(-8-4 a+3 b)+10 a+5 b=8,
$$

as required.

## Remarks

1. Usually the $a_{i j}$ and $b_{j}$ will be real numbers, and we will then be interested in determining only the real solutions to system (2.3.1). However, many of the problems that arise in the later chapters will require the solution to systems with complex coefficients, in which case the corresponding solutions will also be complex.
2. If ( $c_{1}, c_{2}, \ldots, c_{n}$ ) is a solution to the system (2.3.1), we will sometimes specify this solution by writing $x_{1}=c_{1}, x_{2}=c_{2}, \ldots, x_{n}=c_{n}$. For example, the ordered pair of numbers $(1,2)$ is a solution to the system

$$
\begin{align*}
x_{1}+x_{2} & =3,  \tag{2.3.2}\\
3 x_{1}-2 x_{2} & =-1,
\end{align*}
$$

and we could express this solution in the equivalent form $x_{1}=1, x_{2}=2$.

Returning to the general discussion of system (2.3.1), there are some fundamental questions that we will consider:

1. Does the system (2.3.1) have a solution?
2. If the answer to (1) is yes, then how many solutions are there?
3. How do we determine all of the solutions?

To obtain an idea of the answer to questions (1) and (2), consider the special case of a system of three equations in three unknowns. The linear system (2.3.1) then reduces to

$$
\begin{aligned}
& a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3}=b_{1}, \\
& a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3}=b_{2}, \\
& a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}=b_{3},
\end{aligned}
$$

which can be interpreted as defining three planes in space. An ordered triple $\left(c_{1}, c_{2}, c_{3}\right)$ is a solution to this system if and only if it corresponds to the coordinates of a point of intersection of the three planes. There are precisely four possibilities:

1. The planes have no intersection point.
2. The planes intersect in just one point.
3. The planes intersect in a line.
4. The planes are all identical.

In (1), the corresponding system has no solution, whereas in (2), the system has just one solution. Finally, in (3) and (4), every point on the line or plane (respectively) is a solution to the linear system and hence the system has an infinite number of solutions. Cases (1)-(3) are illustrated in Figure 2.3.1.


Three parallel planes (no intersection): no solution


Planes intersect at a point: a unique solution


No common intersection: no solution


Planes intersect in a line: an infinite number of solutions

Figure 2.3.1: Possible intersection points for three planes in space.
We have therefore proved, geometrically, that there are precisely three possibilities for the solutions of a linear system of three equations in three unknowns. The system either has no solution, it has just one solution, or it has an infinite number of solutions. In Section 2.5, we will establish that these are the only possibilities for the general $m \times n$ system (2.3.1).

## DEFINITION 2.3.4

A system of equations that has at least one solution is said to be consistent, whereas a system that has no solution is called inconsistent.

Our problem will be to determine whether a given system is consistent and then, in the case when it is, to find its solution set.

## DEFINITION 2.3.5

Naturally associated with the system (2.3.1) are the following two matrices:

1. The matrix of coefficients $A=\left[\begin{array}{cccc}a_{11} & a_{12} & \ldots & a_{1 n} \\ a_{21} & a_{22} & \ldots & a_{2 n} \\ & \vdots & & \\ a_{m 1} & a_{m 2} & \ldots & a_{m n}\end{array}\right]$.
2. The augmented matrix $A^{\#}=\left[\begin{array}{cccc|c}a_{11} & a_{12} & \cdots & a_{1 n} & b_{1} \\ a_{21} & a_{22} & \cdots & a_{2 n} & b_{2} \\ & \vdots & & & \vdots \\ a_{m 1} & a_{m 2} & \cdots & a_{m n} & b_{m}\end{array}\right]$.

The bar just to the left of the rightmost column is useful for visually separating the matrix of coefficients from the constants given on the right side of the linear system.

The augmented matrix completely characterizes a system of equations since it contains all of the system coefficients and system constants. We will see in the following sections that it is the relationship between $A$ and $A^{\#}$ that determines the solution properties of a linear system. Notice that the matrix of coefficients is the matrix consisting of the first $n$ columns of $A^{\#}$.

Example 2.3.6 Write the system of equations with the following augmented matrix:

$$
\left[\begin{array}{rrrr|r}
-2 & 0 & 5 & -1 & 6 \\
4 & -1 & 2 & 2 & -2 \\
-7 & -6 & 0 & 4 & -8
\end{array}\right] .
$$

Solution: The appropriate system is

$$
\begin{aligned}
-2 x_{1}+5 x_{3}-x_{4} & =6, \\
4 x_{1}-x_{2}+2 x_{3}+2 x_{4} & =-2, \\
-7 x_{1}-6 x_{2}+4 x_{4} & =-8 .
\end{aligned}
$$

## Vector Formulation

We next show that the matrix product described in the preceding section can be used to write a linear system as a single equation involving the matrix of coefficients and column vectors. For example, the system

$$
\begin{aligned}
6 x_{1}-2 x_{3} & =-2, \\
x_{1}-7 x_{2}+9 x_{3} & =-9, \\
5 x_{1}-3 x_{2}+x_{3} & =-1
\end{aligned}
$$

can be written as the vector equation

$$
\left[\begin{array}{rrr}
6 & 0 & -2 \\
1 & -7 & 9 \\
5 & -3 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
-2 \\
-9 \\
-1
\end{array}\right],
$$

since this vector equation is satisfied if and only if

$$
\left[\begin{array}{r}
6 x_{1} \\
x_{1} \\
5 x_{1}
\end{array}-7 x_{2}+2 x_{3}+9 x_{3}+x_{3}\right]=\left[\begin{array}{l}
-2 \\
-9 \\
-1
\end{array}\right] ;
$$

that is, if and only if each equation of the given system is satisfied.
Similarly, the general $m \times n$ system of linear equations

$$
\begin{aligned}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n} & =b_{1}, \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n} & =b_{2}, \\
& \vdots \\
a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n} & =b_{m},
\end{aligned}
$$

can be written as the vector equation

$$
A \mathbf{x}=\mathbf{b},
$$

where $A$ is the $m \times n$ matrix of coefficients and

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right] \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{m}
\end{array}\right] .
$$

We will refer to the column $n$-vector $\mathbf{x}$ as the vector of unknowns, and the column $m$-vector $\mathbf{b}$ will be called the right-hand side vector.

Notation: The set of all ordered $n$-tuples of real numbers $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ will be denoted by $\mathbb{R}^{n}$. Therefore, the set of all real solutions to the linear system (2.3.1) forms a subset of $\mathbb{R}^{n}$. In like manner, the set of all ordered $n$-tuples of complex numbers will be denoted by $\mathbb{C}^{n}$, and the solution set for a linear system (2.3.1) containing complex coefficients can be viewed as a subset of $\mathbb{C}^{n}$.

When we restrict all scalar values to be real, we have a natural correspondence between elements of $\mathbb{R}^{n}$, row $n$-vectors, and column $n$-vectors:

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right) \longleftrightarrow\left[\begin{array}{llll}
x_{1} & x_{2} & \ldots & x_{n}
\end{array}\right] \longleftrightarrow\left[\begin{array}{c}
x_{1}  \tag{2.3.3}\\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]
$$

Therefore, we may use the operations of addition, subtraction, and scalar multiplication of row $n$-vectors and column $n$-vectors to naturally equip $\mathbb{R}^{n}$ with these same operations. Hence, just as we can perform addition and scalar multiplication of row or column vectors, so too can we perform these operations on $n$-tuples of scalars. In fact, we will often treat ordered $n$-tuples of scalars, row $n$-vectors, and column $n$-vectors as if they are just different representations of the same basic object.

Notice in (2.3.3) that it requires more vertical space to render a vector as a column than it does to render it as a row. For this reason, we will sometimes save space by expressing vectors as row vectors even when column representations may seem more natural. For instance, we noted above that one solution to $(2.3 .2)$ is $(1,2)$, even though the system could be written as

$$
\left[\begin{array}{rr}
1 & 1 \\
3 & -2
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{r}
3 \\
-1
\end{array}\right],
$$

in which the unknown vector is expressed as a column.
Of course, if we allow all scalars in question to assume complex values, then the correspondence is between elements of $\mathbb{C}^{n}$, row $n$-vectors, and column $n$-vectors. We will have much more to say about the sets $\mathbb{R}^{n}$ and $\mathbb{C}^{n}$ in Chapter 4.

Returning to the linear system $A \mathbf{x}=\mathbf{b}$, where $A$ is an $m \times n$ coefficient matrix, we observe that if all elements in the system are real, then we can view $\mathbf{x}$ as an element of $\mathbb{R}^{n}$ and $\mathbf{b}$ as an element of $\mathbb{R}^{m}$. We can denote these statements by $\mathbf{x} \in \mathbb{R}^{n}$ and $\mathbf{b} \in \mathbb{R}^{m}$, respectively. ${ }^{3}$ Therefore, the set of all real solutions to the system $A \mathbf{x}=\mathbf{b}$ is

$$
S=\left\{\mathbf{x} \in \mathbb{R}^{n}: A \mathbf{x}=\mathbf{b}\right\},
$$

which is a subset of $\mathbb{R}^{n}$.

[^15]Example 2.3.7 It can be shown, using the techniques of the next two sections, that for $A=\left[\begin{array}{rrrr}1 & 1 & 2 & -1 \\ 3 & -2 & 1 & 2 \\ 5 & 3 & 3 & -2\end{array}\right]$ and $\mathbf{b}=\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]$, the set of all real-valued solutions $\mathbf{x}$ to the linear system $A \mathbf{x}=\mathbf{b}$ can be expressed by

$$
S=\left\{\mathbf{x} \in \mathbb{R}^{4}: \mathbf{x}=(-t, 4 t, t, 5 t) \text { for some } t \in \mathbb{R}\right\} .
$$

We observe that $S$ can be alternatively expressed more simply as

$$
S=\{(-t, 4 t, t, 5 t): t \in \mathbb{R}\} .
$$

By factoring the scalar $t$ out of the 4-tuple representation of the elements of $S$, note that $S$ consists precisely of the vectors in $\mathbb{R}^{4}$ that are scalar multiples of the vector $(-1,4,1,5)$.

A similar vector formulation for systems of differential equations can be used not only in developing the theory for such systems, but also in deriving solution techniques. As an example of this formulation, consider the system of differential equations

$$
\begin{aligned}
& \frac{d x_{1}}{d t}=5 t^{2} x_{1}-3 e^{t} x_{2}+2 \sin t \\
& \frac{d x_{2}}{d t}=6 x_{1}-4 x_{2}+3 t^{4}
\end{aligned}
$$

Using matrix and vector functions, this system can be written as the vector equation

$$
\frac{d \mathbf{x}}{d t}=A(t) \mathbf{x}(t)+\mathbf{b}(t),
$$

where

$$
\mathbf{x}(t)=\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right], \quad \frac{d \mathbf{x}}{d t}=\left[\begin{array}{l}
d x_{1} / d t \\
d x_{2} / d t
\end{array}\right], \quad A=\left[\begin{array}{cc}
5 t^{2} & -3 e^{t} \\
6 & -4
\end{array}\right], \quad \text { and } \quad \mathbf{b}(t)=\left[\begin{array}{c}
2 \sin t \\
3 t^{4}
\end{array}\right] .
$$

In this formulation, the basic unknown is the column 2-vector function $\mathbf{x}(t)$.

Example 2.3.8 Give the vector formulation for the system of equations

$$
\begin{aligned}
& x_{1}^{\prime}=(\tan t) x_{1}+e^{5 t} x_{2}+8 t^{5}, \\
& x_{2}^{\prime}=\quad x_{1}+3 t^{3} x_{2} .
\end{aligned}
$$

Solution: We have

$$
\left[\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
\tan t & e^{5 t} \\
1 & 3 t^{3}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{c}
8 t^{5} \\
0
\end{array}\right] .
$$

That is,

$$
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t)
$$

where

$$
\mathbf{x}(t)=\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right], \quad A(t)=\left[\begin{array}{cc}
\tan t & e^{5 t} \\
1 & 3 t^{3}
\end{array}\right], \quad \mathbf{b}(t)=\left[\begin{array}{c}
8 t^{5} \\
0
\end{array}\right] .
$$

## Exercises for 2.3

## Key Terms

System coefficients, System constants, Homogeneous system, Nonhomogeneous system, Solution, Solution set, Consistent system, Inconsistent system, Matrix of coefficients, Augmented matrix, Vector of unknowns, Right-hand side vector.

## Skills

- Be able to identify the matrix of coefficients, the righthand side vector, and the augmented matrix for a given linear system of equations.
- Given a matrix of coefficients and a right-hand side vector, or an augmented matrix, be able to write the corresponding linear system.
- Be able to write a linear system of equations as a vector equation.
- Understand the geometric difference between a consistent linear system and an inconsistent one.
- Be able to verify that the components of a given vector provide a solution to a linear system.
- Be able to give the vector formulation for a system of differential equations.


## True-False Review

For items (a)-(g), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If a linear system of equations has an $m \times n$ augmented matrix, then the system has $m$ equations and $n$ unknowns.
(b) A linear system that contains three distinct planes can have at most one solution.
(c) If the matrix of coefficients of a linear system is an $m \times n$ matrix, then the right-hand side vector must have $n$ components.
(d) It is impossible for a linear system of equations to have exactly two solutions.
(e) If a linear system has an $m \times n$ coefficient matrix, then the augmented matrix for the linear system is $m \times(n+1)$.
(f) The row vector $\left(x_{1}, x_{2}, x_{3}, 0,0\right)$ is an element of both $\mathbb{R}^{3}$ and $\mathbb{R}^{5}$.
(g) The column vectors $\left[\begin{array}{l}1 \\ 2 \\ 3 \\ 0\end{array}\right]$ and $\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right]$ are the same.

## Problems

For Problems 1-2, verify that the given triple of real numbers is a solution to the given system.

1. $(1,-1,2)$;

$$
\begin{aligned}
2 x_{1}-3 x_{2}+4 x_{3} & =13, \\
x_{1}+x_{2}-x_{3} & =-2, \\
5 x_{1}+4 x_{2}+x_{3} & =3 .
\end{aligned}
$$

2. $(2,-3,1)$;

$$
\begin{array}{r}
x_{1}+x_{2}-2 x_{3}=-3, \\
3 x_{1}-x_{2}-7 x_{3}=2, \\
x_{1}+x_{2}+x_{3}=0, \\
2 x_{1}+2 x_{2}-4 x_{3}=-6 .
\end{array}
$$

3. Verify that for all values of $t$,

$$
(1-t, 2+3 t, 3-2 t)
$$

is a solution to the linear system

$$
\begin{aligned}
x_{1}+x_{2}+x_{3}= & 6, \\
x_{1}-x_{2}-2 x_{3}= & -7, \\
5 x_{1}+x_{2}-x_{3}= & 4 .
\end{aligned}
$$

4. Verify that for all values of $s$ and $t$,

$$
(s, s-2 t, 2 s+3 t, t)
$$

is a solution to the linear system

$$
\begin{aligned}
x_{1}+x_{2}-x_{3}+5 x_{4} & =0, \\
2 x_{2}-x_{3}+7 x_{4} & =0, \\
4 x_{1}+2 x_{2}-3 x_{3}+13 x_{4} & =0 .
\end{aligned}
$$

In Problem 5-8, make a sketch in the $x y$-plane in order to determine the number of solutions to the given linear system.
5. $3 x-4 y=12$,
$6 x-8 y=24$.
6. $2 x+3 y=1$,
$2 x+3 y=2$.
7. $x+4 y=8$,
$3 x+y=3$.
8. $x+4 y=8$,
$3 x+y=3$,
$2 x+8 y=8$.
For Problems 9-11, determine the coefficient matrix, $A$, the right-hand side vector, $\mathbf{b}$, and the augmented matrix, $A^{\#}$, of the given system.

$$
\text { 9. } \begin{aligned}
x_{1}+2 x_{2}-3 x_{3} & =1, \\
2 x_{1}+4 x_{2}-5 x_{3} & =2, \\
7 x_{1}+2 x_{2}-x_{3} & =3 .
\end{aligned}
$$

10. $x+y+z-w=3$,
$2 x+4 y-3 z+7 w=2$.
11. $x_{1}+2 x_{2}-x_{3}=0$,
$2 x_{1}+3 x_{2}-2 x_{3}=0$,
$5 x_{1}+6 x_{2}-5 x_{3}=0$.
For Problems 12-15, write the system of equations with the given coefficient matrix and right-hand side vector.
12. $A=\left[\begin{array}{rrrr}1 & -1 & 2 & 3 \\ 1 & 1 & -2 & 6 \\ 3 & 1 & 4 & 2\end{array}\right], \mathbf{b}=\left[\begin{array}{r}1 \\ -1 \\ 2\end{array}\right]$.
13. $A=\left[\begin{array}{rrr}2 & 1 & 3 \\ 4 & -1 & 2 \\ 7 & 6 & 3\end{array}\right], \mathbf{b}=\left[\begin{array}{r}3 \\ 1 \\ -5\end{array}\right]$.
14. $A=\left[\begin{array}{lllll}4 & -2 & -2 & 0 & -3\end{array}\right], \mathbf{b}=[-9]$.
15. $A=\left[\begin{array}{rr}0 & -3 \\ 2 & -7 \\ 5 & 5\end{array}\right], \mathbf{b}=\left[\begin{array}{r}-1 \\ 6 \\ 7\end{array}\right]$.
16. Consider the $m \times n$ homogeneous system of linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{0} \tag{2.3.4}
\end{equation*}
$$

(a) If $\mathbf{x}=\left[\begin{array}{llll}x_{1} & x_{2} & \ldots & x_{n}\end{array}\right]^{T}$ and $\mathbf{y}=\left[\begin{array}{llll}y_{1} & y_{2} & \ldots & y_{n}\end{array}\right]^{T}$ are solutions to (2.3.4), show that

$$
\mathbf{z}=\mathbf{x}+\mathbf{y} \text { and } \mathbf{w}=c \mathbf{x}
$$

are also solutions, where $c$ is an arbitrary scalar.
(b) Is the result of (a) true when $\mathbf{x}$ and $\mathbf{y}$ are solutions to the nonhomogeneous system $A \mathbf{x}=\mathbf{b}$ ? Explain.

For Problems 17-20, write the vector formulation for the given system of differential equations.
17. $x_{1}^{\prime}=-4 x_{1}+3 x_{2}+4 t, x_{2}^{\prime}=6 x_{1}-4 x_{2}+t^{2}$.
18. $x_{1}^{\prime}=t^{2} x_{1}-t x_{2}, x_{2}^{\prime}=(-\sin t) x_{1}+x_{2}$.
19. $x_{1}^{\prime}=e^{2 t} x_{2}, x_{2}^{\prime}+(\sin t) x_{1}=1$.
20. $x_{1}^{\prime}=(-\sin t) x_{2}+x_{3}+t, x_{2}^{\prime}=-e^{t} x_{1}+t^{2} x_{3}+t^{3}$, $x_{3}^{\prime}=-t x_{1}+t^{2} x_{2}+1$.

For Problems 21-24, verify that the given vector function $\mathbf{x}$ defines a solution to $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$ for the given $A$ and $\mathbf{b}$.
21. $\mathbf{x}(t)=\left[\begin{array}{c}e^{4 t} \\ -2 e^{4 t}\end{array}\right], A=\left[\begin{array}{rr}2 & -1 \\ -2 & 3\end{array}\right]$,
$\mathbf{b}(t)=\left[\begin{array}{l}0 \\ 0\end{array}\right]$.
22. $\mathbf{x}(t)=\left[\begin{array}{c}4 e^{-2 t}+2 \sin t \\ 3 e^{-2 t}-\cos t\end{array}\right], A=\left[\begin{array}{rr}1 & -4 \\ -3 & 2\end{array}\right]$,
$\mathbf{b}(t)=\left[\begin{array}{c}-2(\cos t+\sin t) \\ 7 \sin t+2 \cos t\end{array}\right]$.
23. $\mathbf{x}(t)=\left[\begin{array}{l}2 t e^{t}+e^{t} \\ 2 t e^{t}-e^{t}\end{array}\right], A=\left[\begin{array}{rr}2 & -1 \\ -1 & 2\end{array}\right]$,
$\mathbf{b}(t)=\left[\begin{array}{c}0 \\ 4 e^{t}\end{array}\right]$.
24. $\mathbf{x}(t)=\left[\begin{array}{c}-t e^{t} \\ 9 e^{-t} \\ t e^{t}+6 e^{-t}\end{array}\right], A=\left[\begin{array}{rrr}1 & 0 & 0 \\ 2 & -3 & 2 \\ 1 & -2 & 2\end{array}\right]$,
$\mathbf{b}(t)=\left[\begin{array}{c}-e^{t} \\ 6 e^{-t} \\ e^{t}\end{array}\right]$.

### 2.4 Row-Echelon Matrices and Elementary Row Operations

In the next section, we will develop methods for solving a system of linear equations. These methods will consist of reducing a given system of equations to a new system that has the same solution set as the given system, but is easier to solve. For example, consider the system of equations

$$
\begin{align*}
x_{1}+x_{2}+x_{3} & =6  \tag{2.4.1}\\
x_{2}-4 x_{3} & =-4  \tag{2.4.2}\\
x_{3} & =3 \tag{2.4.3}
\end{align*}
$$

This system can be solved quite easily as follows. From Equation (2.4.3), $x_{3}=3$. Substituting this value into Equation (2.4.2) and solving for $x_{2}$ yields $x_{2}=-4+12=8$. Finally, substituting for $x_{3}$ and $x_{2}$ into Equation (2.4.1) and solving for $x_{1}$, we obtain $x_{1}=-5$. Thus, the solution to the given system of equations is $(-5,8,3)$, a single vector in $\mathbb{R}^{3}$. This technique is called back substitution and could be used because the given system has a simple form.

In this section, we describe the characteristics of a linear system that can be readily solved by back substitution, and we explain how to reduce a given system of equations to a form that exhibits these characteristics.

## Row-Echelon Matrices

The augmented matrix of the system of equations (2.4.1), (2.4.2), and 2.4.3) is

$$
\left[\begin{array}{rrr|r}
1 & 1 & 1 & 6 \\
0 & 1 & -4 & -4 \\
0 & 0 & 1 & 3
\end{array}\right] .
$$

We see that the submatrix consisting of the first three columns (which corresponds to the matrix of coefficients) is an upper triangular matrix with the leftmost nonzero entry in each row equal to 1 . The back substitution method will work on any system of linear equations with an augmented matrix of this form. Unfortunately, not all systems of equations have augmented matrices that can be reduced to such a form. However, as we shall see later in this section, there is a simple type of matrix that any matrix can be reduced to, and which also represents a system of equations that can be solved (if it has a solution) by back substitution. This type of matrix is called a row-echelon matrix and is defined as follows:

## DEFINITION 2.4.1

An $m \times n$ matrix is called a row-echelon matrix if it satisfies the following three conditions:

1. If there are any rows consisting entirely of zeros, they are grouped together at the bottom of the matrix.
2. The first nonzero element in any nonzero row ${ }^{4}$ is a (called a leading $\mathbf{1}$ ).
3. The leading 1 of any row below the first row is to the right of the leading 1 of the row above it.
[^16]Example 2.4.2 Examples of row-echelon matrices are

$$
\left[\begin{array}{rrrr}
1 & -8 & -3 & 7 \\
0 & 1 & 5 & 9 \\
0 & 0 & 0 & 1
\end{array}\right], \quad\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad \text { and }\left[\begin{array}{rrrrr}
1 & -3 & -6 & 5 & 7 \\
0 & 0 & 1 & 3 & -5 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right],
$$

whereas

$$
\left[\begin{array}{rrr}
1 & 0 & -1 \\
0 & 1 & 2 \\
0 & 1 & -1
\end{array}\right],\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & -1 \\
0 & 0 & 1
\end{array}\right], \quad \text { and }\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 2 & 3 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

are not row-echelon matrices.

## Elementary Row Operations

Our next aim is to demonstrate that every linear system of equations can be reduced to a system whose corresponding augmented matrix is in row-echelon form. This can be done in such a way that the solution set to the linear system remains unaltered throughout the modification. Let us begin with an example.

Example 2.4.3 Consider the system of equations

$$
\begin{align*}
x_{1}+2 x_{2}+4 x_{3} & =2,  \tag{2.4.4}\\
2 x_{1}-5 x_{2}+3 x_{3} & =6,  \tag{2.4.5}\\
4 x_{1}+6 x_{2}-7 x_{3} & =8 . \tag{2.4.6}
\end{align*}
$$

If we permute (i.e., interchange), say, Equations (2.4.4) and (2.4.5), the resulting system is

$$
\begin{array}{r}
2 x_{1}-5 x_{2}+3 x_{3}=6, \\
x_{1}+2 x_{2}+4 x_{3}=2, \\
4 x_{1}+6 x_{2}-7 x_{3}=8,
\end{array}
$$

which certainly has the same solution set as the original system. Returning to the original system, if we multiply, say, Equation (2.4.5) by 5, we obtain the system

$$
\begin{aligned}
x_{1}+2 x_{2}+4 x_{3} & =2, \\
10 x_{1}-25 x_{2}+15 x_{3} & =30, \\
4 x_{1}+6 x_{2}-7 x_{3} & =8,
\end{aligned}
$$

which again has the same solution set as the original system. Finally, if we add, say, twice Equation (2.4.4) to Equation (2.4.6) we obtain the system

$$
\begin{align*}
x_{1}+2 x_{2}+4 x_{3} & =2,  \tag{2.4.7}\\
2 x_{1}-5 x_{2}+3 x_{3} & =6,  \tag{2.4.8}\\
\left(4 x_{1}+6 x_{2}-7 x_{3}\right)+2\left(x_{1}+2 x_{2}+4 x_{3}\right) & =8+2(2) . \tag{2.4.9}
\end{align*}
$$

We can verify that, if (2.4.7)-(2.4.9) are satisfied, then so are (2.4.4)-(2.4.6), and vice versa. It follows that the system of equations (2.4.7)-(2.4.9) has the same solution set as the original system of equations (2.4.4)-(2.4.6).

More generally, similar reasoning can be used to show that the following three operations can be performed on any $m \times n$ system of linear equations without altering the solution set:

1. Permute equations.
2. Multiply an equation by a nonzero constant.
3. Add a multiple of one equation to another equation.

Since the operations (1)-(3) involve changes only in the system coefficients and constants (and not changes in the variables), they can be represented by the following operations on the rows of the augmented matrix of the system:

1. Permute rows.
2. Multiply a row by a nonzero constant.
3. Add a multiple of one row to another row.

These three operations are called elementary row operations and will be a basic computational tool throughout the text even in cases when the matrix under consideration is not derived from a system of linear equations. The following notation will be used to describe elementary row operations performed on a matrix $A$.

1. $\mathrm{P}_{i j}$ : Permute the $i$ th and $j$ th rows of $A$.
2. $\mathrm{M}_{i}(k)$ : Multiply every element of the $i$ th row of $A$ by a nonzero scalar $k$.
3. $\mathrm{A}_{i j}(k)$ : Add to the elements of the $j$ th row of $A$ the scalar $k$ times the corresponding elements of the $i$ th row of $A$.

Furthermore, the notation $A \sim B$ will mean that matrix $B$ has been obtained from matrix $A$ by a sequence of elementary row operations. To reference a particular elementary row operation used in, say, the $n$th step of the sequence of elementary row operations, we will write $\stackrel{n}{\sim} B$.

Example 2.4.4 The one step operations performed on the system in Example 2.4.3 can be described as follows using elementary row operations on the augmented matrix of the system:

$$
\begin{aligned}
& {\left[\begin{array}{rrr|r}
1 & 2 & 4 & 2 \\
2 & -5 & 3 & 6 \\
4 & 6 & -7 & 8
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrr|r}
2 & -5 & 3 & 6 \\
1 & 2 & 4 & 2 \\
4 & 6 & -7 & 8
\end{array}\right] \text { 1. P12. Permute (2.4.4) and (2.4.5). }} \\
& {\left[\begin{array}{rrr|r}
1 & 2 & 4 & 2 \\
2 & -5 & 3 & 6 \\
4 & 6 & -7 & 8
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrr|r}
1 & 2 & 4 & 2 \\
10 & -25 & 15 & 30 \\
4 & 6 & -7 & 8
\end{array}\right] \text { 1. } \mathrm{M}_{2}(5) . \text { Multiply (2.4.5) by } 5 .} \\
& {\left[\begin{array}{rrr|r}
1 & 2 & 4 & 2 \\
2 & -5 & 3 & 6 \\
4 & 6 & -7 & 8
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrr|r}
1 & 2 & 2 & 2 \\
2 & -5 & 3 & 6 \\
6 & 10 & 1 & 12
\end{array}\right] \quad \text { 1. } \mathrm{A}_{13}(2) . \operatorname{Add} 2 \text { times (2.4.4) to (2.4.6). }}
\end{aligned}
$$

It is important to realize that each elementary row operation is reversible; we can "undo" a given elementary row operation by another elementary row operation to bring the modified linear system back into its original form. Specifically, in terms of the notation
introduced above, the reverse operations are determined as follows (ERO refers here to "elementary row operation"):

ERO APPLIED TO A REVERSE ERO APPLIED TO B

| $A \sim B$ | $B \sim A$ |
| :---: | :--- |
| $\mathrm{P}_{i j}$ | $\mathrm{P}_{j i}:$ permute row $j$ and $i$ in $B$. |
| $\mathrm{M}_{i}(k)$ | $\mathrm{M}_{i}(1 / k)$ : multiply the $i$ th row of $B$ by $1 / k$. |
| $\mathrm{A}_{i j}(k)$ | $\mathrm{A}_{i j}(-k):$ Add to the elements of the $j$ th row <br> of $B$ the scalar $-k$ times the corresponding <br> elements of the $i$ th row of $B$ |

We introduce a special term for matrices that are related via elementary row operations.

## DEFINITION 2.4.5

Let $A$ be an $m \times n$ matrix. Any matrix obtained from $A$ by a finite sequence of elementary row operations is said to be row-equivalent to $A$.

Thus, all of the matrices in the previous example are row-equivalent. Since elementary row operations do not alter the solution set of a linear system, we have the next theorem.

Theorem 2.4.6 Systems of linear equations with row-equivalent augmented matrices have the same solution sets.

The basic result that will allow us to determine the solution set to any system of linear equations is stated in the next theorem.

Theorem 2.4.7 Every matrix is row-equivalent to a row-echelon matrix.
According to Theorem 2.4.7, by applying an appropriate sequence of elementary row operations to any $m \times n$ matrix, we can always reduce it to row-echelon form. The proof of Theorem 2.4.7 consists of giving an algorithm that will reduce an arbitrary $m \times n$ matrix to a row-echelon matrix after a finite sequence of elementary row operations. Before presenting such an algorithm we first illustrate the result with an example.

When a matrix $A$ has been reduced to a row-echelon matrix, we say that it has been reduced to row-echelon form and refer to the resulting matrix as a row-echelon form of $A$.

Example 2.4.8 Use elementary row operations to reduce $\left[\begin{array}{rrrr}2 & 1 & -1 & 3 \\ 1 & -1 & 2 & 1 \\ -4 & 6 & -7 & 1 \\ 2 & 0 & 1 & 3\end{array}\right]$ to row-echelon form.
Solution: We show each step in detail.
Step 1: Put a leading 1 in the $(1,1)$ position.
This can be most easily accomplished by permuting rows 1 and 2.

$$
\left[\begin{array}{rrrr}
2 & 1 & -1 & 3 \\
1 & -1 & 2 & 1 \\
-4 & 6 & -7 & 1 \\
2 & 0 & 1 & 3
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
2 & 1 & -1 & 3 \\
-4 & 6 & -7 & 1 \\
2 & 0 & 1 & 3
\end{array}\right]
$$

We could also accomplish this by multiplying row 1 by $1 / 2$. However, this would introduce fractions into the matrix and thereby complicate the remaining computations. In hand calculations, fewer algebraic errors result if we avoid the use of fractions. In this case, we can obtain a leading 1 without the use of fractions by permuting rows 1 and 2 .
Step 2: Use the leading 1 to put zeros beneath it in column 1.
This is accomplished by adding appropriate multiples of row 1 to the remaining rows

$$
\stackrel{2}{\sim}\left[\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
0 & 3 & -5 & 1 \\
0 & 2 & 1 & 5 \\
0 & 2 & -3 & 1
\end{array}\right] \quad \text { Step } 2 \text { row operations: } \quad\left\{\begin{array}{l}
\text { Add }-2 \text { times row } 1 \text { to row } 2 . \\
\text { Add } 4 \text { times row } 1 \text { to row } 3 . \\
\text { Add }-2 \text { times row } 1 \text { to row } 4 .
\end{array}\right.
$$

Step 3: Put a leading 1 in the $(2,2)$ position.
We could accomplish this by multiplying row 2 by $1 / 3$. However, once more this would introduce fractions into the matrix and make subsequent calculations more tedious.

$$
\stackrel{3}{\sim}\left[\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
0 & 1 & -6 & -4 \\
0 & 2 & 1 & 5 \\
0 & 2 & -3 & 1
\end{array}\right] \quad \text { Step } 3 \text { row operation: Add }-1 \text { times row } 3 \text { to row } 2 .
$$

Step 4: Use the leading 1 in the $(2,2)$ position to put zeros beneath it in column 2.
We now add appropriate multiples of row 2 to the rows beneath it . For row-echelon form, we need not be concerned about the row above it, however.

$$
\stackrel{4}{\sim}\left[\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
0 & 1 & -6 & -4 \\
0 & 0 & 13 & 13 \\
0 & 0 & 9 & 9
\end{array}\right] \quad \text { Step } 4 \text { row operations: }\left\{\begin{array}{l}
\text { Add }-2 \text { times row } 2 \text { to row } 3 . \\
\text { Add }-2 \text { times row } 2 \text { to row } 4 .
\end{array}\right.
$$

Step 5: Put a leading 1 in the $(3,3)$ position.
This can be accomplished by multiplying row 3 by $1 / 13$.

$$
\stackrel{5}{\sim}\left[\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
0 & 1 & -6 & -4 \\
0 & 0 & 1 & 1 \\
0 & 0 & 9 & 9
\end{array}\right]
$$

Step 6: Use the leading 1 in the $(3,3)$ position to put zeros beneath it in column 3 .
The appropriate row operation is to add -9 times row three to row four.

$$
\stackrel{6}{\sim}\left[\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
0 & 1 & -6 & -4 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

This is a row-echelon matrix, and hence, the given matrix has been reduced to rowechelon form. The specific operations used at each step are given next using the notation introduced previously in this section. In future examples, we will simply indicate briefly the elementary row operation used at each step. The following shows this description for the present example.

1. $\mathrm{P}_{12}$
2. $\mathrm{A}_{12}(-2), \mathrm{A}_{13}(4), \mathrm{A}_{14}(-2)$
3. $\mathrm{A}_{32}(-1)$
4. $\mathrm{A}_{23}(-2), \mathrm{A}_{24}(-2)$
5. $\mathrm{M}_{3}(1 / 13)$
6. $\mathrm{A}_{34}(-9)$

## Remarks on performing elementary row operations.

1. The reader may have noticed that the particular steps taken to reduce a matrix to row-echelon form are not uniquely determined. Therefore, we may have multiple strategies for reducing a matrix to row-echelon form, and indeed, many possible row-echelon forms for a given matrix $A$.
2. Notice in steps 2 and 4 of Example 2.4.8, we performed multiple elementary row operations of the type $\mathrm{A}_{i j}(k)$ in a single step. With this one exception, the reader is strongly advised not to combine multiple elementary row operations into a single step, particularly when the elementary row operations are of different types. This is a common source of calculation errors.
3. To reiterate an important point we made earlier, note that we could have achieved a leading 1 in the $(1,1)$ position in step 1 of Example 2.4 .8 by multiplying the first row by $1 / 2$, rather than permuting the first two rows. We chose not to multiply the first row by $1 / 2$ in order to avoid introducing fractions into the subsequent calculations.

The reader is urged to study the foregoing example very carefully, since it illustrates the general procedure for reducing an $m \times n$ matrix to row-echelon form using elementary row operations. This is a procedure that will be used repeatedly throughout the text. The idea behind reduction to row-echelon form is to start at the upper left-hand corner of the matrix and proceed downward and to the right in the matrix. The following algorithm formalizes the steps that reduce any $m \times n$ matrix to row-echelon form using a finite number of elementary row operations and thereby provides a proof of Theorem 2.4.7. An illustration of this algorithm is given in Figure 2.4.1.


Figure 2.4.1: Illustration of an algorithm for reducing an $m \times n$ matrix to row-echelon form.

## Algorithm for Reducing an $m \times n$ Matrix $A$ to Row-Echelon Form

1. Start with an $m \times n$ matrix $A$. If $A=0$, go to (7).
2. Determine the leftmost nonzero column (this is called a pivot column and the topmost position in this column is called a pivot position).
3. Use elementary row operations to put a 1 in the pivot position.
4. Use elementary row operations to put zeros below the pivot position.
5. If there are no more nonzero rows below the pivot position go to (7), otherwise go to (6).
6. Apply (2)-(5) to the submatrix consisting of the rows that lie below the pivot position.
7. The matrix is a row-echelon matrix.

Remark In order to obtain a row-echelon matrix, we put a 1 in each pivot position. However, many algorithms for solving systems of linear equations numerically are based around the preceding algorithm except in step (3) we place a nonzero number (not necessarily a 1) in the pivot position. Of course, the matrix resulting from an application of this algorithm differs from a row-echelon matrix since it will have arbitrary nonzero elements in the pivot positions.

Example 2.4.9 Reduce $\left[\begin{array}{llll}3 & 2 & -5 & 2 \\ 1 & 1 & -1 & 1 \\ 1 & 0 & -3 & 4\end{array}\right]$ to row-echelon form.
Solution: Applying the row-reduction algorithm leads to the following sequence of elementary row operations. The specific row operations used at each step are given at the end of the process.


This is a row-echelon matrix and hence we are done. The row operations used are summarized here:

1. $\mathrm{P}_{12}$ 2. $\mathrm{A}_{12}(-3), \mathrm{A}_{13}(-1) \quad$ 3. $\mathrm{M}_{2}(-1)$
2. $\mathrm{A}_{23}(1)$
3. $\mathrm{M}_{3}(1 / 4)$

## The Rank of a Matrix

We now derive some further results on row-echelon matrices that will be required in the next section to develop the theory for solving systems of linear equations.

As we stated earlier, a row-echelon form for a matrix $A$ is not unique. Given one row-echelon form for $A$, we can always obtain a different row-echelon form for $A$ by taking the first row-echelon form for $A$ and adding some multiple of a given row to any rows above it. The result is still in row-echelon form.

However, even though the row-echelon form of $A$ is not unique, we do have the following theorem (in Chapter 4 we will see how the proof of this theorem arises naturally from the more sophisticated ideas from linear algebra yet to be introduced).

Theorem 2.4.10 Let $A$ be an $m \times n$ matrix. All row-echelon matrices that are row-equivalent to $A$ have the same number of nonzero rows.

Theorem 2.4.10 associates a number with any $m \times n$ matrix $A$; namely, the number of nonzero rows in any row-echelon form of $A$. As we will see in the next section, this number is fundamental in determining the solution properties of linear systems, and it
indeed plays a central role in linear algebra in general. For this reason, we give it a special name.

## DEFINITION 2.4.11

The number of nonzero rows in any row-echelon form of a matrix $A$ is called the rank of $A$ and is denoted $\operatorname{rank}(A)$.

Example 2.4.12 Determine $\operatorname{rank}(A)$ if $A=\left[\begin{array}{llll}3 & -1 & 4 & 2 \\ 1 & -1 & 2 & 3 \\ 7 & -1 & 8 & 0\end{array}\right]$.
Solution: In order to determine $\operatorname{rank}(A)$, we must first reduce $A$ to row-echelon form.

$$
\left.\left.\begin{array}{c}
{\left[\begin{array}{rrrr}
3 & -1 & 4 & 2 \\
1 & -1 & 2 & 3 \\
7 & -1 & 8 & 0
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrrr}
1 & -1 & 2 & 3 \\
3 & -1 & 4 & 2 \\
7 & -1 & 8 & 0
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrr}
1 & -1 & 2
\end{array}\right) 3} \\
0 \\
2
\end{array} \begin{array}{rrr}
-2 & -7 \\
0 & 6 & -6
\end{array}-21\right] .\right] \stackrel{4}{\sim}\left[\begin{array}{rrrrr}
1 & -1 & 2 & 3 \\
0 & 1 & -1 & -\frac{7}{2} \\
0 & 0 & 0 & 0
\end{array}\right] . .
$$

Since there are two nonzero rows in this row-echelon form of $A$, it follows from Definition 2.4.11 that $\operatorname{rank}(A)=2$.

$$
\text { 1. } \mathrm{P}_{12} \text { 2. } \mathrm{A}_{12}(-3), \mathrm{A}_{13}(-7) \quad \text { 3. } \mathrm{A}_{23}(-3) \quad \text { 4. } \mathrm{M}_{2}(1 / 2)
$$

In the preceding example, the original matrix $A$ had three nonzero rows, whereas any row-echelon form of $A$ has only two nonzero rows. We can interpret this as follows. The three row vectors of $A$ can be considered as vectors in $\mathbb{R}^{4}$ with components

$$
\mathbf{a}_{1}=(3,-1,4,2), \quad \mathbf{a}_{2}=(1,-1,2,3), \quad \mathbf{a}_{3}=(7,-1,8,0)
$$

In performing elementary row operations on $A$, we are taking combinations of these vectors in the following way:

$$
c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+c_{3} \mathbf{a}_{3}
$$

and thus the rows of a row-echelon form of $A$ are all of this form. We have been combining the vectors linearly. The fact that we obtained a row of zeros in the row-echelon form means that one of the vectors can be written in terms of the other two vectors. Reducing the matrix to row-echelon form has uncovered this relationship among the three vectors. We shall have much more to say about this in Chapter 4.

Remark If $A$ is an $m \times n$ matrix, then $\operatorname{rank}(A) \leq m$ and $\operatorname{rank}(A) \leq n$. This is because the number of nonzero rows in a row-echelon form of $A$ is equal to the number of pivots in a row-echelon form of $A$, which cannot exceed the number of rows or columns of $A$, since there can be at most one pivot per row and per column.

## Reduced Row-Echelon Matrices

It will be necessary in the future to consider the special row-echelon matrices that arise when zeros are placed above, as well as beneath, each leading 1. Any such matrix is called a reduced row-echelon matrix and is defined precisely as follows.

## DEFINITION 2.4.13

An $m \times n$ matrix is called a reduced row-echelon matrix if it satisfies the following conditions:

1. It is a row-echelon matrix.
2. Any column that contains a leading 1 has zeros everywhere else.

Example 2.4.14 The following are examples of reduced row-echelon matrices:

$$
\left[\begin{array}{llll}
1 & 3 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad\left[\begin{array}{rrrr}
1 & -1 & 7 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad\left[\begin{array}{llll}
1 & 0 & 5 & 3 \\
0 & 1 & 2 & 1 \\
0 & 0 & 0 & 0
\end{array}\right], \quad \text { and } \quad\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Although an $m \times n$ matrix $A$ does not have a unique row-echelon form, in reducing $A$ to a reduced row-echelon matrix we are making a particular choice of row-echelon matrix since we arrange that all elements above each leading 1 are zeros. In view of this, the following theorem should not be too surprising.

Theorem 2.4.15 An $m \times n$ matrix is row-equivalent to a unique reduced row-echelon matrix.
The unique reduced row-echelon matrix to which a matrix $A$ is row-equivalent will be called the reduced row-echelon form of $A$. As illustrated in the next example, the row reduction algorithm is easily extended to determine the reduced row-echelon form of $A$-we just put zeros above and beneath each leading 1 .

Example 2.4.16 Determine the reduced row-echelon form of $A=\left[\begin{array}{rrrr}3 & -2 & -1 & 17 \\ 2 & 2 & -4 & 8 \\ -1 & 4 & -3 & 1\end{array}\right]$.

Solution: We apply the row reduction algorithm, but put zeros above and below the leading 1s. In so doing, it is immaterial whether we first reduce $A$ to row-echelon form and then arrange zeros above the leading 1 s , or arrange zeros both above and below the leading 1 s as we proceed from left to right.

$$
\begin{aligned}
A= & {\left[\begin{array}{rrrr}
3 & -2 & -1 & 17 \\
2 & 2 & -4 & 8 \\
-1 & 4 & -3 & 1
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrrr}
-1 & 4 & -3 & 1 \\
2 & 2 & -4 & 8 \\
3 & -2 & -1 & 17
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrrr}
1 & -4 & 3 & -1 \\
2 & 2 & -4 & 8 \\
3 & -2 & -1 & 17
\end{array}\right] } \\
& \stackrel{3}{\sim}\left[\begin{array}{rrrr}
1 & -4 & 3 & 1 \\
0 & 10 & -10 & 10 \\
0 & 10 & -10 & 20
\end{array}\right] \stackrel{4}{\sim}\left[\begin{array}{rrrr}
1 & -4 & 3 & -1 \\
0 & 1 & -1 & 1 \\
0 & 1 & -1 & 2
\end{array}\right] \\
& \stackrel{5}{\sim}\left[\begin{array}{rrrr}
1 & -4 & 3 & -1 \\
0 & 1 & -1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right] \stackrel{6}{\sim}\left[\begin{array}{rrrr}
1 & -4 & 3 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \stackrel{\sim}{\sim}\left[\begin{array}{rrrr}
1 & 0 & -1 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

which is the reduced row-echelon form of A.

$$
\begin{array}{ccc}
\text { 1. } \mathrm{P}_{13} & \text { 2. } \mathrm{M}_{1}(-1) & \text { 3. } \mathrm{A}_{12}(-2), \mathrm{A}_{13}(-3) \\
& \text { 4. } \mathrm{M}_{2}(1 / 10), \mathrm{M}_{3}(1 / 10) \\
& \text { 5. } \mathrm{A}_{23}(-1) & \text { 6. } \mathrm{A}_{31}(1), \mathrm{A}_{32}(-1)
\end{array} \quad \text { 7. } \mathrm{A}_{21}(4) \text {. }
$$

## Exercises for 2.4

## Key Terms

Elementary row operations, Row-equivalent matrices, Back substitution, Row-echelon matrix, Row-echelon form, Leading 1, Pivot, Rank of a matrix, Reduced row-echelon matrix.

## Skills

- Be able to identify if a matrix is in row-echelon form or reduced row-echelon form.
- Be able to perform elementary row operations on a matrix.
- Be able to determine a row-echelon form for a matrix.
- Be able to find the rank of a matrix.
- Be able to determine a reduced row-echelon form for a matrix.


## True-False Review

For items (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A matrix $A$ can have many row-echelon forms, but only one reduced row-echelon form.
(b) Any upper triangular $n \times n$ matrix is in row-echelon form.
(c) Any $n \times n$ matrix in row-echelon form is upper triangular.
(d) If a matrix $A$ has more rows than a matrix $B$, then $\operatorname{rank}(A) \geq \operatorname{rank}(B)$.
(e) For any matrices $A$ and $B$ of the same dimensions,

$$
\operatorname{rank}(A+B)=\operatorname{rank}(A)+\operatorname{rank}(B) .
$$

(f) For any matrices $A$ and $B$ of the appropriate dimensions,

$$
\operatorname{rank}(A B)=\operatorname{rank}(A) \cdot \operatorname{rank}(B)
$$

(g) If a matrix has rank zero, then it must be the zero matrix.
(h) The matrices $A$ and $2 A$ must have the same rank.
(i) The matrices $A$ and $2 A$ must have the same reduced row-echelon form.

## Problems

For Problems 1-8, determine whether the given matrices are in reduced row-echelon form, row-echelon form but not reduced row-echelon form, or neither.

1. $\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$.
2. $\left[\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right]$.
3. $\left[\begin{array}{llll}1 & 0 & 2 & 5 \\ 1 & 0 & 0 & 2 \\ 0 & 1 & 1 & 0\end{array}\right]$.
4. $\left[\begin{array}{rrrr}1 & 0 & -1 & 0 \\ 0 & 0 & 1 & 2 \\ 0 & 0 & 0 & 0\end{array}\right]$.
5. $\left[\begin{array}{llll}1 & 0 & 1 & 2 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}\right]$.
6. $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$.
7. $\left[\begin{array}{llll}0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$.
8. $\left[\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$.

For Problems 9-18, use elementary row operations to reduce the given matrix to row-echelon form, and hence determine the rank of each matrix.
9. $\left[\begin{array}{rr}2 & -4 \\ -4 & 8\end{array}\right]$.
10. $\left[\begin{array}{rr}2 & 1 \\ 1 & -3\end{array}\right]$.
11. $\left[\begin{array}{lll}0 & 1 & 3 \\ 0 & 1 & 4 \\ 0 & 3 & 5\end{array}\right]$.
12. $\left[\begin{array}{rrr}2 & 1 & 4 \\ 2 & -3 & 4 \\ 3 & -2 & 6\end{array}\right]$.
13. $\left[\begin{array}{rrr}2 & -1 & 3 \\ 3 & 1 & -2 \\ 2 & -2 & 1\end{array}\right]$.
14. $\left[\begin{array}{rr}2 & -1 \\ 3 & 2 \\ 2 & 5\end{array}\right]$.
15. $\left[\begin{array}{rrrr}2 & -2 & -1 & 3 \\ 3 & -2 & 3 & 1 \\ 1 & -1 & 1 & 0 \\ 2 & -1 & 2 & 2\end{array}\right]$.
16. $\left[\begin{array}{llll}2 & -1 & 3 & 4 \\ 1 & -2 & 1 & 3 \\ 1 & -5 & 0 & 5\end{array}\right]$.
17. $\left[\begin{array}{lllll}2 & 1 & 3 & 4 & 2 \\ 1 & 0 & 2 & 1 & 3 \\ 2 & 3 & 1 & 5 & 7\end{array}\right]$.
18. $\left[\begin{array}{rrrr}4 & 7 & 4 & 7 \\ 3 & 5 & 3 & 5 \\ 2 & -2 & 2 & -2 \\ 5 & -2 & 5 & -2\end{array}\right]$.

For Problems 19-26, reduce the given matrix to reduced rowechelon form and hence determine the rank of each matrix.
19. $\left[\begin{array}{ll}-4 & 2 \\ -6 & 3\end{array}\right]$.
20. $\left[\begin{array}{rr}3 & 2 \\ 1 & -1\end{array}\right]$.
21. $\left[\begin{array}{rrr}3 & 7 & 10 \\ 2 & 3 & -1 \\ 1 & 2 & 1\end{array}\right]$.
22. $\left[\begin{array}{rrr}3 & -3 & 6 \\ 2 & -2 & 4 \\ 6 & -6 & 12\end{array}\right]$.
23. $\left[\begin{array}{rrr}3 & 5 & -12 \\ 2 & 3 & -7 \\ -2 & -1 & 1\end{array}\right]$.
24. $\left[\begin{array}{rrrr}1 & -1 & -1 & 2 \\ 3 & -2 & 0 & 7 \\ 2 & -1 & 2 & 4 \\ 4 & -2 & 3 & 8\end{array}\right]$.
25. $\left[\begin{array}{cccc}1 & -2 & 1 & 3 \\ 3 & -6 & 2 & 7 \\ 4 & -8 & 3 & 10\end{array}\right]$.
26. $\left[\begin{array}{llll}0 & 1 & 2 & 1 \\ 0 & 3 & 1 & 2 \\ 0 & 2 & 0 & 1\end{array}\right]$.

Many forms of technology have commands for performing elementary row operations on a matrix $A$. For example, in the linear algebra package of Maple, the three elementary row operations are
swaprow $(A, i, j)$ : permute rows $i$ and $j$
mulrow $(A, i, k)$ : multiply row $i$ by $k$
$\operatorname{addrow}(A, i, j):$ add $k$ times row $i$ to row $j$
$\diamond$ For Problems 27-29, use some form of technology to determine a row-echelon form of the given matrix.
27. The matrix in Problem 13.
28. The matrix in Problem 16.
29. The matrix in Problem 17.
$\diamond$ Many forms of technology also have built in functions for directly determining the reduced row-echelon form of a given matrix $A$. For example, in the linear algebra package of Maple, the appropriate command is $\operatorname{rref}(A)$. In Problems $30-32$, use technology to determine directly the reduced rowechelon form of the given matrix.
30. The matrix in Problem 22.
31. The matrix in Problem 25.
32. The matrix in Problem 26.

### 2.5 Gaussian Elimination

We now illustrate how elementary row operations applied to the augmented matrix of a system of linear equations can be used first to determine whether the system is consistent, and second, if the system is consistent, to find all of its solutions. In doing so, we will develop the general theory for solving linear systems of equations.

The key observation was already made in Theorem 2.4.6. Namely, no solutions to a linear system are gained or lost when elementary row operations are applied to it. Therefore, starting with the augmented matrix for any linear system, we may apply elementary row operations to bring it to row-echelon form, and then solve the resulting simpler linear system. Let us illustrate with an example.

## Example 2.5.1 Determine the solution set to

$$
\begin{align*}
4 x_{1}-3 x_{2}+6 x_{3} & =2 \\
x_{1}-3 x_{2}+6 x_{3} & =5  \tag{2.5.1}\\
-2 x_{1}+3 x_{2}-8 x_{3} & =-6
\end{align*}
$$

Solution: We first use elementary row operations to reduce the augmented matrix of the system to row-echelon form.

$$
\left.\begin{array}{l}
{\left[\begin{array}{rrr|r}
4 & -3 & 6 & 2 \\
1 & -3 & 6 & 5 \\
-2 & 3 & -8 & -6
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrr|r}
1 & -3 & 6 & 5 \\
4 & -3 & 6 & 2 \\
-2 & 3 & -8 & -6
\end{array}\right] \stackrel{2}{\sim}\left[\left.\begin{array}{rrr}
1 & -3 & 6 \\
0 & 9 & -18
\end{array} \right\rvert\, \begin{array}{r}
5 \\
0
\end{array}-3\right.} \\
4
\end{array}\right] .
$$

$$
\text { 1. } \mathrm{P}_{12} \quad \text { 2. } \mathrm{A}_{12}(-4), \mathrm{A}_{13}(2) \quad \text { 3. } \mathrm{M}_{2}(1 / 9) \quad \text { 4. } \mathrm{A}_{23}(3) \quad \text { 5. } \mathrm{M}_{3}(-1 / 2)
$$

The system corresponding to this row-echelon form of the augmented matrix is

$$
\begin{align*}
x_{1}-3 x_{2}+6 x_{3} & =5  \tag{2.5.2}\\
x_{2}-2 x_{3} & =-2  \tag{2.5.3}\\
x_{3} & =1 \tag{2.5.4}
\end{align*}
$$

which can be solved by back substitution. From Equation (2.5.4), $x_{3}=1$. Substituting into Equation (2.5.3) and solving for $x_{2}$, we find that $x_{2}=0$. Finally, substituting into Equation (2.5.2) for $x_{3}$ and $x_{2}$ and solving for $x_{1}$ yields $x_{1}=1$. Thus, our original system of equations has the unique solution $(-1,0,1)$, and the solution set to the system is

$$
S=\{(-1,0,1)\}
$$

which is a subset of $\mathbb{R}^{3}$.
The process of reducing the augmented matrix to row-echelon form and then using back substitution to solve the equivalent system is called Gaussian elimination. The particular case of Gaussian elimination that arises when the augmented matrix is reduced to reduced row-echelon form is called Gauss-Jordan elimination.

Example 2.5.2 Use Gauss-Jordan elimination to determine the solution set to

$$
\begin{aligned}
x_{1}-x_{2}-5 x_{3} & =-3 \\
3 x_{1}+2 x_{2}-3 x_{3} & =5 \\
2 x_{1} & -5 x_{3}
\end{aligned}=1 .
$$

Solution: In this case, we first reduce the augmented matrix of the system to reduced row-echelon form.

$$
\begin{aligned}
& {\left[\begin{array}{rrr|r}
1 & -1 & -5 & -3 \\
3 & 2 & -3 & 5 \\
2 & 0 & -5 & 1
\end{array}\right] \stackrel{\underset{\sim}{\sim}}{\sim}\left[\begin{array}{rrr|r}
1 & -1 & -5 & -3 \\
0 & 5 & 12 & 14 \\
0 & 2 & 5 & 7
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrr|r}
1 & -1 & -5 & -3 \\
0 & 1 & 2 & 0 \\
0 & 2 & 5 & 7
\end{array}\right]} \\
& \stackrel{3}{\sim}\left[\begin{array}{rrr|r}
1 & -1 & -5 & -3 \\
0 & 1 & 2 & 0 \\
0 & 0 & 1 & 7
\end{array}\right] \stackrel{4}{\sim}\left[\begin{array}{rrr|r}
1 & -1 & 0 & 32 \\
0 & 1 & 0 & -14 \\
0 & 0 & 1 & 7
\end{array}\right] \stackrel{5}{\sim}\left[\begin{array}{rrr|r}
1 & 0 & 0 & 18 \\
0 & 1 & 0 & -14 \\
0 & 0 & 1 & 7
\end{array}\right] .
\end{aligned}
$$

1. $\mathrm{A}_{12}(-3), \mathrm{A}_{13}(-2) \quad$ 2. $\mathrm{A}_{32}(-2) \quad$ 3. $\mathrm{A}_{23}(-2) \quad$ 4. $\mathrm{A}_{32}(-2), \mathrm{A}_{31}(5) \quad$ 5. $\mathrm{A}_{21}(1)$

The augmented matrix is now in reduced row-echelon form. The equivalent system is

$$
\begin{aligned}
x_{1} & =18, \\
x_{2} & =-14, \\
x_{3} & =7 .
\end{aligned}
$$

and the solution can be read off directly as $(18,-14,7)$. Consequently, the given system has solution set

$$
S=\{(18,-14,7)\}
$$

in $\mathbb{R}^{3}$.
We see from the previous two examples that the advantage of Gauss-Jordan elimination over Gaussian elimination is that it does not require back substitution. However, the disadvantage is that reducing the augmented matrix to reduced row-echelon form requires more elementary row operations than reduction to row-echelon form. It can be shown, in fact, that in general, Gaussian elimination is the more computationally efficient technique. As we will see in the next section, the main reason for introducing the GaussJordan method is its application to the computation of the inverse of an $n \times n$ matrix.

Remark The Gaussian elimination method is so systematic that it can be programmed easily on a computer. Indeed, many large-scale programs for solving linear systems are based on the row reduction method.

In both of the preceding examples,

$$
\operatorname{rank}(A)=\operatorname{rank}\left(A^{\#}\right)=\text { number of unknowns in the system }
$$

and the system had a unique solution. More generally, we have the following lemma:
Lemma 2.5.3 Consider the $m \times n$ linear system $A \mathbf{x}=\mathbf{b}$. Let $A^{\#}$ denote the augmented matrix of the system. If $\operatorname{rank}(A)=\operatorname{rank}\left(A^{\#}\right)=n$, then the system has a unique solution.

Proof If $\operatorname{rank}(A)=\operatorname{rank}\left(A^{\#}\right)=n$, then there are $n$ leading ones in any row-echelon form of $A$, and hence, back substitution gives a unique solution. The form of the rowechelon form of $A^{\#}$ is shown below, with $m-n$ rows of zeros at the bottom of the matrix omitted, and where the $*$ 's denote unknown elements of the row-echelon form.

$$
\left[\begin{array}{cccccc|c}
1 & * & * & * & \ldots & * & * \\
0 & 1 & * & * & \ldots & * & * \\
0 & 0 & 1 & * & \ldots & * & * \\
\vdots & \vdots & \vdots & \vdots & \ldots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 1 & *
\end{array}\right]
$$

Note that $\operatorname{rank}(A)$ cannot exceed $\operatorname{rank}\left(A^{\#}\right)$. Thus, there are only two possibilities for the relationship between $\operatorname{rank}(A)$ and $\operatorname{rank}\left(A^{\#}\right): \operatorname{rank}(A)<\operatorname{rank}\left(A^{\#}\right)$ or $\operatorname{rank}(A)=$ $\operatorname{rank}\left(A^{\#}\right)$. We now consider what happens in these cases.

Example 2.5.4 Determine the solution set to

$$
\begin{aligned}
x_{1}+x_{2}-x_{3}+x_{4} & =1, \\
2 x_{1}+3 x_{2}+x_{3} & =4, \\
3 x_{1}+5 x_{2}+3 x_{3}-x_{4} & =5 .
\end{aligned}
$$

Solution: We use elementary row operations to reduce the augmented matrix:

$$
\begin{gathered}
{\left[\begin{array}{rrrr|r}
1 & 1 & -1 & 1 & 1 \\
2 & 3 & 1 & 0 & 4 \\
3 & 5 & 3 & -1 & 5
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrrr|r}
1 & 1 & -1 & 1 & 1 \\
0 & 1 & 3 & -2 & 2 \\
0 & 2 & 6 & -4 & 2
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrrr|r}
1 & 1 & -1 & 1 & 1 \\
0 & 1 & 3 & -2 & 2 \\
0 & 0 & 0 & 0 & -2
\end{array}\right]} \\
\text { 1. } \mathrm{A}_{12}(-2), \mathrm{A}_{13}(-3)
\end{gathered}
$$

The last row tells us that the system of equations has no solution (that is, it is inconsistent), since it requires

$$
0 x_{1}+0 x_{2}+0 x_{3}+0 x_{4}=-2,
$$

which is clearly impossible. The solution set to the system is thus the empty set $\emptyset$.
In the previous example, $\operatorname{rank}(A)=2$, whereas $\operatorname{rank}\left(A^{\#}\right)=3$. Thus, $\operatorname{rank}(A)<$ $\operatorname{rank}\left(A^{\#}\right)$, and the corresponding system has no solution. Next we establish that this result is true in general.

Lemma 2.5.5 Consider the $m \times n$ linear system $A \mathbf{x}=\mathbf{b}$. Let $A^{\#}$ denote the augmented matrix of the system. If $\operatorname{rank}(A)<\operatorname{rank}\left(A^{\#}\right)$, then the system is inconsistent.

Proof If $\operatorname{rank}(A)<\operatorname{rank}\left(A^{\#}\right)$, then there will be one row in the reduced row-echelon form of the augmented matrix whose first nonzero element arises in the last column. Such a row corresponds to an equation of the form

$$
0 x_{1}+0 x_{2}+\cdots+0 x_{n}=1,
$$

which has no solution. Consequently, the system is inconsistent.
Finally, we consider the case when $\operatorname{rank}(A)=\operatorname{rank}\left(A^{\#}\right)$. If $\operatorname{rank}(A)=n$, we have already seen in Lemma 2.5.3 that the system has a unique solution. We now consider an example in which $\operatorname{rank}(A)<n$.

Example 2.5.6 Determine the solution set to

$$
\begin{align*}
& 5 x_{1}-6 x_{2}+x_{3}=4, \\
& 2 x_{1}-3 x_{2}+x_{3}=1,  \tag{2.5.5}\\
& 4 x_{1}-3 x_{2}-x_{3}=5 .
\end{align*}
$$

Solution: We begin by reducing the augmented matrix of the system.

$$
\begin{gathered}
{\left[\begin{array}{rrr|r}
5 & -6 & 1 & 4 \\
2 & -3 & 1 & 1 \\
4 & -3 & -1 & 5
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrr|r}
1 & -3 & 2 & -1 \\
2 & -3 & 1 & 1 \\
4 & -3 & -1 & 5
\end{array}\right] \stackrel{\underset{\sim}{\sim}}{\sim}\left[\begin{array}{rrr|r}
1 & -3 & 2 & -1 \\
0 & 3 & -3 & 3 \\
0 & 9 & -9 & 9
\end{array}\right]} \\
\stackrel{3}{\sim}\left[\begin{array}{rrr|r}
1 & -3 & 2 & -1 \\
0 & 1 & -1 & 1 \\
0 & 9 & -9 & 9
\end{array}\right] \stackrel{4}{\sim}\left[\begin{array}{rrr|r}
1 & -3 & 2 & -1 \\
0 & 1 & -1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right] \\
\begin{array}{llll}
\text { 1. } \mathrm{A}_{31}(-1) & \text { 2. } \mathrm{A}_{12}(-2), \mathrm{A}_{13}(-4) & \text { 3. } \mathrm{M}_{2}(1 / 3) & \text { 4. } \mathrm{A}_{23}(-9)
\end{array}
\end{gathered}
$$

The augmented matrix is now in row-echelon form, and the equivalent system is

$$
\begin{array}{r}
x_{1}-3 x_{2}+2 x_{3}=-1, \\
x_{2}-x_{3}=1 . \tag{2.5.7}
\end{array}
$$

Since we have three variables, but only two equations relating them, we are free to specify one of the variables arbitrarily. The variable that we choose to specify is called a free variable or free parameter. The remaining variables are then determined by the system of equations and are called bound (or leading) variables or bound parameters. In the foregoing system, we take $x_{3}$ as the free variable and set

$$
x_{3}=t
$$

where $t$ can assume any real value. ${ }^{5}$ It follows from (2.5.7) that

$$
x_{2}=1+t .
$$

Further, from Equation (2.5.6),

$$
x_{1}=-1+3(1+t)-2 t=2+t .
$$

Thus the solution set to the given system of equations is the following subset of $\mathbb{R}^{3}$ :

$$
S=\{(2+t, 1+t, t): t \in \mathbb{R}\} .
$$

The system has an infinite number of solutions obtained by allowing the parameter $t$ to assume all real values. For example, two particular solutions of the system are

$$
(2,1,0) \quad \text { and } \quad(0,-1,-2) \text {, }
$$

corresponding to $t=0$ and $t=-2$, respectively. Note that we can also write the solution set $S$ above in the form

$$
S=\{(2,1,0)+t(1,1,1): t \in \mathbb{R}\} .
$$

Remark The geometry of the foregoing solution is as follows. The given system (2.5.5) can be interpreted as consisting of three planes in 3-space. Any solution to the system gives the coordinates of a point of intersection of the three planes. In the preceding example the planes intersect in a line whose parametric equations are

$$
x_{1}=2+t, \quad x_{2}=1+t, \quad x_{3}=t .
$$

(See Figure 2.3.1.)

[^17]In general, the solution to a consistent $m \times n$ system of linear equations may involve more than one free variable. Indeed, the number of free variables will depend on how many nonzero rows arise in any row-echelon form of the augmented matrix, $A^{\#}$, of the system; that is, it will depend on the rank of $A^{\#}$. More precisely, if $\operatorname{rank}\left(A^{\#}\right)=r^{\#}$, then the equivalent system will have only $r^{\#}$ relationships between the $n$ variables. Consequently, provided the system is consistent,

$$
\text { Number of free variables }=n-r^{\#} \text {. }
$$

We therefore have the following lemma.

Lemma 2.5.7 Consider the $m \times n$ linear system $A \mathbf{x}=\mathbf{b}$. Let $A^{\#}$ denote the augmented matrix of the system and let $r^{\#}=\operatorname{rank}\left(A^{\#}\right)$. If $r^{\#}=\operatorname{rank}(A)<n$, then the system has an infinite number of solutions, indexed by $n-r^{\#}$ free variables.

Proof As discussed before, any row-echelon equivalent system will have only $r^{\#}$ equations involving the $n$ variables, and so, there will be $n-r^{\#}>0$ free variables. If we assign arbitrary values to these free variables, then the remaining $r^{\#}$ variables will be uniquely determined, by back substitution, from the system. Since the free variables can each assume infinitely many values, in this case there are an infinite number of solutions to the system.

Example 2.5.8 Use Gaussian elimination to solve

$$
\begin{aligned}
x_{1}-2 x_{2}+2 x_{3}-x_{4} & =3, \\
3 x_{1}+x_{2}+6 x_{3}+11 x_{4} & =16, \\
2 x_{1}-x_{2}+4 x_{3}+4 x_{4} & =9 .
\end{aligned}
$$

Solution: A row-echelon form of the augmented matrix of the system is

$$
\left[\begin{array}{rrrr|r}
1 & -2 & 2 & -1 & 3 \\
0 & 1 & 0 & 2 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right],
$$

so that we have two free variables. The equivalent system is

$$
\begin{align*}
x_{1}-2 x_{2}+2 x_{3}-x_{4} & =3,  \tag{2.5.8}\\
x_{2} & +2 x_{4} \tag{2.5.9}
\end{align*}=1 .
$$

Notice that we cannot choose any two variables freely. For example, from Equation (2.5.9), we cannot specify both $x_{2}$ and $x_{4}$ independently. The bound variables should be taken as those that correspond to leading 1 s in the row-echelon form of $A^{\#}$, since these are the variables that can always be determined by back substitution (they appear as the leftmost variable in some equation of the system corresponding to the row-echelon form of the augmented matrix).

Choose as free variables those variables that do not correspond to a leading 1 in a row-echelon form of $A^{\#}$.

Applying this rule to Equations (2.5.8) and (2.5.9), we choose $x_{3}$ and $x_{4}$ as free variables and therefore set

$$
x_{3}=s, \quad x_{4}=t .
$$

It then follows from Equation (2.5.9) that

$$
x_{2}=1-2 t .
$$

Substitution into (2.5.8) yields

$$
x_{1}=5-2 s-3 t,
$$

so that the solution set to the given system is the following subset of $\mathbb{R}^{4}$ :

$$
\begin{aligned}
S & =\{(5-2 s-3 t, 1-2 t, s, t): s, t \in \mathbb{R}\} . \\
& =\{(5,1,0,0)+s(-2,0,1,0)+t(-3,-2,0,1): s, t \in \mathbb{R}\} .
\end{aligned}
$$

Lemmas 2.5.3, 2.5.5, and 2.5 .7 completely characterize the solution properties of an $m \times n$ linear system. Combining the results of these three lemmas gives the next theorem.

Theorem 2.5.9 Consider the $m \times n$ linear system $A \mathbf{x}=\mathbf{b}$. Let $r$ denote the rank of $A$, and let $r^{\#}$ denote the rank of the augmented matrix of the system. Then

1. If $r<r^{\#}$, the system is inconsistent.
2. If $r=r^{\#}$, the system is consistent and
(a) There exists a unique solution if and only if $r^{\#}=n$.
(b) There exists an infinite number of solutions if and only if $r^{\#}<n$.

## Homogeneous Linear Systems

Many of the problems that we will meet in the future will require the solution to a homogeneous system of linear equations. The general form for such a system is

$$
\begin{align*}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n} & =0, \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n} & =0, \\
& \vdots  \tag{2.5.10}\\
a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n} & =0,
\end{align*}
$$

or, in matrix form, $A \mathbf{x}=\mathbf{0}$, where $A$ is the coefficient matrix of the system and $\mathbf{0}$ denotes the $m$-vector whose elements are all zeros.

Corollary 2.5.10 The homogeneous linear system $A \mathbf{x}=\mathbf{0}$ is consistent for any coefficient matrix $A$, with a solution given by $\mathbf{x}=\mathbf{0}$.

Proof We can see immediately from (2.5.10) that if $\mathbf{x}=\mathbf{0}$, then $A \mathbf{x}=\mathbf{0}$, so $\mathbf{x}=\mathbf{0}$ is a solution to the homogeneous linear system.

Alternatively, we can deduce the consistency of this system from Theorem 2.5.9 as follows. The augmented matrix $A^{\#}$ of a homogeneous linear system only differs from that of the coefficient matrix $A$ by the addition of a column of zeros, a feature that does not affect the rank of the matrix. Consequently, for a homogeneous system, we have $\operatorname{rank}\left(A^{\#}\right)=\operatorname{rank}(A)$, and therefore, from Theorem 2.5.9, such a system is necessarily consistent.

## Remarks

1. The solution $\mathbf{x}=\mathbf{0}$ is referred to as the trivial solution. Consequently, from Theorem 2.5.9, a homogeneous system either has only the trivial solution or it has an infinite number of solutions (one of which must be the trivial solution).
2. Once more it is worth mentioning the geometric interpretation of Corollary 2.5.10 in the case of a homogeneous system with three unknowns. We can regard each equation of such a system as defining a plane. Due to the homogeneity, each plane passes through the origin, and hence, the planes intersect at least at the origin.

Often we will be interested in determining whether a given homogeneous system has an infinite number of solutions, and not in actually obtaining the solutions. The following corollary to Theorem 2.5 .9 can sometimes be used to determine by inspection whether a given homogeneous system has nontrivial solutions:

Corollary 2.5.11 A homogeneous system of $m$ linear equations in $n$ unknowns, with $m<n$, has an infinite number of solutions.

Proof Let $r$ and $r^{\#}$ be as in Theorem 2.5.9. Using the fact that $r=r^{\#}$ for a homogeneous system, we see that since $r^{\#} \leq m<n$, Theorem 2.5.9 implies that the system has an infinite number of solutions.

Remark If $m \geq n$, then we may or may not have nontrivial solutions, depending on whether the rank of the augmented matrix, $r^{\#}$, satisfies $r^{\#}<n$, or $r^{\#}=n$, respectively. We encourage the reader to construct linear systems that illustrate each of these two possibilities.

Example 2.5.12 Determine the solution set to $A \mathbf{x}=\mathbf{0}$, if $A=\left[\begin{array}{rrr}0 & 2 & 3 \\ 0 & 1 & -1 \\ 0 & 3 & 7\end{array}\right]$.
Solution: The augmented matrix of the system is

$$
\left[\begin{array}{rrr|r}
0 & 2 & 3 & 0 \\
0 & 1 & -1 & 0 \\
0 & 3 & 7 & 0
\end{array}\right],
$$

with reduced row-echelon form

$$
\left[\begin{array}{lll|l}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

The equivalent system is

$$
\begin{aligned}
& x_{2}=0 \\
& x_{3}=0 .
\end{aligned}
$$

It is tempting, but incorrect, to conclude from this that the solution to the system is $x_{1}=x_{2}=x_{3}=0$. Since $x_{1}$ does not occur in the system, it is a free variable and therefore not necessarily zero. Consequently, the correct solution to the foregoing system is $(t, 0,0)$, where $t$ is a free variable, and the solution set is $\{(t, 0,0): t \in \mathbb{R}\}$.

The linear systems that we have so far encountered have all had real coefficients, and we have considered corresponding real solutions. The techniques that we have developed for solving linear systems are also applicable to the case when our system has complex coefficients. The corresponding solutions will also be complex.

Remark In general, the simplest method of putting a leading 1 in a position that contains the complex number $a+i b$ is to multiply the corresponding row by $\frac{1}{a^{2}+b^{2}}(a-i b)$. This is illustrated in steps 1 and 4 in the next example. If difficulties are encountered, then this is an indication that consultation of Appendix A is in order.

Example 2.5.13 Determine the solution set to

Solution: We reduce the augmented matrix of the system.

$$
\begin{aligned}
& {\left[\begin{array}{ccc|c}
1+2 i & 4 & 3+i & 0 \\
2-i & 1+i & 3 & 0 \\
5 i & 7-i & 3+2 i & 0
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{ccc|c}
1 & \frac{4}{5}(1-2 i) & 1-i & 0 \\
2-i & 1+i & 3 & 0 \\
5 i & 7-i & 3+2 i & 0
\end{array}\right]} \\
& \stackrel{2}{\sim}\left[\begin{array}{cccc}
1 & \frac{4}{5}(1-2 i) \\
0 & (1+i)-\frac{4}{5}(1-2 i)(2-i) & 3-(1-i)(2-i) & 0 \\
0 & (7-i)-4 i(1-2 i) & (3+2 i)-5 i(1-i) & 0
\end{array}\right] \\
& =\left[\begin{array}{ccc|c}
1 & \frac{4}{5}(1-2 i) & 1-i & 0 \\
0 & 1+5 i & 2+3 i & 0 \\
0 & -1-5 i & -2-3 i & 0
\end{array}\right] \stackrel{3}{\sim}\left[\begin{array}{ccc|c}
1 & \frac{4}{5}(1-2 i) & 1-i-i & 0 \\
0 & 1+5 i & 2+3 i & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& \stackrel{4}{\sim}\left[\begin{array}{ccc}
1 & \frac{4}{5}(1-2 i) \\
0 & 1 & \frac{1}{26}(17-7 i) \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
\end{aligned}
$$

$$
\text { 1. } \mathrm{M}_{1}((1-2 i) / 5) \quad \text { 2. } \mathrm{A}_{12}(-(2-i)), \mathrm{A}_{13}(-5 i) \quad \text { 3. } \mathrm{A}_{23}(1) \quad \text { 4. } \mathrm{M}_{2}((1-5 i) / 26)
$$

This matrix is now in row-echelon form. The equivalent system is

$$
\begin{aligned}
x_{1}+\frac{4}{5}(1-2 i) x_{2}+\quad(1-i) x_{3} & =0, \\
x_{2}+\frac{1}{26}(17-7 i) x_{3} & =0 .
\end{aligned}
$$

There is one free variable, which we take to be $x_{3}=t$, where $t$ can assume any complex value. Applying back substitution yields

$$
\begin{gathered}
x_{2}=\frac{1}{26} t(-17+7 i) \\
x_{1}=-\frac{2}{65} t(1-2 i)(-17+7 i)-t(1-i)=-\frac{1}{65} t(59+17 i)
\end{gathered}
$$

$$
\begin{aligned}
& (1+2 i) x_{1}+\quad 4 x_{2}+(3+i) x_{3}=0, \\
& (2-i) x_{1}+(1+i) x_{2}+\quad 3 x_{3}=0 \text {, } \\
& 5 i x_{1}+(7-i) x_{2}+(3+2 i) x_{3}=0 .
\end{aligned}
$$

so that the solution set to the system is the subset of $\mathbb{C}^{3}$

$$
\left\{\left(-\frac{1}{65} t(59+17 i), \frac{1}{26} t(-17+7 i), t\right): t \in \mathbb{C}\right\} .
$$

## Exercises for 2.5

## Key Terms

Gaussian elimination, Gauss-Jordan elimination, Free variables, Bound (or leading) variables, Trivial solution.

## Skills

- Be able to solve a linear system of equations by Gaussian elimination and by Gauss-Jordan elimination.
- Be able to identify free variables and bound variables and know how they are used to construct the solution set to a linear system.
- Understand the relationship between the ranks of $A$ and $A^{\#}$, and how this affects the number of solutions to a linear system.


## True-False Review

For items (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The process by which a matrix is brought via elementary row operations to row-echelon form is known as Gauss-Jordan elimination.
(b) A homogeneous linear system of equations is always consistent.
(c) For a linear system $A \mathbf{x}=\mathbf{b}$, every column of the row-echelon form of $A$ corresponds either to a leading variable or to a free variable, but not both, of the linear system.
(d) A linear system $A \mathbf{x}=\mathbf{b}$ is consistent if and only if the last column of the row-echelon form of the augmented matrix $[A \mid \mathbf{b}]$ is not a pivoted column.
(e) A linear system is consistent if and only if there are free variables in the row-echelon form of the corresponding augmented matrix.
(f) The columns of the row-echelon form of $A^{\#}$ that contain the leading 1 s correspond to the free variables.

## Problems

For Problems 1-12, use Gaussian elimination to determine the solution set to the given system.

1. $x_{1}-5 x_{2}=3$,
$3 x_{1}-9 x_{2}=15$.
2. $4 x_{1}-x_{2}=8$,
$2 x_{1}+x_{2}=1$.
3. $7 x_{1}-3 x_{2}=5$,
$14 x_{1}-6 x_{2}=10$.
$x_{1}+2 x_{2}+x_{3}=1$,
4. $3 x_{1}+5 x_{2}+x_{3}=3$,
$2 x_{1}+6 x_{2}+7 x_{3}=1$.
$3 x_{1}-x_{2}=1$,
5. $2 x_{1}+x_{2}+5 x_{3}=4$,
$7 x_{1}-5 x_{2}-8 x_{3}=-3$.
$3 x_{1}+5 x_{2}-x_{3}=14$,
6. $x_{1}+2 x_{2}+x_{3}=3$,
$2 x_{1}+5 x_{2}+6 x_{3}=2$.
$6 x_{1}-3 x_{2}+3 x_{3}=12$,
7. $2 x_{1}-x_{2}+x_{3}=4$,
$-4 x_{1}+2 x_{2}-2 x_{3}=-8$.
$2 x_{1}-x_{2}+3 x_{3}=14$,
$3 x_{1}+x_{2}-2 x_{3}=-1$,
8. $7 x_{1}+2 x_{2}-3 x_{3}=3$,
$5 x_{1}-x_{2}-2 x_{3}=5$.
$2 x_{1}-x_{2}-4 x_{3}=5$,
9. 

$3 x_{1}+2 x_{2}-5 x_{3}=8$,
$5 x_{1}+6 x_{2}-6 x_{3}=20$,
$x_{1}+x_{2}-3 x_{3}=-3$.
$x_{1}+2 x_{2}-x_{3}+x_{4}=1$,
10. $2 x_{1}+4 x_{2}-2 x_{3}+2 x_{4}=2$,
$5 x_{1}+10 x_{2}-5 x_{3}+5 x_{4}=5$.

$$
\text { 11. } \begin{array}{r}
x_{1}+2 x_{2}-x_{3}+x_{4}=1, \\
2 x_{1}-3 x_{2}+x_{3}-x_{4}=2, \\
x_{1}-5 x_{2}+2 x_{3}-2 x_{4}=1, \\
4 x_{1}+x_{2}-x_{3}+x_{4}=3 . \\
x_{1}+2 x_{2}+x_{3}+x_{4}-2 x_{5}=3, \\
x_{3}+4 x_{4}-3 x_{5}=2, \\
\text { 12. } \begin{array}{r}
2
\end{array}, \\
2 x_{1}+4 x_{2}-x_{3}-10 x_{4}+5 x_{5}=0 .
\end{array}
$$

For Problems 13-18, use Gauss-Jordan elimination to determine the solution set to the given system.

$$
2 x_{1}-x_{2}-x_{3}=2
$$

13. $4 x_{1}+3 x_{2}-2 x_{3}=-1$,

$$
x_{1}+4 x_{2}+x_{3}=4 .
$$

$3 x_{1}+x_{2}+5 x_{3}=2$,
14. $x_{1}+x_{2}-x_{3}=1$,
$2 x_{1}+x_{2}+2 x_{3}=3$.
$x_{1}-2 x_{3}=-3$,
15. $3 x_{1}-2 x_{2}-4 x_{3}=-9$,
$x_{1}-4 x_{2}+2 x_{3}=-3$.
$2 x_{1}-x_{2}+3 x_{3}-x_{4}=3$,
16. $3 x_{1}+2 x_{2}+x_{3}-5 x_{4}=-6$,
$x_{1}-2 x_{2}+3 x_{3}+x_{4}=6$.
$x_{1}+x_{2}+x_{3}-x_{4}=4$,
17.
$x_{1}-x_{2}-x_{3}-x_{4}=2$,
$x_{1}+x_{2}-x_{3}+x_{4}=-2$,
$x_{1}-x_{2}+x_{3}+x_{4}=-8$.

$$
2 x_{1}-x_{2}+3 x_{3}+x_{4}-x_{5}=11,
$$

$$
x_{1}-3 x_{2}-2 x_{3}-x_{4}-2 x_{5}=2,
$$

18. $3 x_{1}+x_{2}-2 x_{3}-x_{4}+x_{5}=-2$,
$x_{1}+2 x_{2}+x_{3}+2 x_{4}+3 x_{5}=-3$,
$5 x_{1}-3 x_{2}-3 x_{3}+x_{4}+2 x_{5}=2$.
For Problems 19-23, determine the solution set to the system $A \mathbf{x}=\mathbf{b}$ for the given coefficient matrix $A$ and right-hand side vector $\mathbf{b}$.
19. $A=\left[\begin{array}{rrr}1 & -3 & 1 \\ 5 & -4 & 1 \\ 2 & 4 & -3\end{array}\right], \mathbf{b}=\left[\begin{array}{r}8 \\ 15 \\ -4\end{array}\right]$.
20. $A=\left[\begin{array}{rrr}1 & 0 & 5 \\ 3 & -2 & 11 \\ 2 & -2 & 6\end{array}\right], \mathbf{b}=\left[\begin{array}{l}0 \\ 2 \\ 2\end{array}\right]$.
21. $A=\left[\begin{array}{rrr}0 & 1 & -1 \\ 0 & 5 & 1 \\ 0 & 2 & 1\end{array}\right], \mathbf{b}=\left[\begin{array}{r}-2 \\ 8 \\ 5\end{array}\right]$.
22. $A=\left[\begin{array}{rrrr}1 & -1 & 0 & -1 \\ 2 & 1 & 3 & 7 \\ 3 & -2 & 1 & 0\end{array}\right], \mathbf{b}=\left[\begin{array}{l}2 \\ 2 \\ 4\end{array}\right]$.
23. $A=\left[\begin{array}{rrrr}1 & 1 & 0 & 1 \\ 3 & 1 & -2 & 3 \\ 2 & 3 & 1 & 2 \\ -2 & 3 & 5 & -2\end{array}\right], \mathbf{b}=\left[\begin{array}{r}2 \\ 8 \\ 3 \\ -9\end{array}\right]$.
24. Determine all values of the constant $k$ for which the following system has (a) no solution, (b) an infinite number of solutions, and (c) a unique solution.

$$
\begin{aligned}
& x_{1}+2 x_{2}-x_{3}=3, \\
& 2 x_{1}+5 x_{2}+x_{3}= 7, \\
& x_{1}+x_{2}-k^{2} x_{3}=-k .
\end{aligned}
$$

25. Determine all values of the constant $k$ for which the following system has (a) no solution, (b) an infinite number of solutions, and (c) a unique solution.

$$
\begin{aligned}
2 x_{1}+x_{2}-x_{3}+x_{4} & =0, \\
x_{1}+x_{2}+x_{3}-x_{4} & =0, \\
4 x_{1}+2 x_{2}-x_{3}+x_{4} & =0, \\
3 x_{1}-x_{2}+x_{3}+k x_{4} & =0 .
\end{aligned}
$$

26. Determine all values of the constants $a$ and $b$ for which the following system has (a) no solution, (b) an infinite number of solutions, and (c) a unique solution.

$$
\begin{array}{r}
x_{1}+x_{2}+x_{3}=4, \\
3 x_{1}+5 x_{2}-4 x_{3}=16, \\
2 x_{1}+3 x_{2}-a x_{3}=b .
\end{array}
$$

27. Determine all values of the constants $a$ and $b$ for which the following system has (a) no solution, (b) an infinite number of solutions, and (c) a unique solution.

$$
\begin{aligned}
x_{1}-\quad a x_{2} & =3 \\
2 x_{1}+\quad x_{2} & =6 \\
-3 x_{1}+(a+b) x_{2} & =1 .
\end{aligned}
$$

28. Show that the system

$$
\begin{aligned}
x_{1}+x_{2}+x_{3} & =y_{1} \\
2 x_{1}+3 x_{2}+x_{3} & =y_{2} \\
3 x_{1}+5 x_{2}+x_{3} & =y_{3}
\end{aligned}
$$

has an infinite number of solutions provided that $\left(y_{1}, y_{2}, y_{3}\right)$ lies on the plane with equation $y_{1}-2 y_{2}+$ $y_{3}=0$.
29. Consider the system of linear equations

$$
\begin{aligned}
& a_{11} x_{1}+a_{12} x_{2}=b_{1} \\
& a_{21} x_{1}+a_{22} x_{2}=b_{2}
\end{aligned}
$$

Define $\Delta, \Delta_{1}$, and $\Delta_{2}$ by

$$
\begin{gathered}
\Delta=a_{11} a_{22}-a_{12} a_{21} \\
\Delta_{1}=a_{22} b_{1}-a_{12} b_{2}, \Delta_{2}=a_{11} b_{2}-a_{12} b_{1}
\end{gathered}
$$

(a) Show that the given system has a unique solution if and only if $\Delta \neq 0$, and that the unique solution in this case is $x_{1}=\Delta_{1} / \Delta, x_{2}=\Delta_{2} / \Delta$.
(b) If $\Delta=0$ and $a_{11} \neq 0$, determine the conditions on $\Delta_{2}$ that would guarantee that the system has (i) no solution, (ii) an infinite number of solutions.
(c) Interpret your results in terms of intersections of straight lines.

Gaussian elimination with partial pivoting uses the following algorithm to reduce the augmented matrix:
(1) Start with augmented matrix $A^{\#}$.
(2) Determine the leftmost nonzero column.
(3) Permute rows to put the element of largest absolute value in the pivot position.
(4) Use elementary row operations to put zeros beneath the pivot position.
(5) If there are no more nonzero rows below the pivot position, go to 7 , otherwise go to 6 .
(6) Apply (2)-(5) to the submatrix consisting of the rows that lie below the pivot position.
(7) The matrix is in reduced form. ${ }^{6}$

In Problems 30-33, use the preceding algorithm to reduce $A^{\#}$ and then apply back substitution to solve the equivalent system. Technology might be useful in performing the required row operations.
30. The system in Problem 4.
31. The system in Problem 8.
32. The system in Problem 9.
33. The system in Problem 13.
34. (a) An $n \times n$ system of linear equations whose matrix of coefficients is a lower triangular matrix is called a lower triangular system. Assuming that $a_{i i} \neq 0$ for each $i$, devise a method for solving such a system that is analogous to the back substitution method.
(b) Use your method from (a) to solve

$$
\begin{aligned}
x_{1} & =2, \\
2 x_{1}-3 x_{2} & =1, \\
3 x_{1}+x_{2}-x_{3} & =8
\end{aligned}
$$

35. Find all solutions to the following nonlinear system of equations:

$$
\begin{aligned}
4 x_{1}^{3}+2 x_{2}^{2}+3 x_{3} & =12 \\
x_{1}^{3}-x_{2}^{2}+x_{3} & =2 \\
3 x_{1}^{3}+x_{2}^{2}-x_{3} & =2
\end{aligned}
$$

Does your answer contradict Theorem 2.5.9? Explain.

For Problems 36-46, determine the solution set to the given system.
$3 x_{1}+2 x_{2}-x_{3}=0$,
36. $2 x_{1}+x_{2}+x_{3}=0$,
$5 x_{1}-4 x_{2}+x_{3}=0$.
$2 x_{1}+x_{2}-x_{3}=0$,
37. $3 x_{1}-x_{2}+2 x_{3}=0$,
$x_{1}-x_{2}-x_{3}=0$,
$5 x_{1}+2 x_{2}-2 x_{3}=0$.
$2 x_{1}-x_{2}-x_{3}=0$,
38. $5 x_{1}-x_{2}+2 x_{3}=0$,
$x_{1}+x_{2}+4 x_{3}=0$.
$(1+2 i) x_{1}+(1-i) x_{2}+\quad x_{3}=0$,
39. $i x_{1}+(1+i) x_{2}-\quad i x_{3}=0$, $2 i x_{1}+\quad x_{2}+(1+3 i) x_{3}=0$.
$3 x_{1}+x_{2}+x_{3}=0$,
40.
$6 x_{1}-x_{2}+2 x_{3}=0$,
$12 x_{1}+6 x_{2}+4 x_{3}=0$.

[^18]$2 x_{1}+x_{2}-8 x_{3}=0$,
41.
$3 x_{1}-2 x_{2}-5 x_{3}=0$,
$5 x_{1}-6 x_{2}-3 x_{3}=0$,
$3 x_{1}-5 x_{2}+x_{3}=0$.

48. $A=\left[\begin{array}{cc}1-i & 2 i \\ 1+i & -2\end{array}\right]$.
49. $A=\left[\begin{array}{cc}1+i & 1-2 i \\ -1+i & 2+i\end{array}\right]$.
50. $A=\left[\begin{array}{rrr}1 & 2 & 3 \\ 2 & -1 & 0 \\ 1 & 1 & 1\end{array}\right]$.
51. $A=\left[\begin{array}{rrrr}1 & 1 & 1 & -1 \\ -1 & 0 & -1 & 2 \\ 1 & 3 & 2 & 2\end{array}\right]$.
52. 
53. $i x_{1}+\quad x_{2}+\quad i x_{3}=0$,
$(1-2 i) x_{1}-(1-i) x_{2}+(1-3 i) x_{3}=0$.
$x_{1}-x_{2}+x_{3}=0$,
$3 x_{1}-x_{3}=0$,
$5 x_{1}+x_{2}-x_{3}=0$.
$2 x_{1}-4 x_{2}+6 x_{3}=0$,
54. 

$3 x_{1}-6 x_{2}+9 x_{3}=0$,
$x_{1}-2 x_{2}+3 x_{3}=0$,
$5 x_{1}-10 x_{2}+15 x_{3}=0$.
$4 x_{1}-2 x_{2}-x_{3}-x_{4}=0$,
45. $3 x_{1}+x_{2}-2 x_{3}+3 x_{4}=0$,
$5 x_{1}-x_{2}-2 x_{3}+x_{4}=0$.
$2 x_{1}+x_{2}-x_{3}+x_{4}=0$,
46. $x_{1}+x_{2}+x_{3}-x_{4}=0$,
$3 x_{1}-x_{2}+x_{3}-2 x_{4}=0$,
$4 x_{1}+2 x_{2}-x_{3}+x_{4}=0$.

For Problems 47-57, determine the solution set to the system $A \mathbf{x}=\mathbf{0}$ for the given matrix $A$.
47. $A=\left[\begin{array}{rr}2 & -1 \\ 3 & 4\end{array}\right]$.
52. $A=\left[\begin{array}{ccc}2-3 i & 1+i & i-1 \\ 3+2 i & -1+i & -1-i \\ 5-i & 2 i & -2\end{array}\right]$.
53. $A=\left[\begin{array}{rrr}1 & 3 & 0 \\ -2 & -3 & 0 \\ 1 & 4 & 0\end{array}\right]$.
54. $A=\left[\begin{array}{rrr}1 & 0 & 3 \\ 3 & -1 & 7 \\ 2 & 1 & 8 \\ 1 & 1 & 5 \\ -1 & 1 & -1\end{array}\right]$.
55. $A=\left[\begin{array}{rrrr}1 & -1 & 0 & 1 \\ 3 & -2 & 0 & 5 \\ -1 & 2 & 0 & 1\end{array}\right]$.
56. $A=\left[\begin{array}{rrrr}1 & 0 & -3 & 0 \\ 3 & 0 & -9 & 0 \\ -2 & 0 & 6 & 0\end{array}\right]$.
57. $A=\left[\begin{array}{ccc}2+i & i & 3-2 i \\ i & 1-i & 4+3 i \\ 3-i & 1+i & 1+5 i\end{array}\right]$.

### 2.6 The Inverse of a Square Matrix

In this section, we investigate the situation when, for a given $n \times n$ matrix $A$, there exists a matrix $B$ satisfying

$$
\begin{equation*}
A B=I_{n} \quad \text { and } \quad B A=I_{n} \tag{2.6.1}
\end{equation*}
$$

and derive an efficient method for determining $B$ (when it does exist). As a possible application of the existence of such a matrix $B$, consider the $n \times n$ linear system

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} . \tag{2.6.2}
\end{equation*}
$$

Premultiplying both sides of (2.6.2) by an $n \times n$ matrix $B$ yields

$$
(B A) \mathbf{x}=B \mathbf{b}
$$

Assuming that $B A=I_{n}$, this reduces to

$$
\begin{equation*}
\mathbf{x}=B \mathbf{b} . \tag{2.6.3}
\end{equation*}
$$

Thus, we have determined a solution to the system (2.6.2) by a matrix multiplication. Of course, this depends on the existence of a matrix $B$ satisfying (2.6.1), and even if such a matrix $B$ does exist, it will turn out that using (2.6.3) to solve $n \times n$ systems is not very efficient computationally. Therefore it is generally not used in practice to solve $n \times n$ systems. However, from a theoretical point of view, a formula such as (2.6.3) is very useful. We begin the investigation by establishing that there can be at most one matrix $B$ satisfying (2.6.1) for a given $n \times n$ matrix $A$.

Theorem 2.6.1 Let $A$ be an $n \times n$ matrix. Suppose $B$ and $C$ are both $n \times n$ matrices satisfying

$$
\begin{align*}
& A B=B A=I_{n}  \tag{2.6.4}\\
& A C=C A=I_{n} \tag{2.6.5}
\end{align*}
$$

respectively. Then $B=C$.
Proof From (2.6.4), it follows that

$$
C=C I_{n}=C(A B) .
$$

That is,

$$
C=(C A) B=I_{n} B=B,
$$

where we have used (2.6.5) to replace $C A$ by $I_{n}$ in the second step.
Since the identity matrix $I_{n}$ plays the role of the number 1 in the multiplication of matrices, the properties given in (2.6.1) are the analogs for matrices of the properties

$$
x x^{-1}=1, \quad x^{-1} x=1,
$$

which hold for all (nonzero) numbers $x$. It is therefore natural to denote the matrix $B$ in (2.6.1) by $A^{-1}$ and to call it the inverse of $A$. The following definition introduces the appropriate terminology.

## DEFINITION 2.6.2

Let $A$ be an $n \times n$ matrix. If there exists an $n \times n$ matrix $A^{-1}$ satisfying

$$
A A^{-1}=A^{-1} A=I_{n},
$$

then we call $A^{-1}$ the matrix inverse to $A$, or just the inverse of $A$. We say that $A$ is invertible if $A^{-1}$ exists.

Invertible matrices are sometimes called nonsingular, while matrices that are not invertible are sometimes called singular.

Remark It is important to realize that $A^{-1}$ denotes the matrix that satisfies

$$
A A^{-1}=A^{-1} A=I_{n} .
$$

It does not mean $\frac{1}{A}$, which has no meaning whatsoever.

Example 2.6.3 If $A=\left[\begin{array}{lll}1 & -1 & 2 \\ 2 & -3 & 3 \\ 1 & -1 & 1\end{array}\right]$, verify that $B=\left[\begin{array}{rrr}0 & -1 & 3 \\ 1 & -1 & 1 \\ 1 & 0 & -1\end{array}\right]$ is the inverse of $A$.
Solution: By direct multiplication, we find that

$$
A B=\left[\begin{array}{lll}
1 & -1 & 2 \\
2 & -3 & 3 \\
1 & -1 & 1
\end{array}\right]\left[\begin{array}{rrr}
0 & -1 & 3 \\
1 & -1 & 1 \\
1 & 0 & -1
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=I_{3}
$$

and

$$
B A=\left[\begin{array}{rrr}
0 & -1 & 3 \\
1 & -1 & 1 \\
1 & 0 & -1
\end{array}\right]\left[\begin{array}{lll}
1 & -1 & 2 \\
2 & -3 & 3 \\
1 & -1 & 1
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=I_{3} .
$$

Consequently, (2.6.1) is satisfied, and hence, $B$ is indeed the inverse of $A$. We therefore write

$$
A^{-1}=\left[\begin{array}{rrr}
0 & -1 & 3 \\
1 & -1 & 1 \\
1 & 0 & -1
\end{array}\right] .
$$

As we will see throughout this text, invertible matrices are of tremendous theoretical importance. The next example, which is more theoretical in nature, aims to focus the reader's attention on checking the requirement in Definition 2.6 . 2 for two matrices to be inverses of one another.

Example 2.6.4 Suppose $A$ is an $n \times n$ matrix such that $A^{3}=0_{n}$. Verify that $I_{n}-2 A$ is invertible and that

$$
\left(I_{n}-2 A\right)^{-1}=I_{n}+2 A+4 A^{2} .
$$

Solution: We should be careful not to write the expression $\left(I_{n}-2 A\right)^{-1}$ prematurely, since we must first establish that $I_{n}-2 A$ is indeed invertible. To do this, we use properties of the identity matrix to observe that

$$
\begin{aligned}
\left(I_{n}-2 A\right)\left(I_{n}+2 A+4 A^{2}\right) & =I_{n}+2 A+4 A^{2}-2 A-4 A^{2}-8 A^{3} \\
& =I_{n}+2 A+4 A^{2}-2 A-4 A^{2} \\
& =I_{n},
\end{aligned}
$$

and

$$
\begin{aligned}
\left(I_{n}+2 A+4 A^{2}\right)\left(I_{n}-2 A\right) & =I_{n}-2 A+2 A-4 A^{2}+4 A^{2}-8 A^{3} \\
& =I_{n}-2 A+2 A-4 A^{2}+4 A^{2} \\
& =I_{n},
\end{aligned}
$$

which shows that $I_{n}+2 A+4 A^{2}$ satisfies the requirements of $\left(I_{n}-2 A\right)^{-1}$ set forth in Definition 2.6.2.

We now return to the $n \times n$ system of equations (2.6.2).
Theorem 2.6.5 If $A^{-1}$ exists, then the $n \times n$ system of linear equations

$$
A \mathbf{x}=\mathbf{b}
$$

has the unique solution

$$
\mathbf{x}=A^{-1} \mathbf{b}
$$

for every $\mathbf{b}$ in $\mathbb{R}^{n}$.
Proof We can verify by direct substitution that $\mathbf{x}=A^{-1} \mathbf{b}$ is indeed a solution to the linear system. To see why this solution is unique, observe that for any solution $\mathbf{x}_{1}$ to the system $A \mathbf{x}=\mathbf{b}$, we have $A \mathbf{x}_{1}=\mathbf{b}$. Premultiplying both sides by $A^{-1}$ and using the fact that $A^{-1} A=I_{n}$, we conclude that $\mathbf{x}_{1}=A^{-1} \mathbf{b}$.

Our next theorem establishes when $A^{-1}$ exists, and it also uncovers an efficient method for computing $A^{-1}$.

Theorem 2.6.6 $\operatorname{An} n \times n$ matrix $A$ is invertible if and only if $\operatorname{rank}(A)=n$.
Proof If $A^{-1}$ exists, then by Theorem 2.6.5, any $n \times n$ linear system $A \mathbf{x}=\mathbf{b}$ has a unique solution. Hence, Theorem 2.5.9 implies that $\operatorname{rank}(A)=n$.

Conversely, suppose $\operatorname{rank}(A)=n$. We must establish that there exists an $n \times n$ matrix $X$ satisfying

$$
A X=I_{n}=X A .
$$

Let $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ denote the column vectors of the identity matrix $I_{n}$. Since $\operatorname{rank}(A)=n$, Theorem 2.5.9 implies that each of the linear systems

$$
\begin{equation*}
A \mathbf{x}_{i}=\mathbf{e}_{i}, \quad i=1,2, \ldots, n \tag{2.6.6}
\end{equation*}
$$

has a unique solution ${ }^{7} \mathbf{x}_{i}$. Consequently, if we let $X=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]$, where $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ are the unique solutions of the systems in (2.6.6), then

$$
A\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]=\left[A \mathbf{x}_{1}, A \mathbf{x}_{2}, \ldots, A \mathbf{x}_{n}\right]=\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right] ;
$$

that is,

$$
\begin{equation*}
A X=I_{n} . \tag{2.6.7}
\end{equation*}
$$

We must also show that, for the same matrix $X$,

$$
X A=I_{n} .
$$

Postmultiplying both sides of (2.6.7) by $A$ yields

$$
(A X) A=A .
$$

That is,

$$
\begin{equation*}
A\left(X A-I_{n}\right)=0_{n} . \tag{2.6.8}
\end{equation*}
$$

We claim that $X A-I_{n}=0_{n}$. To see this, let $\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{n}$ denote the column vectors of the $n \times n$ matrix $X A-I_{n}$. Equating corresponding column vectors on either side of (2.6.8) implies that

$$
\begin{equation*}
A \mathbf{y}_{i}=\mathbf{0}, \quad i=1,2, \ldots, n . \tag{2.6.9}
\end{equation*}
$$

But, by assumption, $\operatorname{rank}(A)=n$, and so each of the systems in (2.6.9) has a unique solution that, since the systems are homogeneous, must be the trivial solution. Consequently,

[^19]each $\mathbf{y}_{i}$ is the zero vector, and thus
$$
X A-I_{n}=0_{n} .
$$

Therefore,

$$
\begin{equation*}
X A=I_{n} . \tag{2.6.10}
\end{equation*}
$$

Equations (2.6.7) and (2.6.10) imply that $X=A^{-1}$.
We now have the following converse to Theorem 2.6.5.

Corollary 2.6.7 Let $A$ be an $n \times n$ matrix. If $A \mathbf{x}=\mathbf{b}$ has a unique solution for some column $n$-vector $\mathbf{b}$, then $A^{-1}$ exists.

Proof If $A \mathbf{x}=\mathbf{b}$ has a unique solution, then from Theorem 2.5.9, $\operatorname{rank}(A)=n$, and so from the previous theorem, $A^{-1}$ exists.

Remark In particular, the above corollary tells us that if the homogeneous linear system $A \mathbf{x}=\mathbf{0}$ has only the trivial solution $\mathbf{x}=\mathbf{0}$, then $A^{-1}$ exists.

Other criteria for deciding whether or not an $n \times n$ matrix $A$ has an inverse will be developed in the next several chapters, but our goal at present is to develop a method for finding $A^{-1}$, should it exist.

Assuming that rank $(A)=n$, let $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ denote the column vectors of $A^{-1}$. Then, from (2.6.6), these column vectors can be obtained by solving each of the $n \times n$ systems

$$
A \mathbf{x}_{i}=\mathbf{e}_{i}, \quad i=1,2, \ldots, n
$$

As we now show, some computation can be saved if we employ the Gauss-Jordan method in solving these systems. We first illustrate the method when $n=3$. In this case, from (2.6.6), the column vectors of $A^{-1}$ are determined by solving the three linear systems

$$
A \mathbf{x}_{1}=\mathbf{e}_{1}, \quad A \mathbf{x}_{2}=\mathbf{e}_{2}, \quad A \mathbf{x}_{3}=\mathbf{e}_{3} .
$$

The augmented matrices of these systems can be written as

$$
\left[\begin{array}{l|l}
\mathbf{A} & 1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{l|l}
\mathbf{A} & 0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l|l}
\mathbf{A} & 0 \\
0 \\
1
\end{array}\right]
$$

respectively. Furthermore, $\operatorname{since} \operatorname{rank}(A)=3$ by assumption, the reduced row-echelon form of $A$ is $I_{3}$. Consequently, using elementary row operations to reduce the augmented matrix of the first system to reduced row-echelon form will yield, schematically,

$$
\left[\begin{array}{l|l}
\mathbf{A} & 0 \\
0 \\
0
\end{array}\right] \sim \underset{\operatorname{ERO} O}{\sim} \sim\left[\begin{array}{lll|l}
1 & 0 & 0 & a_{1} \\
0 & 1 & 0 & a_{2} \\
0 & 0 & 1 & a_{3}
\end{array}\right],
$$

which implies that the first column vector of $A^{-1}$ is

$$
\mathbf{x}_{1}=\left[\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right]
$$

Similarly, for the second system, the reduction

$$
\left[\begin{array}{l|l}
\mathbf{A} & 0 \\
1 \\
0
\end{array}\right] \sim \text { ERỌ } \sim\left[\begin{array}{lll|l}
1 & 0 & 0 & b_{1} \\
0 & 1 & 0 & b_{2} \\
0 & 0 & 1 & b_{3}
\end{array}\right]
$$

implies that the second column vector of $A^{-1}$ is

$$
\mathbf{x}_{2}=\left[\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right]
$$

Finally, for the third system, the reduction

$$
\left[\begin{array}{l|l}
\mathbf{A} & 0 \\
0 \\
1
\end{array}\right] \sim \text { EROO } \sim\left[\begin{array}{lll|l}
1 & 0 & 0 & c_{1} \\
0 & 1 & 0 & c_{2} \\
0 & 0 & 1 & c_{3}
\end{array}\right]
$$

implies that the third column vector of $A^{-1}$ is

$$
\mathbf{x}_{3}=\left[\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right]
$$

Consequently,

$$
A^{-1}=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right]=\left[\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right]
$$

The key point to notice is that in solving for $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$ we use the same elementary row operations to reduce $A$ to $I_{3}$. We can therefore save a significant amount of work by combining the foregoing operations as follows:

$$
\left[\begin{array}{l|lll}
\mathbf{A} & \left.\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \sim \text { ERO } \sim\left[\begin{array}{lll|lll}
1 & 0 & 0 & a_{1} & b_{1} & c_{1} \\
0 & 1 & 0 & a_{2} & b_{2} & c_{2} \\
0 & 0 & 1 & a_{3} & b_{3} & c_{3}
\end{array}\right] . . . . . . ~
\end{array}\right.
$$

The generalization to the $n \times n$ case is immediate. We form the $n \times 2 n$ matrix $\left[A \mid I_{n}\right]$ and reduce $A$ to $I_{n}$ using elementary row operations. Schematically,

$$
\left[A \mid I_{n}\right] \sim \text { ERO } \sim\left[I_{n} \mid A^{-1}\right] .
$$

This method of finding $A^{-1}$ is called the Gauss-Jordan technique.
Remark Notice that if we are given an $n \times n$ matrix $A$, we likely will not know from the outset whether $\operatorname{rank}(A)=n$, and hence, we will not know whether $A^{-1}$ exists. However, if at any stage in the row reduction of $\left[A \mid I_{n}\right]$ we find that $\operatorname{rank}(A)<n$, then it will follow from Theorem 2.6.6 that $A$ is not invertible.

Example 2.6.8 Find $A^{-1}$ if $A=\left[\begin{array}{rrr}1 & 1 & 3 \\ 0 & 1 & 2 \\ 3 & 5 & -1\end{array}\right]$.

Solution: Using the Gauss-Jordan technique we proceed as follows.

$$
\begin{aligned}
& {\left[\begin{array}{rrr|rrr}
1 & 1 & 3 & 1 & 0 & 0 \\
0 & 1 & 2 & 0 & 1 & 0 \\
3 & 5 & -1 & 0 & 0 & 1
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrr|rrr}
1 & 1 & 3 & 1 & 0 & 0 \\
0 & 1 & 2 & 0 & 1 & 0 \\
0 & 2 & -10 & -3 & 0 & 1
\end{array}\right]} \\
& \quad \stackrel{2}{\sim}\left[\begin{array}{rrrr|rrr}
1 & 0 & 1 & 1 & -1 & 0 \\
0 & 1 & 2 & 0 & 1 & 0 \\
0 & 0 & -14 & -3 & -2 & 1
\end{array}\right] \stackrel{3}{\sim}\left[\begin{array}{rrr|rrr}
1 & 0 & 1 & 1 & -1 & 0 \\
0 & 1 & 2 & 0 & 1 & 0 \\
0 & 0 & 1 & \frac{3}{14} & \frac{1}{7} & -\frac{1}{14}
\end{array}\right] \\
& \stackrel{4}{\sim}\left[\begin{array}{rrr|rrr}
1 & 0 & 0 & \frac{11}{14} & -\frac{8}{7} & \frac{1}{14} \\
0 & 1 & 0 & -\frac{3}{7} & \frac{5}{7} & \frac{1}{7} \\
0 & 0 & 1 & \frac{3}{14} & \frac{1}{7} & -\frac{1}{14}
\end{array}\right]
\end{aligned}
$$

Thus,

$$
A^{-1}=\left[\begin{array}{rrr}
\frac{11}{14} & -\frac{8}{7} & \frac{1}{14} \\
-\frac{3}{7} & \frac{5}{7} & \frac{1}{7} \\
\frac{3}{14} & \frac{1}{7} & -\frac{1}{14}
\end{array}\right] .
$$

We leave it as an exercise to confirm that $A A^{-1}=A^{-1} A=I_{3}$.

1. $\mathrm{A}_{13}(-3)$
2. $\mathrm{A}_{21}(-1), \mathrm{A}_{23}(-2)$
3. $\mathrm{M}_{3}(-1 / 14)$
4. $\mathrm{A}_{31}(-1), \mathrm{A}_{32}(-2)$

Example 2.6.9 Continuing the previous example, use $A^{-1}$ to solve the system

$$
\begin{aligned}
x_{1}+x_{2}+3 x_{3} & =2 \\
x_{2}+2 x_{3} & =1 \\
3 x_{1}+5 x_{2}-x_{3} & =4
\end{aligned}
$$

Solution: The system can be written as

$$
A \mathbf{x}=\mathbf{b}
$$

where $A$ is the matrix in the previous example, and $\mathbf{b}=\left[\begin{array}{l}2 \\ 1 \\ 4\end{array}\right]$. Since $A$ is invertible, the system has a unique solution that can be written as $\mathbf{x}=A^{-1} \mathbf{b}$. Thus, from the previous example we have

$$
\mathbf{x}=\left[\begin{array}{rrr}
\frac{11}{14} & -\frac{8}{7} & \frac{1}{14} \\
-\frac{3}{7} & \frac{5}{7} & \frac{1}{7} \\
\frac{3}{14} & \frac{1}{7} & -\frac{1}{14}
\end{array}\right]\left[\begin{array}{l}
2 \\
1 \\
4
\end{array}\right]=\left[\begin{array}{c}
\frac{5}{7} \\
\frac{3}{7} \\
\frac{2}{7}
\end{array}\right]
$$

Consequently, $x_{1}=\frac{5}{7}, x_{2}=\frac{3}{7}$, and $x_{3}=\frac{2}{7}$, so that the solution to the system is $\left(\frac{5}{7}, \frac{3}{7}, \frac{2}{7}\right)$.

We now return to more theoretical information pertaining to the inverse of a matrix.

## Properties of the Inverse

The inverse of an $n \times n$ matrix satisfies the properties stated in the following theorem, which should be committed to memory:

Theorem 2.6.10 Let $A$ and $B$ be invertible $n \times n$ matrices. Then

1. $A^{-1}$ is invertible and $\left(A^{-1}\right)^{-1}=A$.
2. $A B$ is invertible and $(A B)^{-1}=B^{-1} A^{-1}$.
3. $A^{T}$ is invertible and $\left(A^{T}\right)^{-1}=\left(A^{-1}\right)^{T}$.

Proof The proof of each result consists of verifying that the appropriate matrix products yield the identity matrix.

1. We must verify that

$$
A^{-1} A=I_{n} \quad \text { and } \quad A A^{-1}=I_{n}
$$

Both of these follow directly from Definition 2.6.2.
2. We must verify that

$$
(A B)\left(B^{-1} A^{-1}\right)=I_{n} \quad \text { and } \quad\left(B^{-1} A^{-1}\right)(A B)=I_{n} .
$$

We establish the first equality, leaving the second equation as an exercise. We have

$$
(A B)\left(B^{-1}\right)\left(A^{-1}\right)=A\left(B B^{-1}\right) A^{-1}=A I_{n} A^{-1}=A A^{-1}=I_{n} .
$$

3. We must verify that

$$
A^{T}\left(A^{-1}\right)^{T}=I_{n} \quad \text { and } \quad\left(A^{-1}\right)^{T} A^{T}=I_{n} .
$$

Again, we prove the first part, leaving the second part as an exercise. First recall from Theorem 2.2.23 that $A^{T} B^{T}=(B A)^{T}$. Using this property with $B=A^{-1}$ yields

$$
A^{T}\left(A^{-1}\right)^{T}=\left(A^{-1} A\right)^{T}=I_{n}^{T}=I_{n}
$$

The proof of (2) above can easily be extended to a statement about invertibility of a product of an arbitrary finite number of matrices. More precisely, we have the following.

Corollary 2.6.11 Let $A_{1}, A_{2}, \ldots, A_{k}$ be invertible $n \times n$ matrices. Then $A_{1} A_{2} \cdots A_{k}$ is invertible, and

$$
\left(A_{1} A_{2} \cdots A_{k}\right)^{-1}=A_{k}^{-1} A_{k-1}^{-1} \cdots A_{1}^{-1}
$$

Proof The proof is left as an exercise (Problem 32).

## Some Further Theoretical Results

Finally in this section, we establish two results that will be required in Section 2.7 and also in one of the proofs that arises in Section 3.2.

Let $A$ and $B$ be $n \times n$ matrices. If $A B=I_{n}$, then both $A$ and $B$ are invertible and $B=A^{-1}$.

Corollary 2.6.13 Let $A$ and $B$ be $n \times n$ matrices. If $A B$ is invertible, then both $A$ and $B$ are invertible.
Proof If we let $C=B(A B)^{-1}$ and $D=A B$, then

$$
A C=A B(A B)^{-1}=D D^{-1}=I_{n} .
$$

It follows from Theorem 2.6.12 that $A$ is invertible. Similarly, if we let $C=(A B)^{-1} A$, then

$$
C B=(A B)^{-1} A B=I_{n} .
$$

Once more we can apply Theorem 2.6 .12 to conclude that $B$ is invertible.

## Exercises for 2.6

## Key Terms

Inverse, Invertible, Singular, Nonsingular, Gauss-Jordan technique.

## Skills

- Be able to check directly whether or not two matrices $A$ and $B$ are inverses of each other.
- Be able to find the inverse of an invertible matrix via the Gauss-Jordan technique.
- Be able to use the inverse of a coefficient matrix of a linear system in order to solve the system.
- Know the basic properties related to how the inverse operation behaves with respect to itself, multiplication, and transpose (Theorem 2.6.10).


## True-False Review

For items (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) An invertible matrix is also known as a singular matrix.
(b) Every square matrix that does not contain a row of zeros is invertible.

[^20](c) A linear system $A \mathbf{x}=\mathbf{b}$ with an $n \times n$ invertible coefficient matrix $A$ has a unique solution.
(d) If $A$ is a matrix such that there exists a matrix $B$ with $A B=I_{n}$, then $A$ is invertible.
(e) If $A$ and $B$ are invertible $n \times n$ matrices, then so is $A+B$.
(f) If $A$ and $B$ are invertible $n \times n$ matrices, then so is $A B$.
(g) If $A$ is an invertible matrix such that $A^{2}=A$, then $A$ is the identity matrix.
(h) If $A$ is an $n \times n$ invertible matrix and $B$ and $C$ are $n \times n$ matrices such that $A B=A C$, then $B=C$.
(i) If $A$ is a $5 \times 5$ matrix of rank 4 , then $A$ is not invertible.
(j) If $A$ is a $6 \times 6$ matrix of rank 6 , then $A$ is invertible.

## Problems

For Problems $1-4$, verify by direct multiplication that the given matrices are inverses of one another.

1. $A=\left[\begin{array}{ll}4 & 9 \\ 3 & 7\end{array}\right], A^{-1}=\left[\begin{array}{rr}7 & -9 \\ -3 & 4\end{array}\right]$.
2. $A=\left[\begin{array}{ll}2 & -1 \\ 3 & -1\end{array}\right], A^{-1}=\left[\begin{array}{ll}-1 & 1 \\ -3 & 2\end{array}\right]$.
3. $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right], A^{-1}=\frac{1}{a d-b c}\left[\begin{array}{rr}d & -b \\ -c & a\end{array}\right]$,
provided $a d-b c \neq 0$.
4. $A=\left[\begin{array}{lll}3 & 5 & 1 \\ 1 & 2 & 1 \\ 2 & 6 & 7\end{array}\right], A^{-1}=\left[\begin{array}{rrr}8 & -29 & 3 \\ -5 & 19 & -2 \\ 2 & -8 & 1\end{array}\right]$.

For Problems 5-18, determine $A^{-1}$, if possible, using the Gauss-Jordan method. If $A^{-1}$ exists, check your answer by verifying that $A A^{-1}=I_{n}$.
5. $A=\left[\begin{array}{ll}1 & 2 \\ 1 & 3\end{array}\right]$.
6. $A=\left[\begin{array}{cc}1 & 1+i \\ 1-i & 1\end{array}\right]$.
7. $A=\left[\begin{array}{cr}1 & -i \\ -1+i & 2\end{array}\right]$.
8. $A=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]$.
9. $A=\left[\begin{array}{rrc}1 & -1 & 2 \\ 2 & 1 & 11 \\ 4 & -3 & 10\end{array}\right]$.
10. $A=\left[\begin{array}{lll}3 & 5 & 1 \\ 1 & 2 & 1 \\ 2 & 6 & 7\end{array}\right]$.
11. $A=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 2\end{array}\right]$.
12. $A=\left[\begin{array}{rrr}4 & 2 & -13 \\ 2 & 1 & -7 \\ 3 & 2 & 4\end{array}\right]$.
13. $A=\left[\begin{array}{rrr}1 & 2 & -3 \\ 2 & 6 & -2 \\ -1 & 1 & 4\end{array}\right]$.
14. $A=\left[\begin{array}{ccc}1 & i & 2 \\ 1+i & -1 & 2 i \\ 2 & 2 i & 5\end{array}\right]$.
15. $A=\left[\begin{array}{rrr}2 & 1 & 3 \\ 1 & -1 & 2 \\ 3 & 3 & 4\end{array}\right]$.
16. $A=\left[\begin{array}{rrrr}1 & -1 & 2 & 3 \\ 2 & 0 & 3 & -4 \\ 3 & -1 & 7 & 8 \\ 1 & 0 & 3 & 5\end{array}\right]$.
17. $A=\left[\begin{array}{rrrr}0 & -2 & -1 & -3 \\ 2 & 0 & 2 & 1 \\ 1 & -2 & 0 & 2 \\ 3 & -1 & -2 & 0\end{array}\right]$.
18. $A=\left[\begin{array}{llll}1 & 2 & 0 & 0 \\ 3 & 4 & 0 & 0 \\ 0 & 0 & 5 & 6 \\ 0 & 0 & 7 & 8\end{array}\right]$.
19. Let $A=\left[\begin{array}{rrr}-1 & -2 & 3 \\ -1 & 1 & 1 \\ -1 & -2 & -1\end{array}\right]$. Find the third column vector of $A^{-1}$ without determining the other columns of the inverse matrix.
20. Let $A=\left[\begin{array}{rrr}2 & -1 & 4 \\ 5 & 1 & 2 \\ 1 & -1 & 3\end{array}\right]$. Find the second column vector of $A^{-1}$ without determining the other columns of the inverse matrix.

For Problems 21-26, use $A^{-1}$ to find the solution to the given system.
21.

$$
\begin{aligned}
& 6 x_{1}+20 x_{2}=-8 \\
& 2 x_{1}+7 x_{2}=2
\end{aligned}
$$

22. 

$x_{1}+3 x_{2}=1$,
$2 x_{1}+5 x_{2}=3$.
$x_{1}+x_{2}-2 x_{3}=-2$,
23. $x_{2}+x_{3}=3$,

$$
2 x_{1}+4 x_{2}-3 x_{3}=1
$$

24. 

$$
x_{1}-2 i x_{2}=2
$$

$$
(2-i) x_{1}+4 i x_{2}=-i
$$

$3 x_{1}+4 x_{2}+5 x_{3}=1$,
25. $2 x_{1}+10 x_{2}+x_{3}=1$,
$4 x_{1}+x_{2}+8 x_{3}=1$.
$x_{1}+x_{2}+2 x_{3}=12$,
26. $x_{1}+2 x_{2}-x_{3}=24$,
$2 x_{1}-x_{2}+x_{3}=-36$.
An $n \times n$ matrix $A$ is called orthogonal if $A^{T}=A^{-1}$. For Problems 27-30, show that the given matrices are orthogonal.
27. $A=\left[\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right]$.
28. $A=\left[\begin{array}{cc}\sqrt{3} / 2 & 1 / 2 \\ -1 / 2 & \sqrt{3} / 2\end{array}\right]$.
29. $A=\left[\begin{array}{rr}\cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha\end{array}\right]$.
30. $A=\frac{1}{1+2 x^{2}}\left[\begin{array}{ccc}1 & -2 x & 2 x^{2} \\ 2 x & 1-2 x^{2} & -2 x \\ 2 x^{2} & 2 x & 1\end{array}\right]$.
31. Complete the proof of Theorem 2.6 .10 by verifying the remaining properties in parts (2) and (3).
32. Prove Corollary 2.6.11.

For Problems 33-34, use properties of the inverse to prove the given statement.
33. If $A$ is an $n \times n$ invertible skew-symmetric matrix, then $A^{-1}$ is skew-symmetric.
34. If $A$ is an $n \times n$ invertible symmetric matrix, then $A^{-1}$ is symmetric.
35. Let $A$ be an $n \times n$ matrix with $A^{12}=0$. Prove that $I_{n}-A^{3}$ is invertible with

$$
\left(I_{n}-A^{3}\right)^{-1}=I_{n}+A^{3}+A^{6}+A^{9}
$$

36. Let $A$ be an $n \times n$ matrix with $A^{4}=0$. Prove that $I_{n}-A$ is invertible with

$$
\left(I_{n}-A\right)^{-1}=I_{n}+A+A^{2}+A^{3} .
$$

37. Suppose the inverse of the matrix $A^{5}$ is $B^{3}$. What is the inverse of $A^{15}$ ? Prove your answer.
38. Suppose the inverse of the matrix $A^{3}$ is $B^{-1}$. What is the inverse of $A^{9}$ ? Prove your answer.
39. Prove that if $A, B, C$ are $n \times n$ matrices satisfying $B A=I_{n}$ and $A C=I_{n}$, then $B=C$.
40. If $A, B, C$ are $n \times n$ matrices satisfying $B A=I_{n}$ and $C A=I_{n}$, does it follow that $B=C$ ? Justify your answer.
41. Consider the general $2 \times 2$ matrix

$$
A=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]
$$

and let $\Delta=a_{11} a_{22}-a_{12} a_{21}$ with $a_{11} \neq 0$. Show that if $\Delta \neq 0$,

$$
A^{-1}=\frac{1}{\Delta}\left[\begin{array}{rr}
a_{22} & -a_{12} \\
-a_{21} & a_{11}
\end{array}\right]
$$

The quantity $\Delta$ defined above is referred to as the determinant of $A$. We will investigate determinants in more detail in the next chapter.
42. Let $A$ be an $n \times n$ matrix, and suppose that we have to solve the $p$ linear systems

$$
A \mathbf{x}_{i}=\mathbf{b}_{i}, \quad i=1,2, \ldots, p
$$

where the $\mathbf{b}_{i}$ are given. Devise an efficient method for solving these systems.
43. Use your method from the previous problem to solve the three linear systems

$$
A \mathbf{x}_{i}=\mathbf{b}_{i}, \quad i=1,2,3
$$

if

$$
\begin{gathered}
A=\left[\begin{array}{rrr}
1 & -1 & 1 \\
2 & -1 & 4 \\
1 & 1 & 6
\end{array}\right], \mathbf{b}_{1}=\left[\begin{array}{r}
1 \\
1 \\
-1
\end{array}\right], \\
\mathbf{b}_{2}=\left[\begin{array}{r}
-1 \\
2 \\
5
\end{array}\right], \mathbf{b}_{3}=\left[\begin{array}{l}
2 \\
3 \\
2
\end{array}\right] .
\end{gathered}
$$

44. Let $A$ be an $m \times n$ matrix with $m \leq n$.
(a) If $\operatorname{rank}(A)=m$, prove that there exists a matrix $B$ satisfying $A B=I_{m}$. Such a matrix is called a right inverse of $A$.
(b) If $A=\left[\begin{array}{lll}1 & 3 & 1 \\ 2 & 7 & 4\end{array}\right]$, determine all right inverses of $A$.
$\diamond$ For Problems 45-46, reduce the matrix [ $A I_{n}$ ] to reduced row-echelon form and thereby determine, if possible, the inverse of $A$.
45. $A=\left[\begin{array}{rrr}5 & 9 & 17 \\ 7 & 21 & 13 \\ 27 & 16 & 8\end{array}\right]$.
46. $A$ is a randomly generated $4 \times 4$ matrix.
$\diamond$ For Problems 47-49, use built-in functions of some form of technology to determine $\operatorname{rank}(A)$ and, if possible, $A^{-1}$.
47. $A=\left[\begin{array}{rrr}3 & 5 & -7 \\ 2 & 5 & 9 \\ 13 & -11 & 22\end{array}\right]$.
48. $A=\left[\begin{array}{rrrr}7 & 13 & 15 & 21 \\ 9 & -2 & 14 & 23 \\ 17 & -27 & 22 & 31 \\ 19 & -42 & 21 & 33\end{array}\right]$.
49. $A$ is a randomly generated $5 \times 5$ matrix.
50. $\diamond$ For the system in Problem 25, determine $A^{-1}$ and use it to solve the system.
51. $\diamond$ Consider the $n \times n$ Hilbert matrix

$$
H_{n}=\left[\frac{1}{i+j-1}\right], \quad 1 \leq i, j \leq n
$$

(a) Determine $H_{4}$ and show that it is invertible.
(b) Find $H_{4}^{-1}$ and use it to solve $H_{4} \mathbf{x}=\mathbf{b}$ if $\mathbf{b}=$ $[2,-1,3,5]^{T}$.

### 2.7 Elementary Matrices and the LU Factorization

We now introduce some matrices that can be used to perform elementary row operations on a matrix. Although they are of limited computational use, they do play a significant role in linear algebra and its applications.

## DEFINITION <br> 2.7.1

Any matrix obtained by performing a single elementary row operation on the identity matrix is called an elementary matrix.

In particular, an elementary matrix is always a square matrix. In general we will denote elementary matrices by $E$. If we are describing a specific elementary matrix, then in keeping with the notation introduced previously for elementary row operations, we will use the following notation for the three types of elementary matrices:

Type 1: $\mathrm{P}_{i j}$ — permute rows $i$ and $j$ in $I_{n}$
Type 2: $\mathrm{M}_{i}(k)$ - multiply row $i$ of $I_{n}$ by the nonzero scalar $k$
Type 3: $\mathrm{A}_{i j}(k)$ - add $k$ times row $i$ of $I_{n}$ to row $j$ of $I_{n}$
Example 2.7.2 Write all $2 \times 2$ elementary matrices.
Solution: From Definition 2.7.1 and using the notation introduced above, we have

1. Permutation matrix: $\quad \mathrm{P}_{12}=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$.
2. Scaling matrices:

$$
\mathbf{M}_{1}(k)=\left[\begin{array}{cc}
k & 0 \\
0 & 1
\end{array}\right], \quad \mathbf{M}_{2}(k)=\left[\begin{array}{cc}
1 & 0 \\
0 & k
\end{array}\right] .
$$

3. Row combinations: $\quad \mathrm{A}_{12}(k)=\left[\begin{array}{cc}1 & 0 \\ k & 1\end{array}\right], \quad \mathrm{A}_{21}(k)=\left[\begin{array}{cc}1 & k \\ 0 & 1\end{array}\right]$.

We leave it as an exercise to verify that the $n \times n$ elementary matrices have the following structure:
$\mathrm{P}_{i j}$ : ones along main diagonal except $(i, i)$ and $(j, j)$, ones in the $(i, j)$ and $(j, i)$ positions, and zeros elsewhere
$\mathrm{M}_{i}(k)$ : the diagonal matrix $\operatorname{diag}(1,1, \ldots, k, \ldots, 1)$, where $k$ appears in the $(i, i)$ position
$\mathrm{A}_{i j}(k)$ : ones along the main diagonal, $k$ in the $(j, i)$ position, and zeros elsewhere.
One of the key points to note about elementary matrices is the following:

Premultiplying an $n \times p$ matrix $A$ by an $n \times n$ elementary matrix $E$ has the effect of performing the corresponding elementary row operation on $A$.

Rather than proving this statement, which we leave as an exercise, we illustrate with an example.

Example 2.7.3 If $A=\left[\begin{array}{rrr}-1 & 6 & -4 \\ 2 & -8 & -1\end{array}\right]$, then for example,

$$
\mathrm{M}_{1}(k) A=\left[\begin{array}{ll}
k & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{rrr}
-1 & 6 & -4 \\
2 & -8 & -1
\end{array}\right]=\left[\begin{array}{rrr}
-k & 6 k & -4 k \\
2 & -8 & -1
\end{array}\right] .
$$

Similarly,

$$
\mathrm{A}_{21}(k) A=\left[\begin{array}{ll}
1 & k \\
0 & 1
\end{array}\right]\left[\begin{array}{rrr}
-1 & 6 & -4 \\
2 & -8 & -1
\end{array}\right]=\left[\begin{array}{ccc}
-1+2 k & 6-8 k & -4-k \\
2 & -8 & -1
\end{array}\right] .
$$

Since elementary row operations can be performed on a matrix by premultiplication by an appropriate elementary matrix, it follows that any matrix $A$ can be reduced to rowechelon form by multiplication by a sequence of elementary matrices. Schematically we can therefore write

$$
E_{k} E_{k-1} \ldots E_{2} E_{1} A=U
$$

where $U$ denotes a row-echelon form of $A$ and the $E_{i}$ are elementary matrices.
Example 2.7.4 Determine elementary matrices that reduce $A=\left[\begin{array}{ll}2 & 3 \\ 1 & 4\end{array}\right]$ to row-echelon form.
Solution: We can reduce $A$ to row-echelon form using the following sequence of elementary row operations:

$$
\left[\begin{array}{ll}
2 & 3 \\
1 & 4
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{ll}
1 & 4 \\
2 & 3
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rr}
1 & 4 \\
0 & -5
\end{array}\right] \stackrel{3}{\sim}\left[\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right] .
$$

$$
\text { 1. } \mathrm{P}_{12} \quad \text { 2. } \mathrm{A}_{12}(-2) \quad \text { 3. } \mathrm{M}_{2}(-1 / 5)
$$

Consequently,

$$
\mathrm{M}_{2}\left(-\frac{1}{5}\right) \mathrm{A}_{12}(-2) \mathrm{P}_{12} A=\left[\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right]
$$

which we can verify by direct multiplication:

$$
\begin{aligned}
\mathrm{M}_{2}\left(-\frac{1}{5}\right) \mathrm{A}_{12}(-2) \mathrm{P}_{12} A & =\left[\begin{array}{rr}
1 & 0 \\
0 & -\frac{1}{5}
\end{array}\right]\left[\begin{array}{rr}
1 & 0 \\
-2 & 1
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{ll}
2 & 3 \\
1 & 4
\end{array}\right] \\
& =\left[\begin{array}{rr}
1 & 0 \\
0 & -\frac{1}{5}
\end{array}\right]\left[\begin{array}{rr}
1 & 0 \\
-2 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 4 \\
2 & 3
\end{array}\right] \\
& =\left[\begin{array}{rr}
1 & 0 \\
0 & -\frac{1}{5}
\end{array}\right]\left[\begin{array}{rr}
1 & 4 \\
0 & -5
\end{array}\right]=\left[\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right] .
\end{aligned}
$$

Since any elementary row operation is reversible, it follows that each elementary matrix is invertible. Indeed, in the $2 \times 2$ case it is easy to see that

$$
\begin{gathered}
\mathrm{P}_{12}^{-1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \mathrm{M}_{1}(k)^{-1}=\left[\begin{array}{cc}
1 / k & 0 \\
0 & 1
\end{array}\right], \quad \mathrm{M}_{2}(k)^{-1}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 / k
\end{array}\right] \\
\mathrm{A}_{12}(k)^{-1}=\left[\begin{array}{rr}
1 & 0 \\
-k & 1
\end{array}\right], \quad \mathrm{A}_{21}(k)^{-1}=\left[\begin{array}{rr}
1 & -k \\
0 & 1
\end{array}\right]
\end{gathered}
$$

We leave it as an exercise to verify that in the $n \times n$ case, we have:

$$
\mathrm{M}_{i}(k)^{-1}=\mathrm{M}_{i}(1 / k), \quad \mathrm{P}_{i j}^{-1}=\mathrm{P}_{i j}, \quad \mathrm{~A}_{i j}(k)^{-1}=\mathrm{A}_{i j}(-k)
$$

Now consider an invertible $n \times n$ matrix $A$. Since the unique reduced row-echelon form of such a matrix is the identity matrix $I_{n}$, it follows from the preceding discussion that there exist elementary matrices $E_{1}, E_{2}, \ldots, E_{k}$ such that

$$
E_{k} E_{k-1} \ldots E_{2} E_{1} A=I_{n}
$$

But this implies that

$$
A^{-1}=E_{k} E_{k-1} \ldots E_{2} E_{1}
$$

and hence,

$$
A=\left(A^{-1}\right)^{-1}=\left(E_{k} \cdots E_{2} E_{1}\right)^{-1}=E_{1}^{-1} E_{2}^{-1} \cdots E_{k}^{-1}
$$

which is a product of elementary matrices. So any invertible matrix is a product of elementary matrices. Conversely, since elementary matrices are invertible, a product of elementary matrices is a product of invertible matrices, hence is invertible by Corollary 2.6.11. Therefore, we have established the following.

Theorem 2.7.5 Let $A$ be an $n \times n$ matrix. Then $A$ is invertible if and only if $A$ is a product of elementary matrices.

## The LU Decomposition of an Invertible Matrix ${ }^{9}$

For the remainder of this section, we restrict our attention to invertible $n \times n$ matrices. In reducing such a matrix to row-echelon form, we have always placed leading ones on the main diagonal in order that we obtain a row-echelon matrix. We now lift the requirement that the main diagonal of the row-echelon form contain ones. As a consequence, the matrix that results from row reduction will be an upper triangular matrix, but will not necessarily be in row-echelon form. Furthermore, reduction to such an upper triangular form can be accomplished without the use of Type 2 row operations.

[^21]Example 2.7.6 Use elementary row operations to reduce the matrix $A=\left[\begin{array}{rrr}2 & 5 & 3 \\ 3 & 1 & -2 \\ -1 & 2 & 1\end{array}\right]$ to upper triangular form.

Solution: The given matrix can be reduced to upper triangular form using the following sequence of elementary row operations:

$$
\begin{gathered}
{\left[\begin{array}{rrr}
2 & 5 & 3 \\
3 & 1 & -2 \\
-1 & 2 & 1
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrr}
2 & 5 & 2 \\
0 & -\frac{13}{2} & -\frac{13}{2} \\
0 & \frac{9}{2} & \frac{5}{2}
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrr}
2 & 5 & 3 \\
0 & -\frac{13}{2} & -\frac{13}{2} \\
0 & 0 & -2
\end{array}\right] .} \\
\text { 1. } \mathrm{A}_{12}(-3 / 2), \mathrm{A}_{13}(1 / 2) \\
\text { 2. } \mathrm{A}_{23}(9 / 13)
\end{gathered}
$$

When using elementary row operations of Type 3, the multiple of a specific row that is subtracted from row $i$ to put a zero in the $(i, j)$ position is called a multiplier, and denoted $m_{i j}$. Thus, in the preceding example, there are three multipliers; namely,

$$
m_{21}=\frac{3}{2}, \quad m_{31}=-\frac{1}{2}, \quad m_{32}=-\frac{9}{13} .
$$

The multipliers will be used in the forthcoming discussion.
In Example 2.7.6 we were able to reduce $A$ to upper triangular form using only row operations of Type 3. This is not always the case. For example, the matrix $\left[\begin{array}{ll}0 & 5 \\ 3 & 2\end{array}\right]$ requires that the two rows be permuted to obtain an upper triangular form. For the moment, however, we will restrict our attention to invertible matrices A for which the reduction to upper triangular form can be accomplished without permuting rows. In this case, we can therefore reduce $A$ to upper triangular form using row operations of Type 3 only. Furthermore, throughout the reduction process, we can restrict ourselves to Type 3 operations that add multiples of a row to rows beneath that row, by simply performing the row operations column by column, from left to right. According to our description of the elementary matrices $\mathrm{A}_{i j}(k)$, our reduction process therefore uses only elementary matrices that are unit lower triangular. More specifically, in terms of elementary matrices we have

$$
E_{k} E_{k-1} \ldots E_{2} E_{1} A=U,
$$

where $E_{k}, E_{k-1}, \ldots, E_{2}, E_{1}$ are unit lower triangular Type 3 elementary matrices and $U$ is an upper triangular matrix. Since each elementary matrix is invertible, we can write the preceding equation as

$$
\begin{equation*}
A=E_{1}^{-1} E_{2}^{-1} \ldots E_{k}^{-1} U \tag{2.7.1}
\end{equation*}
$$

But, as we have already argued, each of the elementary matrices in (2.7.1) is a unit lower triangular matrix, and we know from Corollary 2.2.25 that the product of two unit lower triangular matrices is also a unit lower triangular matrix. Consequently, (2.7.1) can be written as

$$
\begin{equation*}
A=L U, \tag{2.7.2}
\end{equation*}
$$

where

$$
\begin{equation*}
L=E_{1}^{-1} E_{2}^{-1} \ldots E_{k}^{-1} \tag{2.7.3}
\end{equation*}
$$

is a unit lower triangular matrix and $U$ is an upper triangular matrix. Equation (2.7.2) is referred to as the $\mathbf{L U}$ factorization of $A$. It can be shown (Problem 30) that this LU factorization is unique.

Example 2.7.7 Determine the LU factorization of the matrix

$$
A=\left[\begin{array}{rrr}
2 & 5 & 3 \\
3 & 1 & -2 \\
-1 & 2 & 1
\end{array}\right] .
$$

Solution: Using the results of Example 2.7.6, we can write

$$
E_{3} E_{2} E_{1} A=\left[\begin{array}{rrc}
2 & 5 & 3 \\
0 & -\frac{13}{2} & -\frac{13}{2} \\
0 & 0 & -2
\end{array}\right],
$$

where

$$
E_{1}=\mathrm{A}_{12}\left(-\frac{3}{2}\right), \quad E_{2}=\mathrm{A}_{13}\left(\frac{1}{2}\right), \quad \text { and } \quad E_{3}=\mathrm{A}_{23}\left(\frac{9}{13}\right) .
$$

Therefore,

$$
U=\left[\begin{array}{rrr}
2 & 5 & 3 \\
0 & -\frac{13}{2} & -\frac{13}{2} \\
0 & 0 & -2
\end{array}\right]
$$

and from (2.7.3),

$$
\begin{equation*}
L=E_{1}^{-1} E_{2}^{-1} \ldots E_{k}^{-1} . \tag{2.7.4}
\end{equation*}
$$

Computing the inverses of the elementary matrices, we have

$$
E_{1}^{-1}=\mathrm{A}_{12}\left(\frac{3}{2}\right), \quad E_{2}^{-1}=\mathrm{A}_{13}\left(-\frac{1}{2}\right), \quad \text { and } \quad E_{3}^{-1}=\mathrm{A}_{23}\left(-\frac{9}{13}\right) .
$$

Substituting these results into (2.7.4) yields

$$
L=\left[\begin{array}{lll}
1 & 0 & 0 \\
\frac{3}{2} & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
-\frac{1}{2} & 0 & 1
\end{array}\right]\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -\frac{9}{13} & 1
\end{array}\right]=\left[\begin{array}{rrr}
1 & 0 & 0 \\
\frac{3}{2} & 1 & 0 \\
-\frac{1}{2} & -\frac{9}{13} & 1
\end{array}\right] .
$$

Consequently,

$$
A=\left[\begin{array}{rrr}
1 & 0 & 0 \\
\frac{3}{2} & 1 & 0 \\
-\frac{1}{2} & -\frac{9}{13} & 1
\end{array}\right]\left[\begin{array}{rrr}
2 & 5 & 3 \\
0 & -\frac{13}{2} & -\frac{13}{2} \\
0 & 0 & -2
\end{array}\right],
$$

which is easily verified by a matrix multiplication.
Computing the lower triangular matrix $L$ in the LU factorization of $A$ using (2.7.3) can require a significant amount of work. However, if we look carefully at the matrix $L$ in Example 2.7.7, we see that the elements beneath the leading diagonal are just the corresponding multipliers. That is, if $l_{i j}$ denotes the $(i, j)$ element of the matrix $L$, then

$$
\begin{equation*}
l_{i j}=m_{i j}, \quad i>j . \tag{2.7.5}
\end{equation*}
$$

Furthermore, it can be shown that this relationship holds in general. Consequently, we do not need to use (2.7.3) to obtain $L$. Instead we use row operations of Type 3 to reduce $A$ to upper triangular form and then we can use (2.7.5) to obtain $L$ directly.

Example 2.7.8 Determine the LU decomposition for the matrix

$$
A=\left[\begin{array}{rrrr}
-1 & 1 & 3 & 2 \\
2 & -3 & 1 & 2 \\
5 & -1 & 2 & -24 \\
3 & 2 & 46 & -15
\end{array}\right]
$$

Solution: To determine $U$, we reduce $A$ to upper triangular form using only row operations of Type 3 in which we add multiples of a given row only to rows below the given row.

$$
A \stackrel{1}{\sim}\left[\begin{array}{rrrr}
-1 & 1 & 3 & 2 \\
0 & -1 & 7 & 6 \\
0 & 4 & 17 & -14 \\
0 & 5 & 55 & -9
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrrr}
-1 & 1 & 3 & 2 \\
0 & -1 & 7 & 6 \\
0 & 0 & 45 & 10 \\
0 & 0 & 90 & 21
\end{array}\right] \stackrel{3}{\sim}\left[\begin{array}{rrrr}
-1 & 1 & 3 & 2 \\
0 & -1 & 7 & 6 \\
0 & 0 & 45 & 10 \\
0 & 0 & 0 & 1
\end{array}\right]=U .
$$

## Row Operations

(1) $\mathrm{A}_{12}(2), \quad \mathrm{A}_{13}(5), \quad \mathrm{A}_{14}(3)$
(2) $\mathrm{A}_{23}(4), \mathrm{A}_{24}(5)$
(3) $\mathrm{A}_{34}(-2)$

Consequently, from (2.7.4),

$$
L=\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
-2 & 1 & 0 & 0 \\
-5 & -4 & 1 & 0 \\
-3 & -5 & 2 & 1
\end{array}\right]
$$

We leave it as an exercise to verify that $L U=A$.
The question that is undoubtedly in the reader's mind is: what is the use of the LU decomposition? In order to answer this question, consider the $n \times n$ system of linear equation $A \mathbf{x}=\mathbf{b}$, where $A=L U$. If we write the system as

$$
L U \mathbf{x}=\mathbf{b}
$$

and let $U \mathbf{x}=\mathbf{y}$, then solving $A \mathbf{x}=\mathbf{b}$ is equivalent to solving the pair of equations

$$
\begin{aligned}
& L \mathbf{y}=\mathbf{b}, \\
& U \mathbf{x}=\mathbf{y} .
\end{aligned}
$$

Due to the triangular form of each of the coefficient matrices $L$ and $U$, these systems can be solved easily - the first one by "forward" substitution, and the second one by back substitution. In the case when we have a single right-hand side vector $\mathbf{b}$ there is no advantage to using the LU factorization for solving the system over Gaussian elimination. However, if we require the solution of several systems of equations with the same coefficient matrix $A$, say

$$
A \mathbf{x}_{i}=\mathbf{b}_{i}, \quad i=1,2, \ldots, p
$$

then it is more efficient to compute the LU factorization of $A$ once, and then successively solve the triangular systems

$$
\left.\begin{array}{rl}
L \mathbf{y}_{i} & =\mathbf{b}_{i} \\
U \mathbf{x}_{i} & =\mathbf{y}_{i}
\end{array}\right\} \quad i=1,2, \ldots, p
$$

Example 2.7.9 Use the LU decomposition of

$$
A=\left[\begin{array}{rrrr}
-1 & 1 & 3 & 2 \\
2 & -3 & 1 & 2 \\
5 & -1 & 2 & -24 \\
3 & 2 & 46 & -15
\end{array}\right]
$$

to solve the system $A \mathbf{x}=\mathbf{b}$ if $\mathbf{b}=\left[\begin{array}{r}-7 \\ 39 \\ -70 \\ -110\end{array}\right]$.
Solution: We have shown in the previous example that $A=L U$ where

$$
L=\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
-2 & 1 & 0 & 0 \\
-5 & -4 & 1 & 0 \\
-3 & -5 & 2 & 1
\end{array}\right] \quad \text { and } \quad U=\left[\begin{array}{rrrr}
-1 & 1 & 3 & 2 \\
0 & -1 & 7 & 6 \\
0 & 0 & 45 & 10 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

We now solve the two triangular systems $L \mathbf{y}=\mathbf{b}$ and $U \mathbf{x}=\mathbf{y}$. Using forward substitution on the first of these systems, we have

$$
\begin{aligned}
& y_{1}=-7, \quad y_{2}=39+2 y_{1}=25 \\
& y_{3}=-70+5 y_{1}+4 y_{2}=-5 \\
& y_{4}=-110+3 y_{1}+5 y_{2}-2 y_{3}=4
\end{aligned}
$$

Solving $U \mathbf{x}=\mathbf{y}$ via back substitution yields

$$
\begin{aligned}
& x_{4}=y_{4}=4, \quad x_{3}=-\frac{1}{45}\left(5+10 x_{4}\right)=-1 \\
& x_{2}=7 x_{3}+6 x_{4}-25=-8 \\
& x_{1}=x_{2}+3 x_{3}+2 x_{4}+7=4
\end{aligned}
$$

Consequently,

$$
\mathbf{x}=(4,-8,-1,4)
$$

In the more general case when row interchanges are required to reduce an invertible matrix $A$ to upper triangular form, it can be shown that $A$ has a factorization of the form

$$
\begin{equation*}
A=P L U \tag{2.7.6}
\end{equation*}
$$

where $P$ is an appropriate product of elementary permutation matrices, $L$ is a unit lower triangular matrix, and $U$ is an upper triangular matrix. From the properties of the elementary permutation matrices, it follows (see Problem 28) that $P^{-1}=P^{T}$. Using (2.7.6) the linear system $A \mathbf{x}=\mathbf{b}$ can be written as

$$
P L U \mathbf{x}=\mathbf{b}
$$

or equivalently,

$$
L U \mathbf{x}=P^{T} \mathbf{b} .
$$

Consequently, to solve $A \mathbf{x}=\mathbf{b}$ in this case we can solve the two triangular systems

$$
\left\{\begin{array}{l}
L \mathbf{y}=P^{T} \mathbf{b}, \\
U \mathbf{x}=\mathbf{y}
\end{array}\right.
$$

For a full discussion of this and other factorizations of $n \times n$ matrices, and their applications, the reader is referred to more advanced texts on linear algebra or numerical analysis (for example, B. Noble and J.W. Daniel, Applied Linear Algebra, Prentice Hall, 1988; J.Ll. Morris, Computational Methods in Elementary Numerical Analysis, Wiley, 1983).

## Exercises for 2.7

## Key Terms

Elementary matrix, Multiplier, LU Factorization of a matrix.

## Skills

- Be able to determine whether or not a given matrix is an elementary matrix.
- Know the form for the permutation matrices, scaling matrices, and row combination matrices.
- Be able to write down the inverse of an elementary matrix without any computation.
- Be able to determine elementary matrices that reduce a given matrix to row-echelon form.
- Be able to express an invertible matrix as a product of elementary matrices.
- Be able to determine the multipliers of a matrix.
- Be able to determine the LU factorization of a matrix.
- Be able to use the LU factorization of a matrix $A$ to solve a linear system $A \mathbf{x}=\mathbf{b}$.


## True-False Review

For items (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true,
you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Every elementary matrix is invertible.
(b) A product of elementary matrices is an elementary matrix.
(c) Every matrix can be expressed as a product of elementary matrices.
(d) If $A$ is an $m \times n$ matrix and $E$ is an $m \times m$ elementary matrix, then the matrices $A$ and $E A$ have the same rank.
(e) If $P_{i j}$ is a permutation matrix, then $P_{i j}^{2}=P_{i j}$.
(f) If $E_{1}$ and $E_{2}$ are $n \times n$ elementary matrices, then $E_{1} E_{2}=E_{2} E_{1}$.
(g) If $E_{1}$ and $E_{2}$ are $n \times n$ elementary matrices of the same type, then $E_{1} E_{2}=E_{2} E_{1}$.
(h) Every matrix has an LU factorization.
(i) In the LU factorization of a matrix $A$, the matrix $L$ is a unit lower triangular matrix and the matrix $U$ is a unit upper triangular matrix.
(j) A $4 \times 4$ matrix $A$ that has an LU factorization has 10 multipliers.

## Problems

1. Write all $3 \times 3$ elementary matrices and their inverses.

For Problems 2-6, determine elementary matrices that reduce the given matrix to row-echelon form.
2. $\left[\begin{array}{rr}-4 & -1 \\ 0 & 3 \\ -3 & 7\end{array}\right]$.
3. $\left[\begin{array}{rr}3 & 5 \\ 1 & -2\end{array}\right]$.
4. $\left[\begin{array}{rrr}5 & 8 & 2 \\ 1 & 3 & -1\end{array}\right]$.
5. $\left[\begin{array}{rrr}3 & -1 & 4 \\ 2 & 1 & 3 \\ 1 & 3 & 2\end{array}\right]$.
6. $\left[\begin{array}{llll}1 & 2 & 3 & 4 \\ 2 & 3 & 4 & 5 \\ 3 & 4 & 5 & 6\end{array}\right]$.

For Problems 7-13, express the matrix $A$ as a product of elementary matrices.
7. $A=\left[\begin{array}{ll}1 & 2 \\ 1 & 3\end{array}\right]$.
8. $A=\left[\begin{array}{rr}-2 & -3 \\ 5 & 7\end{array}\right]$.
9. $A=\left[\begin{array}{rr}3 & -4 \\ -1 & 2\end{array}\right]$.
10. $A=\left[\begin{array}{rr}4 & -5 \\ 1 & 4\end{array}\right]$.
11. $A=\left[\begin{array}{rrr}1 & -1 & 0 \\ 2 & 2 & 2 \\ 3 & 1 & 3\end{array}\right]$.
12. $A=\left[\begin{array}{rrr}0 & -4 & -2 \\ 1 & -1 & 3 \\ -2 & 2 & 2\end{array}\right]$.
13. $A=\left[\begin{array}{lll}1 & 2 & 3 \\ 0 & 8 & 0 \\ 3 & 4 & 5\end{array}\right]$.
14. Determine elementary matrices $E_{1}, E_{2}, \ldots, E_{k}$ that reduce

$$
A=\left[\begin{array}{rr}
2 & -1 \\
1 & 3
\end{array}\right]
$$

to reduced row-echelon form. Verify by direct multiplication that $E_{1} E_{2} \ldots E_{k} A=I_{2}$.
15. Determine a Type 3 lower triangular elementary matrix $E_{1}$ that reduces $A=\left[\begin{array}{rr}3 & -2 \\ -1 & 5\end{array}\right]$ to upper triangular form. Use Equation (2.7.3) to determine $L$ and verify Equation (2.7.2).

For Problems 16-21, determine the LU factorization of the given matrix. Verify your answer by computing the product $L U$.
16. $A=\left[\begin{array}{ll}2 & 3 \\ 5 & 1\end{array}\right]$.
17. $A=\left[\begin{array}{ll}3 & 1 \\ 5 & 2\end{array}\right]$.
18. $A=\left[\begin{array}{rrr}3 & -1 & 2 \\ 6 & -1 & 1 \\ -3 & 5 & 2\end{array}\right]$.
19. $A=\left[\begin{array}{rrr}5 & 2 & 1 \\ -10 & -2 & 3 \\ 15 & 2 & -3\end{array}\right]$.
20. $A=\left[\begin{array}{rrrr}1 & -1 & 2 & 3 \\ 2 & 0 & 3 & -4 \\ 3 & -1 & 7 & 8 \\ 1 & 3 & 4 & 5\end{array}\right]$.
21. $A=\left[\begin{array}{rrrr}2 & -3 & 1 & 2 \\ 4 & -1 & 1 & 1 \\ -8 & 2 & 2 & -5 \\ 6 & 1 & 5 & 2\end{array}\right]$.

For Problems 22-25, use the LU factorization of $A$ to solve the system $A \mathbf{x}=\mathbf{b}$.
22. $A=\left[\begin{array}{ll}1 & 2 \\ 2 & 3\end{array}\right], \mathbf{b}=\left[\begin{array}{r}3 \\ -1\end{array}\right]$.
23. $A=\left[\begin{array}{rrr}1 & -3 & 5 \\ 3 & 2 & 2 \\ 2 & 5 & 2\end{array}\right], \mathbf{b}=\left[\begin{array}{r}1 \\ 5 \\ -1\end{array}\right]$.
24. $A=\left[\begin{array}{rrr}2 & 2 & 1 \\ 6 & 3 & -1 \\ -4 & 2 & 2\end{array}\right], \mathbf{b}=\left[\begin{array}{l}1 \\ 0 \\ 2\end{array}\right]$.
25. $A=\left[\begin{array}{rrrr}4 & 3 & 0 & 0 \\ 8 & 1 & 2 & 0 \\ 0 & 5 & 3 & 6 \\ 0 & 0 & -5 & 7\end{array}\right], \mathbf{b}=\left[\begin{array}{l}2 \\ 3 \\ 0 \\ 5\end{array}\right]$.
26. Use the LU factorization of $A=\left[\begin{array}{rr}2 & -1 \\ -8 & 3\end{array}\right]$ to solve each of the systems $A \mathbf{x}_{i}=\mathbf{b}_{i}$ if

$$
\mathbf{b}_{1}=\left[\begin{array}{r}
3 \\
-1
\end{array}\right], \quad \mathbf{b}_{2}=\left[\begin{array}{l}
2 \\
7
\end{array}\right], \quad \mathbf{b}_{3}=\left[\begin{array}{r}
5 \\
-9
\end{array}\right] .
$$

27. Use the LU factorization of

$$
A=\left[\begin{array}{rrr}
-1 & 4 & 2 \\
3 & 1 & 4 \\
5 & -7 & 1
\end{array}\right]
$$

to solve each of the systems $A \mathbf{x}_{i}=\mathbf{e}_{i}$ and thereby determine $A^{-1}$.
28. If $P=P_{1} P_{2} \ldots P_{k}$, where each $P_{i}$ is an elementary permutation matrix, show that $P^{-1}=P^{T}$.
29. Prove that
(a) the inverse of an invertible upper triangular matrix is upper triangular. Repeat for an invertible lower triangular matrix.
(b) the inverse of a unit upper triangular matrix is unit upper triangular. Repeat for a unit lower triangular matrix.
30. In this problem, we prove that the LU decomposition of an invertible $n \times n$ matrix is unique in the sense that, if $A=L_{1} U_{1}$ and $A=L_{2} U_{2}$, where $L_{1}, L_{2}$ are unit lower triangular matrices and $U_{1}, U_{2}$ are upper triangular matrices, then $L_{1}=L_{2}$ and $U_{1}=U_{2}$.
(a) Apply Corollary 2.6 .13 to conclude that $L_{2}$ and $U_{1}$ are invertible, and then use the fact that $L_{1} U_{1}=L_{2} U_{2}$ to establish that $L_{2}^{-1} L_{1}=$ $U_{2} U_{1}^{-1}$.
(b) Use the result from (a) together with Theorem 2.2.24 and Corollary 2.2 .25 to prove that $L_{2}^{-1} L_{1}=I_{n}$ and $U_{2} U_{1}^{-1}=I_{n}$, from which the required result follows.
31. QR Factorization: It can be shown that any invertible $n \times n$ matrix has a factorization of the form

$$
A=Q R,
$$

where $Q$ and $R$ are invertible, $R$ is upper triangular, and $Q$ satisfies $Q^{T} Q=I_{n}$ (i.e., $Q$ is orthogonal). Determine an algorithm for solving the linear system $A \mathbf{x}=\mathbf{b}$ using this QR factorization.
$\diamond$ For Problems 32-34, use some form of technology to determine the LU factorization of the given matrix. Verify the factorization by computing the product $L U$.
32. $A=\left[\begin{array}{rrr}3 & 5 & -2 \\ 2 & 7 & 9 \\ -5 & 5 & 11\end{array}\right]$.
33. $A=\left[\begin{array}{ccc}27 & -19 & 32 \\ 15 & -16 & 9 \\ 23 & -13 & 51\end{array}\right]$.
34. $A=\left[\begin{array}{rrrr}34 & 13 & 19 & 22 \\ 53 & 17 & -71 & 20 \\ 21 & 37 & 63 & 59 \\ 81 & 93 & -47 & 39\end{array}\right]$.

### 2.8 The Invertible Matrix Theorem I

In Section 2.6, we defined an $n \times n$ invertible matrix $A$ to be a matrix such that there exists an $n \times n$ matrix $B$ satisfying $A B=B A=I_{n}$. There are, however, many other important and useful viewpoints on invertibility of matrices. Some of these have already been encountered in the preceding two sections, while others await us in later chapters of the text. It is worthwhile to begin collecting a list of conditions on an $n \times n$ matrix $A$ that are mathematically equivalent to its invertibility. We refer to this theorem as the Invertible Matrix Theorem. As we have indicated, this result is somewhat a "work-in-progress," and we shall return to it later in Sections 3.2 and 4.10.

## Theorem 2.8.1 (Invertible Matrix Theorem)

Let $A$ be an $n \times n$ matrix. The following conditions on $A$ are equivalent:
(a) $A$ is invertible.
(b) The equation $A \mathbf{x}=\mathbf{b}$ has a unique solution for every $\mathbf{b}$ in $\mathbb{R}^{n}$.
(c) The equation $A \mathbf{x}=\mathbf{0}$ has only the trivial solution $\mathbf{x}=\mathbf{0}$.
(d) $\operatorname{rank}(A)=n$.
(e) $A$ can be expressed as a product of elementary matrices.
(f) $A$ is row-equivalent to $I_{n}$.

Proof The equivalence of (a), (b), and (d) has already been established in Section 2.6 in Theorems 2.6 .5 and 2.6.6, as well as Corollary 2.6.7. Moreover, the equivalence of (a) and (e) was already established in Theorem 2.7.5.

Next we establish that (c) is an equivalent statement by proving that $(\mathrm{b}) \Longrightarrow(\mathrm{c}) \Longrightarrow$ (d). Assuming that (b) holds, we can conclude that the linear system $A \mathbf{x}=\mathbf{0}$ has a unique solution. However, one solution is evidently $\mathbf{x}=\mathbf{0}$, and hence, this is the unique solution to $A \mathbf{x}=\mathbf{0}$, which establishes (c). Next, assume that (c) holds. The fact that $A \mathbf{x}=\mathbf{0}$ has only the trivial solution means that, in reducing $A$ to row-echelon form, we find no free parameters. Thus, every column (and hence every row) of $A$ contains a pivot, which means that the row-echelon form of $A$ has $n$ nonzero rows; that is, $\operatorname{rank}(A)=n$, which is (d).

Finally, we prove that $(\mathrm{e}) \Longrightarrow(\mathrm{f}) \Longrightarrow(\mathrm{a})$. If (e) holds, we can left multiply $I_{n}$ by a product of elementary matrices (corresponding to a sequence of elementary row operations applied to $I_{n}$ ) to obtain $A$. This means that $A$ is row-equivalent to $I_{n}$, which is (f). Lastly, if $A$ is row-equivalent to $I_{n}$, we can write $A$ as a product of elementary matrices, each of which is invertible. Since a product of invertible matrices is invertible (by Corollary 2.6.11), we conclude that $A$ is invertible, as needed.

## Exercises for 2.8

## Skills

- Know the list of characterizations of invertible matrices given in the Invertible Matrix Theorem.
- Be able to use the Invertible Matrix Theorem to draw conclusions related to the invertibility of a matrix.


## True-False Review

For items (a)-(d), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If the linear system $A \mathbf{x}=\mathbf{0}$ has a nontrivial solution, then $A$ can be expressed as a product of elementary matrices.
(b) A $4 \times 4$ matrix $A$ with $\operatorname{rank}(A)=4$ is row-equivalent to $I_{4}$.
(c) If $A$ is a $3 \times 3$ matrix with $\operatorname{rank}(A)=2$, then the linear system $A \mathbf{x}=\mathbf{b}$ must have infinitely many solutions.
(d) Any $n \times n$ upper triangular matrix is row-equivalent to $I_{n}$.

## Problems

1. Use part (c) of the Invertible Matrix Theorem to prove that if $A$ is an invertible matrix and $B$ and $C$ are matrices of the same size as $A$ such that $A B=A C$, then $B=C$. [Hint: Consider $A B-A C=0$.]
2. Give a direct proof of the fact that $(\mathrm{d}) \Longrightarrow(\mathrm{c})$ in the Invertible Matrix Theorem.
3. Give a direct proof of the fact that $(\mathrm{c}) \Longrightarrow(\mathrm{b})$ in the Invertible Matrix Theorem.
4. Use the equivalence of (a) and (e) in the Invertible Matrix Theorem to prove that if $A$ and $B$ are invertible $n \times n$ matrices, then so is $A B$.
5. Use the equivalence of (a) and (c) in the Invertible Matrix Theorem to prove that if $A$ and $B$ are invertible $n \times n$ matrices, then so is $A B$.

### 2.9 Chapter Review

In this chapter we have investigated linear systems of equations. Matrices provide a convenient mathematical representation for linear systems, and whether or not a linear system has a solution (and if so, how many) can be determined entirely from the augmented matrix for the linear system.

An $m \times n$ matrix $A=\left[a_{i j}\right]$ is a rectangular array of numbers arranged in $m$ rows and $n$ columns. The entry in the $i$-th row and $j$-th column is written $a_{i j}$. More generally, such an array whose entries are allowed to depend on an indeterminate $t$ is known as a matrix function. Matrix functions can be used to formulate systems of differential equations.

If $m=n$, the matrix (or matrix function) is called a square matrix.

## Concepts Related to Square Matrices

- Main diagonal: this consists of the entries $a_{11}, a_{22}, \ldots, a_{n n}$ in the matrix.
- Trace: the sum of the entries on the main diagonal.
- Upper triangular matrix: $a_{i j}=0$ for $i>j$.
- Lower triangular matrix: $a_{i j}=0$ for $i<j$.
- Diagonal matrix: $a_{i j}=0$ for $i \neq j$.
- Transpose: this applies to any $m \times n$ matrix $A$ and it is the $n \times m$ matrix $A^{T}$ obtained from $A$ by interchanging its rows and columns
- Symmetric matrix: $A^{T}=A$; that is, $a_{i j}=a_{j i}$.
- Skew-symmetric matrix: $A^{T}=-A$; that is, $a_{i j}=-a_{j i}$. In particular, $a_{i i}=0$ for each $i$.


## Matrix Algebra

Given two matrices $A$ and $B$ of the same size $m \times n$, we can perform the following operations:

- Addition/Subtraction $A \pm B:$ add/subtract the corresponding elements of $A$ and $B$.
- Scalar Multiplication $r A$ : multiply each entry of $A$ by the real (or complex) scalar $r$.

If $A$ is $m \times n$ and $B$ is $n \times p$, we can form their product $A B$, which is an $m \times p$ matrix whose $(i, j)$-entry is computed by taking the dot product of the $i$-th row vector of $A$ with the $j$-th column vector of $B$. Note that, in general, $A B \neq B A$.

## Linear Systems

The general $m \times n$ system of linear equations is of the form

$$
\begin{aligned}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n} & =b_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n} & =b_{2} \\
& \vdots \\
a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n} & =b_{m}
\end{aligned}
$$

If each $b_{i}=0$, the system is called homogeneous. There are two useful ways to formulate the above linear system:

1. Augmented matrix:

$$
A^{\#}=\left[\begin{array}{cccc|c}
a_{11} & a_{12} & \ldots & a_{1 n} & b_{1} \\
a_{21} & a_{22} & \ldots & a_{2 n} & b_{2} \\
& \vdots & & & \vdots \\
a_{m 1} & a_{m 2} & \ldots & a_{m n} & b_{m}
\end{array}\right] .
$$

2. Vector form:

$$
A \mathbf{x}=\mathbf{b},
$$

where

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
& \vdots & & \\
a_{m 1} & a_{m 2} & \ldots & a_{m n}
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{m}
\end{array}\right] .
$$

## Elementary Row Operations and Row-Echelon Form

There are three types of elementary row operations on a matrix $A$ :

1. $\mathrm{P}_{i j}$ : Permute the $i$ th and $j$ th rows of $A$.
2. $\mathrm{M}_{i}(k)$ : Multiply the entries in the $i$ th row of $A$ by the nonzero scalar $k$.
3. $\mathrm{A}_{i j}(k)$ : Add to the elements of the $j$ th row of $A$ the scalar $k$ times the corresponding elements of the $i$ th row of $A$.

By performing elementary row operations on the augmented matrix above, we can determine solutions, if any, to the linear system. The strategy is to apply elementary row operations in such a way that $A$ is transformed into row-echelon form. This process is known as Gaussian elimination. The resulting row-echelon form is solved by applying back-substitution, with the use of free parameters if necessary, to the linear system corresponding to the row-echelon form. The solutions, if any, to the original linear system are the same. A leading one in the far right-hand column of the row-echelon form indicates that the system has no solution.

A row-echelon form matrix is one in which

- all rows consisting entirely of zeros are placed at the bottom of the matrix.
- all other rows begin with a (leading) " 1 ", which occurs in a pivot position.
- the leading ones occur in columns strictly to the right of the leading ones in the rows above.


## Invertible Matrices

An $n \times n$ matrix $A$ is invertible if there exists an $n \times n$ matrix $B$ such that $A B=I_{n}=B A$, where $I_{n}$ is the $n \times n$ identity matrix (ones on the main diagonal, zeros elsewhere). We write $A^{-1}$ for the (unique) inverse $B$ of $A$. One procedure for determining $A^{-1}$, if it exists, is the Gauss-Jordan Technique:

$$
\left[A \mid I_{n}\right] \sim \operatorname{ERO} \sim\left[I_{n} \mid A^{-1}\right] .
$$

Invertible matrices $A$ share all of the following equivalent properties:

- $A$ can be reduced to $I_{n}$ via a sequence of elementary row operations.
- the linear system $A \mathbf{x}=\mathbf{b}$ has a unique solution $\mathbf{x}$.
- the linear system $A \mathbf{x}=\mathbf{0}$ has only the trivial solution $\mathbf{x}=\mathbf{0}$.
- A can be expressed as a product of elementary matrices that are obtained from the identity matrix by applying exactly one elementary row operation.


## Additional Problems

Let $A=\left[\begin{array}{rrrr}-2 & 4 & 2 & 6 \\ -1 & -1 & 5 & 0\end{array}\right], B=\left[\begin{array}{rr}-3 & 0 \\ 2 & 2 \\ 1 & -3 \\ 0 & 1\end{array}\right], C=$ $\left[\begin{array}{r}-5 \\ -6 \\ 3 \\ 1\end{array}\right]$. . For Problems 1-9, compute the given expression,
if possible.

1. $A^{T}-5 B$.
2. $C^{T} B$.
3. $A^{2}$.
4. $-4 A-B^{T}$.
5. $A B$ and $\operatorname{tr}(A B)$.
6. $(A C)(A C)^{T}$.
7. $(-4 B) A$.
8. $(A B)^{-1}$.
9. $C^{T} C$ and $\operatorname{tr}\left(C^{T} C\right)$.
10. Let $A=\left[\begin{array}{lll}1 & 2 & 3 \\ 2 & 5 & 7\end{array}\right]$ and $B=\left[\begin{array}{rr}3 & b \\ -4 & a \\ a & b\end{array}\right]$.
(a) Compute $A B$ and determine the values of $a$ and $b$ such that $A B=I_{2}$.
(b) Using the values of $a$ and $b$ obtained in (a), compute BA.
11. Let $A$ be an $m \times n$ matrix and let $B$ be an $p \times n$ matrix. Use the index form of the matrix product to prove that $\left(A B^{T}\right)^{T}=B A^{T}$.
12. Let $A$ be an $n \times n$ matrix.
(a) Use the index form of the matrix product to write the $i j$ th element of $A^{2}$.
(b) In the case when $A$ is a symmetric matrix, show that $A^{2}$ is also symmetric.
13. Let $A$ and $B$ be $n \times n$ matrices. If $A$ is skew-symmetric use properties of the transpose to establish that $B^{T} A B$ also is skew-symmetric.

An $n \times n$ matrix $A$ is called nilpotent if $A^{p}=0$ for some positive integer $p$. For Problems 14-15, show that the given matrix is nilpotent.
14. $A=\left[\begin{array}{rr}3 & 9 \\ -1 & -3\end{array}\right]$.
15. $A=\left[\begin{array}{lll}0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right]$.

For Problems 16-19, let $A(t)=\left[\begin{array}{cc}e^{-3 t} & -\sec ^{2} t \\ 2 t^{3} & \cos t \\ 6 \ln t & 36-5 t\end{array}\right]$ and $B(t)=\left[\begin{array}{cc}-7 & t^{2} \\ 6-t & 3 t^{3}+6 t^{2} \\ 1+t & \cos (\pi t / 2) \\ e^{t} & 1-t^{3}\end{array}\right]$. Compute the given expression, if possible.
16. $A^{\prime}(t)$.
17. $\int_{0}^{1} B(t) d t$.
18. $t^{3} \cdot A(t)-\sin t \cdot B(t)$.
19. $B^{\prime}(t)-e^{t} A(t)$.

For Problems 20-26, determine the solution set to the given linear system of equations.
20.

$$
x_{1}+5 x_{2}+2 x_{3}=-6,
$$

$$
4 x_{2}-7 x_{3}=2,
$$

$$
5 x_{3}=0 .
$$

21. $-2 x_{1}+6 x_{2}+9 x_{3}=0$,
$-7 x_{1}+5 x_{2}-3 x_{3}=-7$.
$x+2 y-z=1$,
22. $x+z=5$,
$4 x+4 y=12$.
$x_{1}-2 x_{2}-x_{3}+3 x_{4}=0$,
23. $-2 x_{1}+4 x_{2}+5 x_{3}-5 x_{4}=3$,
$3 x_{1}-6 x_{2}-6 x_{3}+8 x_{4}=2$.
24. $x_{1}+3 x_{2}+x_{3}-3 x_{4}+2 x_{5}=-1$,
$4 x_{1}-2 x_{2}-3 x_{3}+6 x_{4}-x_{5}=5$.

$$
x_{4}+4 x_{5}=-2 .
$$

$x_{1}+x_{2}+x_{3}+x_{4}-3 x_{5}=6$,
25. $x_{1}+x_{2}+x_{3}+2 x_{4}-5 x_{5}=8$,
$2 x_{1}+3 x_{2}+x_{3}+4 x_{4}-9 x_{5}=17$,
$2 x_{1}+2 x_{2}+2 x_{3}+3 x_{4}-8 x_{5}=14$.
26. $-2 i x_{1}+6 x_{2}+2 x_{3}=-2$.

For Problems 27-30, determine all values of $k$ for which the given linear system has (a) no solution, (b) a unique solution, and (c) infinitely many solutions.
27. $2 x_{1}+3 x_{2}=k$.

$$
x_{1}-k x_{2}=6,
$$

28. 

$k x_{1}+2 x_{2}-x_{3}=2$,

$$
k x_{2}+x_{3}=2 .
$$

$$
10 x_{1}+k x_{2}-x_{3}=0
$$

29. $k x_{1}+x_{2}-x_{3}=0$,
$2 x_{1}+x_{2}-x_{3}=0$.
$x_{1}-k x_{2}+k^{2} x_{3}=0$,
30. $x_{1}+k x_{3}=0$,

$$
x_{2}-\quad x_{3}=1 .
$$

31. Do the three planes $x_{1}+2 x_{2}+x_{3}=4, x_{2}-x_{3}=1$, and $x_{1}+3 x_{2}=0$ have at least one common point of intersection? Explain.

For Problems 32-37, (a) find a row-echelon form of the given matrix $A$, (b) determine $\operatorname{rank}(A)$, and (c) use the GaussJordan Technique to determine the inverse of $A$, if it exists.
32. $A=\left[\begin{array}{cc}4 & 7 \\ -2 & 5\end{array}\right]$.
33. $A=\left[\begin{array}{rr}2 & -7 \\ -4 & 14\end{array}\right]$.
34. $A=\left[\begin{array}{rrr}3 & -1 & 6 \\ 0 & 2 & 3 \\ 3 & -5 & 0\end{array}\right]$.
35. $A=\left[\begin{array}{llll}2 & 1 & 0 & 0 \\ 1 & 2 & 0 & 0 \\ 0 & 0 & 3 & 4 \\ 0 & 0 & 4 & 3\end{array}\right]$.
36. $A=\left[\begin{array}{rrr}3 & 0 & 0 \\ 0 & 2 & -1 \\ 1 & -1 & 2\end{array}\right]$.
37. $A=\left[\begin{array}{rrr}-2 & -3 & 1 \\ 1 & 4 & 2 \\ 0 & 5 & 3\end{array}\right]$.
38. Let $A=\left[\begin{array}{rrr}1 & -1 & 3 \\ 4 & -3 & 13 \\ 1 & 1 & 4\end{array}\right]$. Solve each of the systems

$$
A \mathbf{x}_{i}=\mathbf{e}_{i}, \quad i=1,2,3
$$

where $\mathbf{e}_{i}$ denote the column vectors of the identity matrix $I_{3}$.
39. Solve each of the systems $A \mathbf{x}_{i}=\mathbf{b}_{i}$ if
$A=\left[\begin{array}{rr}2 & 5 \\ 7 & -2\end{array}\right], \mathbf{b}_{1}=\left[\begin{array}{l}1 \\ 2\end{array}\right], \mathbf{b}_{2}=\left[\begin{array}{l}4 \\ 3\end{array}\right], \mathbf{b}_{3}=\left[\begin{array}{r}-2 \\ 5\end{array}\right]$.
40. Let $A$ and $B$ be invertible matrices.
(a) By computing an appropriate matrix product, verify that $\left(A^{-1} B\right)^{-1}=B^{-1} A$.
(b) Use properties of the inverse to derive $\left(A^{-1} B\right)^{-1}=B^{-1} A$.
41. Let $S$ be an invertible $n \times n$ matrix, and let $A$ and $B$ be $n \times n$ matrices such that $B=S^{-1} A S$.
(a) Show that $B^{4}=S^{-1} A^{4} S$.
(b) Generalizing part (a), show that for any positive integer $k$, we have $B^{k}=S^{-1} A^{k} S$.

For Problems 42-45, (a) express the given matrix as a product of elementary matrices, and (b) determine the LU decomposition of the matrix.
42. The matrix in Problem 32.
43. The matrix in Problem 35.
44. The matrix in Problem 36.
45. The matrix in Problem 37.
46. (a) Prove that if $A$ and $B$ are $n \times n$ matrices, then

$$
\begin{aligned}
(A+2 B)^{3}= & A^{3}+2 A^{2} B+2 A B A+2 B A^{2}+4 A B^{2} \\
& +4 B A B+4 B^{2} A+8 B^{3}
\end{aligned}
$$

(b) How does the formula change for $(A-2 B)^{3}$ ?
47. How many terms are there in the expansion of $(A+B)^{k}$, in terms of $k$ ? Verify your answer explicitly for $k=4$.
48. Suppose that $A$ and $B$ are invertible matrices. Prove that the block matrix

$$
\left(\begin{array}{cc}
A & 0 \\
0 & B^{-1}
\end{array}\right)
$$

is invertible.
49. How many different positions can two leading ones of a row-echelon form of a $2 \times 4$ matrix occur in? How about three leading ones for a $3 \times 4$ matrix? How about four leading ones for a $4 \times 6$ matrix? How about $m$ leading ones for an $m \times n$ matrix with $m \leq n$ ?
50. If the inverse of $A^{2}$ is the matrix $B$, what is the inverse of the matrix $A^{10}$ ? Prove your answer.
51. If the inverse of $A^{3}$ is the matrix $B^{2}$, what is the inverse of the matrix $A^{9}$ ? Prove your answer.

## Project: Circles and Spheres via Gaussian Elimination

Part 1: Circles In this part, we shall see that any three noncollinear points in the plane can be found on a unique circle, and we will use Gaussian Elimination to find the center and radius of this circle.
(a) Show geometrically that three noncollinear points in the plane must lie on a unique circle. [Hint: The radius must lie on the line that passes through the midpoint of two of the three points and that is perpendicular to the segment connecting the two points.]
(b) A circle in the plane has an equation that can be given in the form

$$
(x-a)^{2}+(y-b)^{2}=r^{2}
$$

where $(a, b)$ is the center and $r$ is the radius. By expanding the formula, we may write the equation of the circle in the form

$$
x^{2}+y^{2}+c x+d y=k
$$

for constants $c, d$, and $k$. Using this latter formula together with Gaussian Elimination, determine $c, d$, and $k$ for each set of points below. Then solve for $(a, b)$ and $r$ to write the equation of the circle.
(i) $(2,-1),(3,3),(4,-1)$.
(ii) $(-1,0),(1,2),(2,2)$.

Part 2: Spheres In this part, we shall extend the ideas of Part (1) and consider four noncoplanar points in 3-space. Any three of these four points lie in a plane but are noncollinear (why?). A sphere in 3 -space has an equation that can be given in the form

$$
(x-a)^{2}+(y-b)^{2}+(z-c)^{2}=r^{2},
$$

where $(a, b, c)$ is the center and $r$ is the radius. By expanding the formula, we may write the equation of the sphere in the form

$$
x^{2}+y^{2}+z^{2}+u x+v y+w z=k
$$

for constants $u, v, w$, and $k$.
(a) Using the latter formula above together with Gaussian Elimination, determine $u, v, w$, and $k$ for each set of points below. Then solve for $(a, b, c)$ and $r$ to write the equation of the sphere.
(i) $(1,-1,2),(2,-1,4),(-1,-1,-1),(1,4,1)$.
(ii) $(2,0,0),(0,3,0),(0,0,4),(0,0,6)$.
(b) What goes wrong with the procedure in (a) if the points lie on a single plane? Choose four points of your own and carry out the procedure in part (a) to see what happens? Can you describe circumstances under which the four coplanar points will lie on a sphere?

## Determinants

In this chapter, we introduce a basic tool in applied mathematics, namely the determinant of a square matrix. The determinant is a number, associated with an $n \times n$ matrix $A$, whose value characterizes when the linear system $A \mathbf{x}=\mathbf{b}$ has a unique solution (or, equivalently, when $A^{-1}$ exists). Determinants enjoy a wide range of applications, including coordinate geometry and function theory.

Sections 3.1-3.3 give a detailed introduction to determinants, their properties, and their applications. Alternatively, the summary Section 3.4 can be used to give a nonrigorous and much more abbreviated introduction to the fundamental results required in the remainder of the text. We will see in later chapters that determinants are invaluable in the theory of eigenvalues and eigenvectors of a matrix, as well as in solution techniques for linear systems of differential equations.

### 3.1 The Definition of the Determinant

We will give a criterion shortly (Theorem 3.2.5) for the invertibility of a square matrix $A$ in terms of the determinant of $A$, written $\operatorname{det}(A)$, which is a number determined directly from the elements of $A$. This criterion will provide a first extension of the Invertible Matrix Theorem introduced in Section 2.8.

To motivate the definition of the determinant of an $n \times n$ matrix $A$, we begin with the special cases $n=1, n=2$, and $n=3$.

Case 1: $n=1$. According to Theorem 2.6.6, the $1 \times 1$ matrix $A=\left[a_{11}\right]$ is invertible if and only if $\operatorname{rank}(A)=1$ if and only if the $1 \times 1 \operatorname{determinant}, \operatorname{det}(A)$, defined by

$$
\operatorname{det}(A)=a_{11}
$$

is nonzero.

Case 2: $n=$ 2. According to Theorem 2.6.6, the $2 \times 2$ matrix $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$ is invertible if and only if $\operatorname{rank}(A)=2$, if and only if the row-echelon form of $A$ has two nonzero rows. Provided that $a_{11} \neq 0$, we can reduce $A$ to row-echelon form as follows:

$$
\begin{gathered}
{\left[\begin{array}{cc}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{cc}
a_{11} & a_{12} \\
0 & a_{22}-\frac{a_{12} a_{21}}{a_{11}}
\end{array}\right] .} \\
\\
\text { 1. } A_{12}\left(-\frac{a_{21}}{a_{11}}\right)
\end{gathered}
$$

For $A$ to be invertible, it is necessary that $a_{22}-\frac{a_{12} a_{21}}{a_{11}} \neq 0$, or that $a_{11} a_{22}-a_{12} a_{21} \neq 0$. Thus, for $A$ to be invertible, it is necessary that the $2 \times 2 \operatorname{determinant,} \operatorname{det}(A)$, defined by

$$
\begin{equation*}
\operatorname{det}(A)=a_{11} a_{22}-a_{12} a_{21} \tag{3.1.1}
\end{equation*}
$$

is nonzero. We will see in the next section that this condition is also sufficient for the $2 \times 2$ matrix $A$ to be invertible.

Case 3: $n=3$. According to Theorem 2.6.6, the $3 \times 3$ matrix

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

is invertible if and only if $\operatorname{rank}(A)=3$, if and only if the row-echelon form of $A$ has three nonzero rows. Reducing $A$ to row-echelon form as in Case 2, we find that it is necessary that the $3 \times 3$ determinant defined by

$$
\begin{equation*}
\operatorname{det}(A)=a_{11} a_{22} a_{33}+a_{12} a_{23} a_{31}+a_{13} a_{21} a_{32}-a_{11} a_{23} a_{32}-a_{12} a_{21} a_{33}-a_{13} a_{22} a_{31} \tag{3.1.2}
\end{equation*}
$$

is nonzero. Again, in the next section we will prove that this condition on $\operatorname{det}(A)$ is also sufficient for the $3 \times 3$ matrix $A$ to be invertible.

To generalize the foregoing formulas for the determinant of an $n \times n$ matrix $A$, we take a closer look at their structure. Each determinant above consists of a sum of $n$ ! products, where each product term contains precisely one element from each row and each column of $A$. Furthermore, each possible choice of one element from each row and each column of $A$ does in fact occur as a term of the summation. Finally, each term is assigned a plus or a minus sign. Based on these observations, the appropriate way in which to $\operatorname{define} \operatorname{det}(A)$ for an $n \times n$ matrix would seem to be to add up all possible products consisting of one element from each row and each column of $A$, with some condition on which products are taken with a plus sign and which products are taken with a minus sign. To describe this condition, we digress to discuss permutations.

## Permutations

Consider the first $n$ positive integers $1,2,3, \ldots, n$. Any arrangement of these integers in a specific order, say, $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$, is called a permutation.

Example 3.1.1 There are precisely six distinct permutations of the integers 1,2, and 3:

$$
(1,2,3),(1,3,2), \quad(2,1,3), \quad(2,3,1),(3,1,2),(3,2,1)
$$

More generally, we have the following result:

Theorem 3.1.2 There are precisely $n$ ! distinct permutations of the integers $1,2, \ldots, n$.
The proof of this result is left as an exercise.
The elements in the permutation $(1,2, \ldots, n)$ are said to be in their natural increasing order. We now introduce a number that describes how far a given permutation is from its natural order. For $i \neq j$, the pair of elements $p_{i}$ and $p_{j}$ in the permutation $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ are said to be inverted if they are out of their natural order; that is, if $p_{i}>p_{j}$ with $i<j$. If this is the case, we say that ( $p_{i}, p_{j}$ ) is an inversion. For example, in the permutation $(4,2,3,1)$, the pairs $(4,2),(4,3),(4,1),(2,1)$, and $(3,1)$ are all out of their natural order, and so, there are a total of five inversions in this permutation. In general we let $N\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ denote the total number of inversions in the permutation ( $p_{1}, p_{2}, \ldots, p_{n}$ ).

Example 3.1.3 Find the number of inversions in the permutations (1, 3, 2, 4, 5) and (2, 4, 5, 3, 1).
Solution: The only pair of elements in the permutation $(1,3,2,4,5)$ that is out of natural order is $(3,2)$, so that $N(1,3,2,4,5)=1$.

The permutation $(2,4,5,3,1)$ has the following pairs of elements out of natural order: $(2,1),(4,3),(4,1),(5,3),(5,1)$, and $(3,1)$. Thus, $N(2,4,5,3,1)=6$.

It can be shown that the number of inversions gives the minimum number of adjacent interchanges of elements in the permutation that are required to restore the permutation to its natural increasing order. This justifies the claim that the number of inversions describes how far from natural order a given permutation is. For example, $N(3,2,1)=3$ and the permutation $(3,2,1)$ can be restored to its natural order by the following sequence of adjacent interchanges:

$$
(3,2,1) \rightarrow(3,1,2) \rightarrow(1,3,2) \rightarrow(1,2,3) .
$$

The number of inversions enables us to distinguish two different types of permutations as follows.

## DEFINITION 3.1.4

1. If $N\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ is an even integer (or zero), we say $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ is an even permutation. We also say that $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ has even parity.
2. If $N\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ is an odd integer, we say $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ is an odd permutation. We also say that $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ has odd parity.

Example 3.1.5 The permutation (4, 1, 3, 2) has even parity, since we have $N(4,1,3,2)=4$, whereas $(3,2,1,4)$ is an odd permutation since $N(3,2,1,4)=3$.

We associate a plus or a minus sign with a permutation, depending on whether it has even or odd parity, respectively. The sign associated with the permutation $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ can be specified by the indicator $\sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ defined in terms of the number of
inversions as follows:

$$
\sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right)=\left\{\begin{array}{l}
+1 \text { if }\left(p_{1}, p_{2}, \ldots, p_{n}\right) \text { has even parity } \\
-1 \text { if }\left(p_{1}, p_{2}, \ldots, p_{n}\right) \text { has odd parity }
\end{array}\right.
$$

Hence,

$$
\sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right)=(-1)^{N\left(p_{1}, p_{2}, \ldots, p_{n}\right)}
$$

Example 3.1.6 It follows from Example 3.1.3 that

$$
\sigma(1,3,2,4,5)=(-1)^{1}=-1
$$

whereas

$$
\sigma(2,4,5,3,1)=(-1)^{6}=1
$$

The proofs of some of our later results will depend upon the next theorem.

Theorem 3.1.7 If any two elements in a permutation are interchanged, then the parity of the resulting permutation is opposite to that of the original permutation.

Proof We first show that interchanging two adjacent terms in a permutation changes its parity. Consider an arbitrary permutation $\left(p_{1}, \ldots, p_{k}, p_{k+1}, \ldots, p_{n}\right)$, and suppose we interchange the adjacent elements $p_{k}$ and $p_{k+1}$. Then

- If $p_{k}>p_{k+1}$, then

$$
N\left(p_{1}, p_{2}, \ldots, p_{k+1}, p_{k}, \ldots, p_{n}\right)=N\left(p_{1}, p_{2}, \ldots, p_{k}, p_{k+1}, \ldots, p_{n}\right)-1
$$

- If $p_{k}<p_{k+1}$, then

$$
N\left(p_{1}, p_{2}, \ldots, p_{k+1}, p_{k}, \ldots, p_{n}\right)=N\left(p_{1}, p_{2}, \ldots, p_{k}, p_{k+1}, \ldots, p_{n}\right)+1
$$

so that the parity is changed in both cases.
Now suppose we interchange the elements $p_{i}$ and $p_{k}$ in the permutation $\left(p_{1}, p_{2}, \ldots\right.$, $\left.p_{i}, \ldots, p_{k}, \ldots, p_{n}\right)$. Note that $k-i>0$. We can accomplish this by successively interchanging adjacent elements. In moving $p_{k}$ to the $i$-th position, we perform $k-i$ interchanges involving adjacent terms, and the resulting permutation is

$$
\left(p_{1}, p_{2}, \ldots, p_{k}, p_{i}, \ldots, p_{k-1}, p_{k+1}, \ldots, p_{n}\right)
$$

Next we move $p_{i}$ to the $k$-th position. A moment's thought shows that this requires $(k-i)-1$ interchanges of adjacent terms. Thus, the total number of adjacent interchanges involved in interchanging the elements $p_{i}$ and $p_{k}$ is $2(k-i)-1$, which is always an odd integer. Since each adjacent interchange changes the parity, the permutation resulting from an odd number of adjacent interchanges has opposite parity to the original permutation.

At this point, we are ready to see how permutations can facilitate the definition of the determinant. From the expression (3.1.2) for the $3 \times 3$ determinant, we see that the row indices of the factors in each term have been arranged in their natural increasing order and that the column indices are each a permutation $\left(p_{1}, p_{2}, p_{3}\right)$ of $1,2,3$. Further, the sign attached to each term coincides with the sign of the permutation of the corresponding


Figure 3.1.1: A schematic for obtaining the determinant of a $3 \times 3$ matrix $A=\left[a_{i j}\right]$.
column indices; that is, $\sigma\left(p_{1}, p_{2}, p_{3}\right)$. These observations motivate the following general definition of the determinant of an $n \times n$ matrix:

## DEFINITION 3.1.8

Let $A=\left[a_{i j}\right]$ be an $n \times n$ matrix. The determinant of $A$, $\operatorname{denoted} \operatorname{det}(A)$, is defined as follows:

$$
\begin{equation*}
\operatorname{det}(A)=\sum \sigma\left(p_{1}, p_{2}, \cdots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} a_{3 p_{3}} \cdots a_{n p_{n}} \tag{3.1.3}
\end{equation*}
$$

where the summation is over the $n$ ! distinct permutations $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ of the integers $1,2,3, \ldots, n$. The determinant of an $n \times n$ matrix is said to have order $n$.

We sometimes $\operatorname{denote} \operatorname{det}(A)$ by

$$
\left|\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & \vdots & \vdots \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right|
$$

Thus, for example, from (3.1.1), we have

$$
\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|=a_{11} a_{22}-a_{12} a_{21}
$$

Example 3.1.9
Use Definition 3.1.8 to derive the expression for the determinant of order 3.
Solution: When $n=3$, (3.1.3) reduces to

$$
\operatorname{det}(A)=\sum \sigma\left(p_{1}, p_{2}, p_{3}\right) a_{1 p_{1}} a_{2 p_{2}} a_{3 p_{3}}
$$

where the summation is over the $3!=6$ permutations of $1,2,3$. It follows that the six terms in this summation are

$$
a_{11} a_{22} a_{33}, \quad a_{11} a_{23} a_{32}, \quad a_{12} a_{21} a_{33}, \quad a_{12} a_{23} a_{31}, \quad a_{13} a_{21} a_{32}, \quad a_{13} a_{22} a_{31},
$$

so that

$$
\begin{aligned}
\operatorname{det}(A)= & \sigma(1,2,3) a_{11} a_{22} a_{33}+\sigma(1,3,2) a_{11} a_{23} a_{32}+\sigma(2,1,3) a_{12} a_{21} a_{33} \\
& +\sigma(2,3,1) a_{12} a_{23} a_{31}+\sigma(3,1,2) a_{13} a_{21} a_{32}+\sigma(3,2,1) a_{13} a_{22} a_{31} .
\end{aligned}
$$

To obtain the values of each $\sigma\left(p_{1}, p_{2}, p_{3}\right)$, we determine the parity for each permutation ( $p_{1}, p_{2}, p_{3}$ ). We find that

$$
\begin{array}{lll}
\sigma(1,2,3)=+1, & \sigma(1,3,2)=-1, & \sigma(2,1,3)=-1, \\
\sigma(2,3,1)=+1, & \sigma(3,1,2)=+1, & \sigma(3,2,1)=-1 .
\end{array}
$$

Hence,

$$
\begin{aligned}
\operatorname{det}(A) & =\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right| \\
& =a_{11} a_{22} a_{33}+a_{12} a_{23} a_{31}+a_{13} a_{21} a_{32}-a_{11} a_{23} a_{32}-a_{12} a_{21} a_{33}-a_{13} a_{22} a_{31} .
\end{aligned}
$$

A simple schematic for obtaining the terms in the determinant of order 3 is given in Figure 3.1.1. By taking the product of the elements joined by each arrow and attaching
the indicated sign to the result, we obtain the six terms in the determinant of the $3 \times 3$ matrix $A=\left[a_{i j}\right]$. Note that this technique for obtaining the terms in a determinant does not generalize to determinants of $n \times n$ matrices with $n>3$.

Example 3.1.10 Evaluate
(a) $|-6|$.
(b) $\left|\begin{array}{ll}-4 & 6 \\ -2 & 5\end{array}\right|$.
(c) $\left|\begin{array}{rrr}2 & -5 & 2 \\ 6 & 1 & 0 \\ -3 & -1 & 4\end{array}\right|$.
(d) $\left|\begin{array}{rrrr}0 & 0 & -2 & 3 \\ 0 & 0 & 1 & 6 \\ -2 & 1 & 0 & 0 \\ -7 & 3 & 0 & 0\end{array}\right|$.

## Solution:

(a) $|-6|=-6$. In the case of a $1 \times 1$ matrix, the reader is cautioned not to confuse the vertical bars notation for the determinant with absolute value bars.
(b) $\left|\begin{array}{ll}-4 & 6 \\ -2 & 5\end{array}\right|=(-4)(5)-(6)(-2)=-8$.
(c) In this case, the schematic in Figure 3.1.1 is

$$
\begin{array}{rrrrr}
2 & -5 & 2 & 2 & -5 \\
6 & 1 & 0 & 6 & 1 \\
-3 & -1 & 4 & -3 & -1
\end{array}
$$

so that

$$
\begin{aligned}
\left|\begin{array}{rrr}
2 & -5 & 2 \\
6 & 1 & 0 \\
-3 & -1 & 4
\end{array}\right|= & (2)(1)(4)+(-5)(0)(-3)+(2)(6)(-1) \\
& -(-3)(1)(2)-(-1)(0)(2)-(4)(6)(-5) \\
& =8+0+(-12)-(-6)-0-(-120) \\
= & 122 .
\end{aligned}
$$

(d) To evaluate this $4 \times 4$ determinant, we must use Definition 3.1.8. There are 4 ! $=24$ terms in the summation; however, in this case many of these terms are zero due to the large number of zeros in the given matrix. The only nonzero terms $a_{1 p_{1}} a_{2 p_{2}} a_{3 p_{3}} a_{4 p_{4}}$ occur when $3 \leq p_{1} \leq 4,3 \leq p_{2} \leq 4,1 \leq p_{3} \leq 2$, and $1 \leq p_{4} \leq 2$. The following table summarizes the permutations ( $p_{1}, p_{2}, p_{3}, p_{4}$ ) whose corresponding term in the computation of the determinant via Definition 3.1.8 is nonzero, together with the number of inversions and the sign of those permutations.

| Permutation <br> $\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$ | Number of Inversions <br> $N\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$ | Sign <br> $\sigma\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$ |
| :---: | :---: | :---: |
| $(3,4,1,2)$ | 4 | + |
| $(3,4,2,1)$ | 5 | - |
| $(4,3,1,2)$ | 5 | - |
| $(4,3,2,1)$ | 6 | + |

Therefore,

$$
\begin{aligned}
\left|\begin{array}{rrrr}
0 & 0 & -2 & 3 \\
0 & 0 & 1 & 6 \\
-2 & 1 & 0 & 0 \\
-7 & 3 & 0 & 0
\end{array}\right|= & a_{13} a_{24} a_{31} a_{42}-a_{13} a_{24} a_{32} a_{41}-a_{14} a_{23} a_{31} a_{42}+a_{14} a_{23} a_{32} a_{41} \\
& (-2)(6)(-2)(3)-(-2)(6)(1)(-7)-(3)(1)(-2)(3) \\
& +(3)(1)(1)(-7) \\
= & 72-84-(-18)+(-21) \\
= & -15 .
\end{aligned}
$$

## Example 3.1.11 Find all $x$ satisfying

(a) $\left|\begin{array}{ccc}x^{2} & x & 1 \\ 1 & 1 & 1 \\ 4 & 2 & 1\end{array}\right|=0$.
(b) $\left|\begin{array}{rrr}2-4 x & -4 & 2 \\ 5+3 x & 3 & -3 \\ 1-2 x & -2 & 1\end{array}\right|=0$.

## Solution:

(a) Using the schematic in Figure 3.1.1 to evaluate this determinant, we have

$$
\left|\begin{array}{ccc}
x^{2} & x & 1 \\
1 & 1 & 1 \\
4 & 2 & 1
\end{array}\right|=x^{2}+4 x+2-4-2 x^{2}-x=-x^{2}+3 x-2=-(x-2)(x-1) .
$$

Consequently, the two values of $x$ satisfying the given equation are $x=2$ and $x=1$.
(b) Proceeding as in part (a), we have

$$
\left|\begin{array}{rrr}
2-4 x & -4 & 2 \\
5+3 x & 3 & -3 \\
1-2 x & -2 & 1
\end{array}\right|=\begin{aligned}
& \\
& \\
& \\
& \\
& \\
&
\end{aligned}
$$

Therefore, regardless of the value of $x$, the required equation is satisfied. Hence, every real number $x$ satisfies the equation.

We now turn to some geometric applications of the determinant.

## Geometric Interpretation of the Determinants of Orders Two and Three

If $\mathbf{a}$ and $\mathbf{b}$ are two vectors in space, we recall that their dot product is the scalar

$$
\begin{equation*}
\mathbf{a} \cdot \mathbf{b}=\|\mathbf{a}\|\|\mathbf{b}\| \cos \theta \tag{3.1.4}
\end{equation*}
$$

where $\theta$ is the angle between $\mathbf{a}$ and $\mathbf{b}$, and $\|\mathbf{a}\|$ and $\|\mathbf{b}\|$ denote the lengths of $\mathbf{a}$ and $\mathbf{b}$, respectively. On the other hand, the cross product of $\mathbf{a}$ and $\mathbf{b}$ is the vector

$$
\begin{equation*}
\mathbf{a} \times \mathbf{b}=\|\mathbf{a}\|\|\mathbf{b}\| \sin \theta \mathbf{n} \tag{3.1.5}
\end{equation*}
$$

where $\mathbf{n}$ denotes a unit vector ${ }^{1}$ that is perpendicular to the plane of $\mathbf{a}$ and $\mathbf{b}$ and chosen in such a way that $\{\mathbf{a}, \mathbf{b}, \mathbf{n}\}$ is a right-handed set of vectors. If $\mathbf{i}, \mathbf{j}, \mathbf{k}$ denote the unit vectors pointing along the positive $x$-, $y$-, and $z$-axes, respectively, of a rectangular Cartesian coordinate system and $\mathbf{a}=a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}, \mathbf{b}=b_{1} \mathbf{i}+b_{2} \mathbf{j}+b_{3} \mathbf{k}$, then Equation (3.1.5) can be expressed in component form as

$$
\begin{equation*}
\mathbf{a} \times \mathbf{b}=\left(a_{2} b_{3}-a_{3} b_{2}\right) \mathbf{i}+\left(a_{3} b_{1}-a_{1} b_{3}\right) \mathbf{j}+\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{k} \tag{3.1.6}
\end{equation*}
$$

This can be remembered most easily in the compact form

$$
\mathbf{a} \times \mathbf{b}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right|,
$$

which is compatible with the schematic in Figure 3.1.1. We will use the equations above to establish the following theorem.

1. The area of a parallelogram with sides determined by the vectors $\mathbf{a}=a_{1} \mathbf{i}+a_{2} \mathbf{j}$ and $\mathbf{b}=b_{1} \mathbf{i}+b_{2} \mathbf{j}$ is

$$
\text { Area }=|\operatorname{det}(A)|
$$

where $A=\left[\begin{array}{ll}a_{1} & a_{2} \\ b_{1} & b_{2}\end{array}\right]$.
2. The volume of a parallelepiped determined by the vectors $\mathbf{a}=a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}$, $\mathbf{b}=b_{1} \mathbf{i}+b_{2} \mathbf{j}+b_{3} \mathbf{k}, \mathbf{c}=c_{1} \mathbf{i}+c_{2} \mathbf{j}+c_{3} \mathbf{k}$ is

$$
\text { Volume }=|\operatorname{det}(A)|,
$$

where $A=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$.

Before presenting the proof of this theorem, we make some remarks and give two examples.

## Remarks

1. The vertical bars appearing in the formulas in Theorem 3.1.12 denote the absolute value of the number $\operatorname{det}(A)$.
2. It follows from results in the next section that it does not matter in what order the given vectors are placed in the rows of the matrix $A$ appearing in Theorem 3.1.12. Moreover, it is also permissible to arrange the given vectors into the columns of $A$ instead of the rows of $A$.
3. We see from the expression for the volume of a parallelepiped that the condition for three vectors to lie in the same plane (i.e., the parallelepiped has zero volume) is that the matrix $A$ whose rows (or columns) are comprised of the three vectors has $\operatorname{det}(A)=0$. This will be a useful result in the next chapter.
[^22]Example 3.1.13 Find the area of the parallelogram containing the points ( $-2,1$ ), (1, 5), (3, 2), and (6, 6).
Solution: A sketch locating these four points in the plane reveals that the parallelogram is determined by the adjacent sides that meet at, say, $(-2,1)$. These two vectors are $\mathbf{a}=3 \mathbf{i}+4 \mathbf{j}$ and $\mathbf{b}=5 \mathbf{i}+\mathbf{j}$. According to part 1 of Theorem 3.1.12, the area of the parallelogram is

$$
\left|\operatorname{det}\left[\begin{array}{ll}
3 & 4 \\
5 & 1
\end{array}\right]\right|=|(3)(1)-(4)(5)|=|-17|=17 .
$$

Example 3.1.14 Determine whether or not the vectors $\mathbf{a}=-4 \mathbf{i}+\mathbf{j}$ and $\mathbf{b}=2 \mathbf{i}+3 \mathbf{j}+\mathbf{k}$ and $\mathbf{c}=$ $-8 \mathbf{i}+9 \mathbf{j}+2 \mathbf{k}$ lie in a single plane in 3 -space.
Solution: By Remark 3 above, it suffices to determine whether or not the volume of the parallelepiped determined by the three vectors is zero or not. To do this, we use part (2) of Theorem 3.1.12:

$$
\begin{aligned}
\text { Volume }= & \left|\operatorname{det}\left[\begin{array}{rrr}
-4 & 1 & 0 \\
2 & 3 & 1 \\
-8 & 9 & 2
\end{array}\right]\right| \\
= & \mid(-4)(3)(2)+(1)(1)(-8)+(0)(2)(9) \\
& -(-8)(3)(0)-(9)(1)(-4)-(2)(2)(1) \mid \\
= & 0,
\end{aligned}
$$

which shows that the three vectors do lie in a single plane.
Now we turn to the

## Proof of Theorem 3.1.12:

1. The area of the parallelogram is

$$
\text { Area }=(\text { length of base }) \times(\text { perpendicular height }) .
$$

From Figure 3.1.2, this can be written as

$$
\begin{equation*}
\text { Area }=\|\mathbf{a}\| h=\|\mathbf{a}\|\|\mathbf{b}\||\sin \theta|=\|\mathbf{a} \times \mathbf{b}\| . \tag{3.1.7}
\end{equation*}
$$



Figure 3.1.2: Determining the area of a parallelogram.
Since the $\mathbf{k}$ components of $\mathbf{a}$ and $\mathbf{b}$ are both zero (since the vectors lie in the $x y$-plane), substitution from Equation (3.1.6) yields

$$
\text { Area }=\left\|\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{k}\right\|=\left|a_{1} b_{2}-a_{2} b_{1}\right|=|\operatorname{det}(A)| .
$$

2. The volume of the parallelepiped is

$$
\text { Volume }=(\text { area of base }) \times(\text { perpendicular height }) .
$$

The base is determined by the vectors $\mathbf{b}$ and $\mathbf{c}$ (see Figure 3.1.3), and its area can be written as $\|\mathbf{b} \times \mathbf{c}\|$, in similar fashion to that done in (3.1.7). From Figure 3.1.3 and Equation (3.1.4), we therefore have

$$
\text { Volume }=\|\mathbf{b} \times \mathbf{c}\| h=\|\mathbf{b} \times \mathbf{c}\|\|\mathbf{a}\||\cos \psi|=\|\mathbf{b} \times \mathbf{c}\||\mathbf{a} \cdot \mathbf{n}|,
$$

where $\mathbf{n}$ is a unit vector that is perpendicular to the plane containing $\mathbf{b}$ and $\mathbf{c}$. We can now use Equations (3.1.5) and (3.1.6) to obtain

$$
\begin{aligned}
\text { Volume } & =\|\mathbf{b} \times \mathbf{c}\|\|\mathbf{a}\||\cos \psi|=|\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})| \\
& =\left|\left(a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}\right) \cdot\left[\left(b_{2} c_{3}-b_{3} c_{2}\right) \mathbf{i}+\left(b_{3} c_{1}-b_{1} c_{3}\right) \mathbf{j}+\left(b_{1} c_{2}-b_{2} c_{1}\right) \mathbf{k}\right]\right| \\
& =\left|a_{1}\left(b_{2} c_{3}-b_{3} c_{2}\right)+a_{2}\left(b_{3} c_{1}-b_{1} c_{3}\right)+a_{3}\left(b_{1} c_{2}-b_{2} c_{1}\right)\right| \\
& =|\operatorname{det}(A)|,
\end{aligned}
$$

as required.


Figure 3.1.3: Determining the volume of a parallelepiped.

## Exercises for 3.1

## Key Terms

Permutation, Inversion, Parity, Determinant, Order, Dot product, Cross product.

## Skills

- Be able to list permutations of $1,2, \ldots, n$.
- Be able to compute determinants by using Definition 3.1.8.
- Be able to find the number of inversions of a given permutation and thus determine its parity.
- Be able to compute the area of a parallelogram with sides determined by vectors in $\mathbb{R}^{2}$.
- Be able to compute the volume of a parallelogram with sides determined by vectors in $\mathbb{R}^{3}$.
- Be able to use the determinant to determine whether or not a set of three vectors in 3 -space lie in a single plane.


## True-False Review

For items (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $A$ is a $2 \times 2$ lower triangular matrix, then $\operatorname{det}(A)$ is the product of the elements on the main diagonal of $A$.
(b) If $A$ is a $3 \times 3$ upper triangular matrix, then $\operatorname{det}(A)$ is the product of the elements on the main diagonal of $A$.
(c) The volume of the parallelepiped whose sides are determined by the vectors $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ is given by $\operatorname{det}(A)$, where $A=[\mathbf{a}, \mathbf{b}, \mathbf{c}]$.
(d) There are the same number of permutations of $\{1,2,3,4\}$ of even parity as there are of odd parity.
(e) If $A$ and $B$ are $2 \times 2$ matrices, then $\operatorname{det}(A+B)=$ $\operatorname{det}(A)+\operatorname{det}(B)$.
(f) The determinant of a matrix whose elements are all positive must be positive.
(g) A matrix containing a row of zeros must have zero determinant.
(h) Three vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$ in $\mathbb{R}^{3}$ are coplanar if and only if the determinant of the $3 \times 3$ matrix $\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right]$ is zero.
(i) $\left|\begin{array}{cccc}a_{1} & a_{2} & 0 & 0 \\ a_{3} & a_{4} & 0 & 0 \\ 0 & 0 & b_{1} & b_{2} \\ 0 & 0 & b_{3} & b_{4}\end{array}\right|=\left|\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right|\left|\begin{array}{ll}b_{1} & b_{2} \\ b_{3} & b_{4}\end{array}\right|$.
(j) $\left|\begin{array}{cccc}0 & 0 & a_{1} & a_{2} \\ 0 & 0 & a_{3} & a_{4} \\ b_{1} & b_{2} & 0 & 0 \\ b_{3} & b_{4} & 0 & 0\end{array}\right|=\left|\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right|\left|\begin{array}{ll}b_{1} & b_{2} \\ b_{3} & b_{4}\end{array}\right|$.

## Problems

For Problems 1-6, determine the number of inversions and the parity of the given permutation.

1. $(3,1,4,2)$.
2. $(2,4,3,1)$.
3. $(5,4,3,2,1)$.
4. $(2,4,1,5,3)$.
5. $(6,1,4,2,5,3)$.
6. $(6,5,4,3,2,1)$.
7. Use Definition 3.1.8 to derive the general expression for the determinant of $A$ if

$$
A=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right] .
$$

For Problems 8-11, determine whether the given expression is a term in the determinant of order 5 . If it is, determine whether the permutation of the column indices has even or odd parity and hence find whether the term has a plus or a minus sign attached to it.
8. $a_{11} a_{23} a_{34} a_{43} a_{52}$.
9. $a_{11} a_{25} a_{33} a_{42} a_{54}$.
10. $a_{11} a_{32} a_{24} a_{43} a_{55}$.
11. $a_{13} a_{25} a_{31} a_{44} a_{42}$.

For Problems 12-15, determine the values of the indices $p$ and $q$ such that the following are terms in a determinant of order 4. In each case, determine the number of inversions in the permutation of the column indices and hence find the appropriate sign that should be attached to each term.
12. $a_{21} a_{3 q} a_{p 2} a_{43}$.
13. $a_{13} a_{p 4} a_{32} a_{2 q}$.
14. $a_{p q} a_{34} a_{13} a_{42}$.
15. $a_{3 q} a_{p 4} a_{13} a_{42}$.

For Problems 16-42, evaluate the determinant of the given matrix.
16. $A=\left[\begin{array}{rr}0 & -2 \\ 5 & 1\end{array}\right]$.
17. $A=\left[\begin{array}{rr}6 & -3 \\ -5 & -1\end{array}\right]$.
18. $A=\left[\begin{array}{rr}-4 & 7 \\ 1 & 7\end{array}\right]$.
19. $A=\left[\begin{array}{rr}2 & -3 \\ 1 & 5\end{array}\right]$.
20. $A=\left[\begin{array}{rr}9 & -8 \\ -7 & -3\end{array}\right]$.
21. $A=\left[\begin{array}{rr}2 & -4 \\ -1 & 0\end{array}\right]$.
22. $A=\left[\begin{array}{rr}1 & 4 \\ -4 & 3\end{array}\right]$.
23. $A=\left[\begin{array}{cc}e^{-3} & 3 e^{10} \\ 2 e^{-5} & 6 e^{8}\end{array}\right]$.
24. $A=\left[\begin{array}{cc}\pi & \pi^{2} \\ \sqrt{2} & 2 \pi\end{array}\right]$.
25. $A=\left[\begin{array}{rrr}6 & -1 & 2 \\ -4 & 7 & 1 \\ 0 & 3 & 1\end{array}\right]$.
26. $A=\left[\begin{array}{rrr}5 & -3 & 0 \\ 1 & 4 & -1 \\ -8 & 2 & -2\end{array}\right]$.
27. $A=\left[\begin{array}{rrr}-2 & -4 & 1 \\ 6 & 1 & 1 \\ -2 & -1 & 3\end{array}\right]$.
28. $A=\left[\begin{array}{rrr}0 & 0 & -3 \\ 0 & 4 & 3 \\ -2 & 1 & 5\end{array}\right]$.
29. $A=\left[\begin{array}{rrr}9 & 1 & -7 \\ 6 & 2 & 1 \\ -4 & 0 & -2\end{array}\right]$.
30. $A=\left[\begin{array}{rrr}2 & -10 & 3 \\ 1 & 1 & 1 \\ 0 & 8 & -3\end{array}\right]$.
31. $A=\left[\begin{array}{rrr}5 & 4 & 3 \\ -2 & 9 & 12 \\ 1 & -1 & 0\end{array}\right]$.
32. $A=\left[\begin{array}{lll}5 & 0 & 4 \\ 0 & 3 & 0 \\ 2 & 0 & 1\end{array}\right]$.
33. $A=\left[\begin{array}{ccc}\sqrt{\pi} & e^{2} & e^{-1} \\ \sqrt{67} & 1 / 30 & 2001 \\ \pi & \pi^{2} & \pi^{3}\end{array}\right]$.
34. $A=\left[\begin{array}{rrr}2 & 3 & -1 \\ 1 & 4 & 1 \\ 3 & 1 & 6\end{array}\right]$.
35. $A=\left[\begin{array}{rrrr}0 & 0 & 0 & -3 \\ 0 & 0 & -7 & -1 \\ 0 & 2 & 6 & 9 \\ 1 & 8 & -8 & -9\end{array}\right]$.
36. $A=\left[\begin{array}{rrrr}4 & 1 & 8 & 6 \\ 0 & -2 & 13 & 5 \\ 0 & 0 & -6 & 1 \\ 0 & 0 & 0 & -3\end{array}\right]$.
37. $A=\left[\begin{array}{rrrr}-2 & 0 & 1 & 6 \\ -1 & 3 & -1 & -4 \\ 2 & 1 & 0 & 3 \\ 0 & 5 & -4 & -2\end{array}\right]$.
38. $A=\left[\begin{array}{rrrr}-2 & -1 & 4 & -6 \\ 0 & 1 & 0 & 2 \\ 0 & -6 & 3 & 2 \\ 0 & 8 & 5 & 1\end{array}\right]$.
39. $A=\left[\begin{array}{rrrr}-1 & 2 & 0 & 0 \\ 2 & -8 & 0 & 0 \\ 0 & 0 & 2 & 3 \\ 0 & 0 & -1 & -1\end{array}\right]$.
40. $A=\left[\begin{array}{rrrrr}1 & 2 & 3 & 0 & 0 \\ 2 & -1 & 4 & 0 & 0 \\ 6 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 4 & 3 \\ 0 & 0 & 0 & -1 & -2\end{array}\right]$.
41. $A=\left[\begin{array}{lllll}1 & 2 & 0 & 0 & 0 \\ 3 & 4 & 0 & 0 & 0 \\ 0 & 0 & 5 & 0 & 0 \\ 0 & 0 & 0 & 6 & 7 \\ 0 & 0 & 0 & 8 & 9\end{array}\right]$.
42. $A=\left[\begin{array}{rrrrr}0 & 0 & 0 & 8 & 4 \\ 0 & 0 & 0 & -1 & 1 \\ 0 & 0 & 2 & 0 & 0 \\ 2 & -3 & 0 & 0 & 0 \\ 4 & -2 & 0 & 0 & 0\end{array}\right]$.

For Problems 43-46, evaluate the determinant of the given matrix function.
43. $A(t)=\left[\begin{array}{cc}e^{6 t} & e^{4 t} \\ 6 e^{6 t} & 4 e^{4 t}\end{array}\right]$.
44. $A(t)=\left[\begin{array}{rrr}\sin t & \cos t & 1 \\ \cos t & -\sin t & 0 \\ \sin t & -\cos t & 0\end{array}\right]$.
45. $A(t)=\left[\begin{array}{rrr}e^{2 t} & e^{3 t} & e^{-4 t} \\ 2 e^{2 t} & 3 e^{3 t} & -4 e^{-4 t} \\ 4 e^{2 t} & 9 e^{3 t} & 16 e^{-4 t}\end{array}\right]$.
46. $A(t)=\left[\begin{array}{rrr}e^{-t} & e^{-5 t} & e^{2 t} \\ -e^{-t} & -5 e^{-5 t} & 2 e^{2 t} \\ e^{-t} & 25 e^{-5 t} & 4 e^{2 t}\end{array}\right]$.

In Problems 47-48, we explore a relationship between determinants and solutions to a differential equation. The $3 \times 3$ matrix consisting of solutions to a differential equation and their derivatives is called the Wronskian and, as we will see in later chapters, plays a pivotal role in the theory of differential equations.
47. Verify that $y_{1}(x)=\cos 2 x, y_{2}(x)=\sin 2 x$, and $y_{3}(x)=e^{x}$ are solutions to the differential equation

$$
y^{\prime \prime \prime}-y^{\prime \prime}+4 y^{\prime}-4 y=0
$$

and show that $\left|\begin{array}{lll}y_{1} & y_{2} & y_{3} \\ y_{1}^{\prime} & y_{2}^{\prime} & y_{3}^{\prime} \\ y_{1}^{\prime \prime} & y_{2}^{\prime \prime} & y_{3}^{\prime \prime}\end{array}\right|$ is nonzero on any interval.
48. Verify that $y_{1}(x)=e^{x}, y_{2}(x)=\cosh x$, and $y_{3}(x)=$ $\sinh x$ are solutions to the differential equation

$$
y^{\prime \prime \prime}-y^{\prime \prime}-y^{\prime}+y=0
$$

and show that $\left|\begin{array}{lll}y_{1} & y_{2} & y_{3} \\ y_{1}^{\prime} & y_{2}^{\prime} & y_{3}^{\prime} \\ y_{1}^{\prime \prime} & y_{2}^{\prime \prime} & y_{3}^{\prime \prime}\end{array}\right|$ is identically zero.
49. (a) Write all 24 distinct permutations of the integers $1,2,3,4$.
(b) Determine the parity of each permutation in part (a).
(c) Use parts (a) and (b) to derive the expression for a determinant of order 4.
50. Use Problem 49 to evaluate $\operatorname{det}(A)$, where

$$
A=\left[\begin{array}{rrrr}
2 & 0 & -1 & 5 \\
0 & 6 & 1 & 2 \\
1 & -1 & -2 & 3 \\
0 & 2 & 0 & -4
\end{array}\right]
$$

51. Use Problem 49 to evaluate $\operatorname{det}(A)$, where

$$
A=\left[\begin{array}{rrrr}
1 & 4 & -7 & 0 \\
3 & 0 & 1 & -1 \\
-2 & 1 & 3 & -3 \\
0 & 2 & 2 & 4
\end{array}\right]
$$

52. Use Problems 49 and 50 to evaluate $\operatorname{det}(B)$, where

$$
B=\left[\begin{array}{rrrrr}
2 & 1 & 5 & 5 & 0 \\
0 & 2 & 0 & -1 & 5 \\
0 & 0 & 6 & 1 & 2 \\
0 & 1 & -1 & -2 & 3 \\
0 & 0 & 2 & 0 & -4
\end{array}\right]
$$

53. Use Problems 49 and 51 to evaluate $\operatorname{det}(B)$, where

$$
B=\left[\begin{array}{rrrrr}
1 & 4 & -7 & 0 & 0 \\
3 & 0 & 1 & -1 & 0 \\
-2 & 1 & 3 & -3 & 0 \\
0 & 2 & 2 & 4 & 0 \\
0 & 0 & 0 & 0 & -3
\end{array}\right]
$$

54. (a) If $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$ and $c$ is a constant, verify that $\operatorname{det}(c A)=c^{2} \operatorname{det}(A)$.
(b) Use the definition of a determinant to prove that if $A$ is an $n \times n$ matrix and $c$ is a constant, then $\operatorname{det}(c A)=c^{n} \operatorname{det}(A)$.
55. The alternating symbol $\epsilon_{i j k}$ is defined by
$\epsilon_{i j k}=\left\{\begin{aligned} 1, & \text { if }(i j k) \text { is an even permutation of } 1,2,3, \\ -1, & \text { if }(i j k) \text { is an odd permutation of } 1,2,3, \\ 0, & \text { otherwise. }\end{aligned}\right.$
(a) Write all nonzero $\epsilon_{i j k}$, for $1 \leq i \leq 3,1 \leq j \leq 3$, $1 \leq k \leq 3$.
(b) If $A=\left[a_{i j}\right]$ is a $3 \times 3$ matrix, verify that

$$
\operatorname{det}(A)=\sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \epsilon_{i j k} a_{1 i} a_{2 j} a_{3 k}
$$

56. If $A$ is the general $n \times n$ matrix, determine the sign attached to the term

$$
a_{1 n} a_{2 n-1} a_{3 n-2} \cdots a_{n 1}
$$

which arises in $\operatorname{det}(A)$.
57. $\diamond$ Use some form of technology to evaluate the determinants in Problems 40-46.
58. $\diamond$ Let $A$ be an arbitrary $4 \times 4$ matrix. By experimenting with various elementary row operations, conjecture how elementary row operations applied to $A$ affect the value of $\operatorname{det}(A)$.
59. $\diamond$ Verify that $y_{1}(x)=e^{-2 x} \cos 3 x, y_{2}(x)=e^{-2 x}$ $\sin 3 x$, and $y_{3}(x)=e^{-4 x}$ are solutions to the differential equation

$$
y^{\prime \prime \prime}+8 y^{\prime \prime}+29 y^{\prime}+52 y=0
$$

and show that $\left|\begin{array}{lll}y_{1} & y_{2} & y_{3} \\ y_{1}^{\prime} & y_{2}^{\prime} & y_{3}^{\prime} \\ y_{1}^{\prime \prime} & y_{2}^{\prime \prime} & y_{3}^{\prime \prime}\end{array}\right|$ is nonzero on any interval.
60. $\diamond$ Verify that $y_{1}(x)=e^{x} \cos 2 x, y_{2}=e^{x} \sin 2 x$, and $y_{3}=e^{3 x}$ are solutions to the differential equation

$$
y^{\prime \prime \prime}-5 y^{\prime \prime}+11 y^{\prime}-15 y=0
$$

and show that $\left|\begin{array}{lll}y_{1} & y_{2} & y_{3} \\ y_{1}^{\prime} & y_{2}^{\prime} & y_{3}^{\prime} \\ y_{1}^{\prime \prime} & y_{2}^{\prime \prime} & y_{3}^{\prime \prime}\end{array}\right|$ is nonzero on any interval.

### 3.2 Properties of Determinants

For large values of $n$, evaluating a determinant of order $n$ using the definition given in the previous section is not very practical since the number of terms is $n$ ! (for example, a determinant of order 10 contains $3,628,800$ terms). In the next two sections, we develop alternative techniques for evaluating determinants. The following theorem suggests one way to proceed.

Theorem 3.2.1 If $A$ is an $n \times n$ upper or lower triangular matrix, then

$$
\operatorname{det}(A)=a_{11} a_{22} a_{33} \cdots a_{n n}=\prod_{i=1}^{n} a_{i i}
$$

Proof We use the definition of the determinant to prove the result in the upper triangular case. From Equation (3.1.3),

$$
\begin{equation*}
\operatorname{det}(A)=\sum \sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} a_{3 p_{3}} \cdots a_{n p_{n}} \tag{3.2.1}
\end{equation*}
$$

If $A$ is upper triangular, then $a_{i j}=0$ whenever $i>j$, and therefore, the only nonzero terms in the preceding summation are those with $p_{i} \geq i$ for all $i$. Since all the $p_{i}$ must be distinct, the only possibility is (by applying $p_{i} \geq i$ to $i=n, n-1, \ldots, 2,1$ in turn)

$$
p_{i}=i, \quad i=1,2, \ldots, n
$$

and so Equation (3.2.1) reduces to the single term

$$
\operatorname{det}(A)=\sigma(1,2, \ldots, n) a_{11} a_{22} \cdots a_{n n}
$$

Since $\sigma(1,2, \ldots, n)=1$, it follows that

$$
\operatorname{det}(A)=a_{11} a_{22} \cdots a_{n n}
$$

The proof in the lower triangular case is left as an exercise (Problem 52).

Example 3.2.2 According to the previous theorem, if $A=\left[\begin{array}{rrrr}-6 & 4 & 9 & -2 \\ 0 & 2 & 3 & 8 \\ 0 & 0 & -5 & 6 \\ 0 & 0 & 0 & -3\end{array}\right]$, then

$$
\operatorname{det}(A)=(-6)(2)(-5)(-3)=-180
$$

Theorem 3.2.1 shows that it is easy to compute the determinant of an upper or lower triangular matrix. Recall from Chapter 2 that any matrix can be reduced to row-echelon form by a sequence of elementary row operations. In the case of an $n \times n$ matrix, any row-echelon form will be upper triangular. Theorem 3.2.1 suggests, therefore, that we should consider how elementary row operations performed on a matrix $A$ alter the value of $\operatorname{det}(A)$.

## Elementary Row Operations and Determinants

Let $A$ be an $n \times n$ matrix.
P1. If $B$ is the matrix obtained by permuting two rows of $A$, then

$$
\operatorname{det}(B)=-\operatorname{det}(A)
$$

P2. If $B$ is the matrix obtained by multiplying one row of $A$ by any ${ }^{2}$ scalar $k$, then

$$
\operatorname{det}(B)=k \operatorname{det}(A)
$$

P3. If $B$ is the matrix obtained by adding a multiple of any row of $A$ to a different row of $A$, then

$$
\operatorname{det}(B)=\operatorname{det}(A)
$$

The proofs of these properties are given at the end of this section.

Example 3.2.3 Suppose that $A=\left[\begin{array}{lll}a & b & c \\ d & e & f \\ g & h & i\end{array}\right]$ is some $3 \times 3$ matrix with $\operatorname{det}(A)=7$. Compute

$$
\operatorname{det}\left[\begin{array}{ccc}
4 g & 4 h & 4 i \\
a+d & b+e & c+f \\
a-2 g & b-2 h & c-2 i
\end{array}\right]
$$

Solution: From the form of the entries of the matrix in question, we need to ascertain what elementary row operations have been applied to the matrix $A$ in order to apply P1-P3 correctly. For instance, the third row of $A$ appears to have been permuted to the first row and multiplied by 4 . The first row of $A$, on the other hand, has been permuted to the third row, and -2 times the third row of $A$ was added to it. Finally, the first row of $A$ was added to the second row of $A$. Therefore, the only two effects that change $\operatorname{det}(A)$ are the multiplication of the last row of $A$ by 4 and the permutation of the first and third rows. The determinant of $A$ is therefore multiplied by 4 and -1 , respectively. Hence,

$$
\operatorname{det}\left[\begin{array}{ccc}
4 g & 4 h & 4 i \\
a+d & b+e & c+f \\
a-2 g & b-2 h & c-2 i
\end{array}\right]=7(-1)(4)=-28
$$

Remark The main use of P 2 is that it enables us to factor a common multiple of the entries of a particular row out of the determinant. For example, if

$$
A=\left[\begin{array}{rr}
-3 & 6 \\
4 & -2
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{rr}
-3 & 6 \\
12 & -6
\end{array}\right]
$$

where $B$ is obtained from $A$ by multiplying the second row of $A$ by 3 , then we have

$$
\operatorname{det}(B)=3 \cdot \operatorname{det}(A)=3[(-3)(-2)-(6)(4)]=3(-18)=-54
$$

On the other hand, if we multiply the entire matrix $A$ by a scalar multiple of 3 , then in effect, each row of $A$ has been multiplied by 3 , and we must apply P2 once for each of the two rows. Therefore,

$$
\operatorname{det}(3 A)=3^{2} \operatorname{det}(A)=9(-18)=-162
$$

[^23]In general, repeated application of property P 2 to each row of an $n \times n$ matrix $A$ leads to the following:

P4. For any scalar $k$ and $n \times n$ matrix $A$, we have

$$
\operatorname{det}(k A)=k^{n} \operatorname{det}(A)
$$

We now illustrate how the foregoing properties $\mathrm{P} 1-\mathrm{P} 3$, together with Theorem 3.2.1, can be used to evaluate a determinant. The basic idea is the same as that for Gaussian elimination. We use elementary row operations to reduce the determinant to upper triangular form and then use Theorem 3.2.1 to evaluate the resulting determinant. Care must be exercised in this process, because one must remember with each step how the elementary row operations being applied affect the determinant of the subsequent matrices in the process. Let us illustrate with an example.

Example 3.2.4 Evaluate $\left|\begin{array}{rrrr}3 & 4 & -1 & 5 \\ 1 & 2 & -1 & 3 \\ -2 & -2 & 2 & -7 \\ -4 & -3 & -2 & -8\end{array}\right|$.
Solution: We have

$$
\begin{aligned}
& \left|\begin{array}{rrrr}
3 & 4 & -1 & 5 \\
1 & 2 & -1 & 3 \\
-2 & -2 & 2 & -7 \\
-4 & -3 & -2 & -8
\end{array}\right| \stackrel{1}{=}-\left|\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
3 & 4 & -1 & 5 \\
-2 & -2 & 2 & -7 \\
-4 & -3 & -2 & -8
\end{array}\right| \stackrel{2}{=}-\left|\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
0 & -2 & 2 & -4 \\
0 & 2 & 0 & -1 \\
0 & 5 & -6 & 4
\end{array}\right| \\
& \stackrel{3}{=} 2\left|\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
0 & 1 & -1 & 2 \\
0 & 2 & 0 & -1 \\
0 & 5 & -6 & 4
\end{array}\right| \stackrel{4}{=} 2\left|\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
0 & 1 & -1 & 2 \\
0 & 0 & 2 & -5 \\
0 & 0 & -1 & -6
\end{array}\right| \\
& \stackrel{5}{=}-2\left|\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
0 & 1 & -1 & 2 \\
0 & 0 & -1 & -6 \\
0 & 0 & 2 & -5
\end{array}\right| \xlongequal{=}-2\left|\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
0 & 1 & -1 & 2 \\
0 & 0 & -1 & -6 \\
0 & 0 & 0 & -17
\end{array}\right| \\
& =-2(1)(1)(-1)(-17)=-34 \text {, }
\end{aligned}
$$

where we have used Theorem 3.2.1 at the end.

$$
\begin{array}{cll}
\text { 1. } \mathrm{P}_{12} & \text { 2. } \mathrm{A}_{12}(-3), \mathrm{A}_{13}(2), \mathrm{A}_{14}(4) & \text { 3. } \mathrm{M}_{2}(-1 / 2) \\
\text { 4. } \mathrm{A}_{23}(-2), \mathrm{A}_{24}(-5) & \text { 5. } \mathrm{P}_{34} & \text { 6. } \mathrm{A}_{34}(2)
\end{array}
$$

Warning: Notice in step 3 that we applied the elementary row operation $\mathrm{M}_{2}(-1 / 2)$. According to P2, the resulting matrix after this step has a determinant that is $-1 / 2$ the value of the determinant of the matrix before this step. Therefore, to account for this difference, one must place a factor of -2 (the reciprocal of $-1 / 2$ ) in front of the determinant that results after applying P2. One way to think of this is that we have literally factored a multiple of -2 out of one row of the matrix, and with respect to the determinant, property P2 states that this factor of -2 must be placed in front of the resulting determinant.

## Theoretical Results for $n \times n$ Matrices and $n \times n$ Linear Systems

In Section 2.8, we established several conditions on an $n \times n$ matrix $A$ that are equivalent to saying that $A$ is invertible. At this point, we are ready to give one additional characterization of invertible matrices in terms of determinants.

Theorem 3.2.5 Let $A$ be an $n \times n$ matrix. The following conditions on $A$ are equivalent.
(a) $A$ is invertible.
(g) $\operatorname{det}(A) \neq 0$.

Proof Let $A^{*}$ denote the reduced row-echelon form of $A$, and note that $A$ is invertible if and only if $A^{*}=I_{n}$. Since $A^{*}$ is obtained from $A$ by performing a sequence of elementary row operations, properties $\mathrm{P} 1-\mathrm{P} 3$ of determinants imply that $\operatorname{det}(A)$ is just a nonzero multiple of $\operatorname{det}\left(A^{*}\right)$. If $A$ is invertible, then $\operatorname{det}\left(A^{*}\right)=\operatorname{det}\left(I_{n}\right)=1$, so that $\operatorname{det}(A)$ is nonzero.

Conversely, if $\operatorname{det}(A) \neq 0$, then $\operatorname{det}\left(A^{*}\right) \neq 0$. This implies that $A^{*}=I_{n}$, and hence, $A$ is invertible.

According to Theorem 2.5.9 in the previous chapter, any linear system $A \mathbf{x}=\mathbf{b}$ has either no solution, exactly one solution, or infinitely many solutions. Recall from the Invertible Matrix Theorem that the linear system $A \mathbf{x}=\mathbf{b}$ has a unique solution for every $\mathbf{b}$ in $\mathbb{R}^{n}$ if and only if $A$ is invertible. Thus, for an $n \times n$ linear system, Theorem 3.2.5 tells us that, for each $\mathbf{b}$ in $\mathbb{R}^{n}$, the system $A \mathbf{x}=\mathbf{b}$ has a unique solution $\mathbf{x}$ if and only if $\operatorname{det}(A) \neq 0$.

Next, we consider the homogeneous $n \times n$ linear system $A \mathbf{x}=\mathbf{0}$.
Corollary 3.2.6 The homogeneous $n \times n$ linear system $A \mathbf{x}=\mathbf{0}$ has an infinite number of solutions if and only if $\operatorname{det}(A)=0$, and has only the trivial solution if and only if $\operatorname{det}(A) \neq 0$.

Proof The system $A \mathbf{x}=\mathbf{0}$ clearly has the trivial solution $\mathbf{x}=\mathbf{0}$ under any circumstances. By our remarks above, this must be the unique solution if and only if $\operatorname{det}(A) \neq 0$. The only other possibility, which occurs if and only if $\operatorname{det}(A)=0$, is that the system has infinitely many solutions.

Remark The preceding corollary is very important, since we are often interested only in determining the solution properties of a homogeneous linear system and not actually in finding the solutions themselves. We will refer back to this corollary on many occasions throughout the remainder of the text.

Example 3.2.7 Verify that the matrix $A=\left[\begin{array}{rrr}3 & -1 & 2 \\ 7 & 0 & 1 \\ -2 & 3 & 9\end{array}\right]$ is invertible. What can be concluded about the solution to $A \mathbf{x}=\mathbf{0}$ ?

Solution: It is easily shown that $\operatorname{det}(A)=98 \neq 0$. Consequently, $A$ is invertible. It follows from Corollary 3.2.6 that the homogeneous system $A \mathbf{x}=\mathbf{0}$ has only the trivial solution $(0,0,0)$.

Example 3.2.8 Verify that the matrix $A=\left[\begin{array}{rrr}1 & 0 & 1 \\ 0 & 1 & 0 \\ -3 & 0 & -3\end{array}\right]$ is not invertible and determine a set of real solutions to the system $A \mathbf{x}=\mathbf{0}$.
Solution: By the row operation $\mathrm{A}_{13}(3)$, we see that $A$ is row equivalent to the upper triangular matrix $B=\left[\begin{array}{lll}1 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right]$. By Theorem 3.2.1, $\operatorname{det}(B)=0$, and hence $B$ and $A$
are not invertible. We illustrate Corollary 3.2 .6 by finding an infinite number of solutions $\left(x_{1}, x_{2}, x_{3}\right)$ to $A \mathbf{x}=\mathbf{0}$. Working with the upper triangular matrix $B$, we may set $x_{3}=t$, a free parameter. The second row of the matrix system requires that $x_{2}=0$ and the first row requires that $x_{1}+x_{3}=0$, so $x_{1}=-x_{3}=-t$. Hence, the set of solutions is $\{(-t, 0, t): t \in \mathbb{R}\}$.

## Further Properties of Determinants

In addition to elementary row operations, the following properties can also be useful in evaluating determinants.
Let $A$ and $B$ be $n \times n$ matrices.

P5. $\operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)$.
P6. Let $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}$ denote the row vectors of $A$. If the $i$ th row vector of $A$ is the sum of two row vectors, say $\mathbf{a}_{i}=\mathbf{b}_{i}+\mathbf{c}_{i}$, then $\operatorname{det}(A)=\operatorname{det}(B)+\operatorname{det}(C)$, where

$$
B=\left[\begin{array}{c}
\mathbf{a}_{1} \\
\vdots \\
\mathbf{a}_{i-1} \\
\mathbf{b}_{i} \\
\mathbf{a}_{i+1} \\
\vdots \\
\mathbf{a}_{n}
\end{array}\right] \quad \text { and } \quad C=\left[\begin{array}{c}
\mathbf{a}_{1} \\
\vdots \\
\mathbf{a}_{i-1} \\
\mathbf{c}_{i} \\
\mathbf{a}_{i+1} \\
\vdots \\
\mathbf{a}_{n}
\end{array}\right]
$$

The corresponding property is also true for columns.
P7. If $A$ has a row (or column) of zeros, then $\operatorname{det}(A)=0$.
P8. If two rows (or columns) of $A$ are scalar multiples of one another, then $\operatorname{det}(A)=0$.
P9. $\operatorname{det}(A B)=\operatorname{det}(A) \operatorname{det}(B)$.
P10. If $A$ is an invertible matrix, then $\operatorname{det}(A) \neq 0$ and $\operatorname{det}\left(A^{-1}\right)=\frac{1}{\operatorname{det}(A)}$.
The proofs of these properties are given at the end of the section. The main importance of P5 is the implication that any results regarding determinants that hold for the rows of a matrix also hold for the columns of a matrix. In particular, the properties P1-P3 regarding the effects that elementary row operations have on the determinant can be translated to corresponding statements on the effects that "elementary column operations" have on the determinant. We will use the notations

$$
\mathrm{CP}_{i j}, \quad \mathrm{CM}_{i}(k), \quad \text { and } \quad \mathrm{CA}_{i j}(k)
$$

to denote the three types of elementary column operations.

Example 3.2.9 Let $A=\left[\begin{array}{rrrr}4 & 12 & -5 & -2 \\ -1 & -18 & 0 & 3 \\ 2 & -6 & 3 & 1 \\ 7 & 6 & -1 & -1\end{array}\right]$. Evaluate $\operatorname{det}(A)$.

Solution: Although we can carry out elementary row operations as we have in past examples, in this case if we simply apply the elementary column operation $\mathrm{CA}_{42}$ (6) to $A$, we arrive at the answer much more quickly:

$$
A \sim\left[\begin{array}{rrrr}
4 & 0 & -5 & -2 \\
-1 & 0 & 0 & 3 \\
2 & 0 & 3 & 1 \\
7 & 0 & -1 & -1
\end{array}\right] .
$$

The latter matrix has determinant zero by property P 7 , so we conclude that $\operatorname{det}(A)=0$. Alternatively, we can simply note that the second and fourth columns of $A$ are scalar multiples of each other, so P8 implies that $\operatorname{det}(A)=0$.

Example 3.2.10 Use property P6 to express

$$
\left|\begin{array}{ll}
a_{1}+b_{1} & c_{1}+d_{1} \\
a_{2}+b_{2} & c_{2}+d_{2}
\end{array}\right|
$$

as a sum of four determinants.
Solution: Applying P6 to row 1 yields:

$$
\left|\begin{array}{ll}
a_{1}+b_{1} & c_{1}+d_{1} \\
a_{2}+b_{2} & c_{2}+d_{2}
\end{array}\right|=\left|\begin{array}{cc}
a_{1} & c_{1} \\
a_{2}+b_{2} & c_{2}+d_{2}
\end{array}\right|+\left|\begin{array}{cc}
b_{1} & d_{1} \\
a_{2}+b_{2} & c_{2}+d_{2}
\end{array}\right| .
$$

Now we apply P6 to row 2 of both of the determinants on the right-hand side to obtain

$$
\left|\begin{array}{ll}
a_{1}+b_{1} & c_{1}+d_{1} \\
a_{2}+b_{2} & c_{2}+d_{2}
\end{array}\right|=\left|\begin{array}{ll}
a_{1} & c_{1} \\
a_{2} & c_{2}
\end{array}\right|+\left|\begin{array}{ll}
a_{1} & c_{1} \\
b_{2} & d_{2}
\end{array}\right|+\left|\begin{array}{ll}
b_{1} & d_{1} \\
a_{2} & c_{2}
\end{array}\right|+\left|\begin{array}{ll}
b_{1} & d_{1} \\
b_{2} & d_{2}
\end{array}\right| .
$$

Notice that we could also have applied P6 to the columns of the given determinant.
Warning. In view of P6, it may be tempting to believe that if $A, B$, and $C$ are $n \times n$ matrices such that $A=B+C$, then $\operatorname{det}(A)=\operatorname{det}(B)+\operatorname{det}(C)$. This is not true! Examples abound to show the failure of this equation. For instance, if we take $B=I_{2}$ and $C=-I_{2}$, then $A=0_{2}$ so that $\operatorname{det}(A)=\operatorname{det}\left(0_{2}\right)=0$, while $\operatorname{det}(B)=\operatorname{det}(C)=1$. Thus, $\operatorname{det}(B)+$ $\operatorname{det}(C)=1+1=2 \neq 0$.

Let us consider a few more examples of applications of P1-P10, and then we will proceed to the proofs of these properties to conclude this section. We first pause to show how P6 and P8 can be used together to quickly solve an example we first studied from a more elementary viewpoint in Section 3.1 (see part (b) of Example 3.1.11).

Example 3.2.11 Show that for all values of $x$, we have $\left|\begin{array}{lrr}2-4 x & -4 & 2 \\ 5+3 x & 3 & -3 \\ 1-2 x & -2 & 1\end{array}\right|=0$.
Solution: Applying P6 to the first column, we have

$$
\begin{aligned}
\left|\begin{array}{rrr}
2-4 x & -4 & 2 \\
5+3 x & 3 & -3 \\
1-2 x & -2 & 1
\end{array}\right| & =\left|\begin{array}{rrr}
2 & -4 & 2 \\
5 & 3 & -3 \\
1 & -2 & 1
\end{array}\right|+\left|\begin{array}{rrr}
-4 x & -4 & 2 \\
3 x & 3 & -3 \\
-2 x & -2 & 1
\end{array}\right| \\
& =2\left|\begin{array}{rrr}
1 & -2 & 1 \\
5 & 3 & -3 \\
1 & -2 & 1
\end{array}\right|+x\left|\begin{array}{rrr}
-4 & -4 & 2 \\
3 & 3 & -3 \\
-2 & -2 & 1
\end{array}\right|=0+0=0,
\end{aligned}
$$

since the first and third rows of the first matrix are the same, and the first and second columns of the second matrix are the same.

Example 3.2.12 If $A=\left[\begin{array}{rr}\sin \phi & \cos \phi \\ -\cos \phi & \sin \phi\end{array}\right]$ and $B=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right]$, show that $\operatorname{det}(A B)=1$.
Solution: Using P9, we have

$$
\operatorname{det}(A B)=\operatorname{det}(A) \operatorname{det}(B)=\left(\sin ^{2} \phi+\cos ^{2} \phi\right)\left(\cos ^{2} \theta+\sin ^{2} \theta\right)=1 \cdot 1=1 .
$$

We note that it is a useful exercise in matrix multiplication and trigonometric identities for the reader to verify by direct computation of $A B$ that $\operatorname{det}(A B)=1$.

Example 3.2.13 Suppose that $A$ and $B$ are $3 \times 3$ matrices with $\operatorname{det}(A)=-2$ and $\operatorname{det}(B)=5$, and let $D=\operatorname{diag}(-2,1,3)$. (Note in view of Theorem 3.2.5 that $A$ and $B$ are both invertible.) Compute the following:
(a) $\operatorname{det}\left(B^{-1} A^{T}\right)$.
(b) $\operatorname{det}(2 B)$.
(c) $\operatorname{det}\left(D^{2} A^{-1} B\right)^{2}$.

## Solution:

(a) Using properties P9, P10, and P5, we have

$$
\operatorname{det}\left(B^{-1} A^{T}\right)=\operatorname{det}\left(B^{-1}\right) \operatorname{det}\left(A^{T}\right)=\frac{1}{\operatorname{det}(B)} \cdot \operatorname{det}(A)=-\frac{2}{5} .
$$

(b) Using property P4, we have

$$
\operatorname{det}(2 B)=2^{3} \cdot \operatorname{det}(B)=8 \cdot 5=40 .
$$

(c) Note that $\operatorname{det}(D)=(-2)(1)(3)=-6$. Thus, $\operatorname{det}\left(D^{2} A^{-1} B\right)=(-6)^{2} \cdot\left(-\frac{1}{2}\right) \cdot 5=$ -90 . Thus,

$$
\operatorname{det}\left(D^{2} A^{-1} B\right)^{2}=(-90)^{2}=8100
$$

## Proofs of the Properties of Determinants

We now prove the properties P1-P10.
Proof of P1: Let $B$ be the matrix obtained by interchanging row $r$ with row $s$ in $A$, where, say $r<s$. Then the elements of $B$ are related to those of $A$ as follows:

$$
b_{i j}=\left\{\begin{array}{l}
a_{i j} \text { if } i \neq r, s, \\
a_{s j} \text { if } i=r, \\
a_{r j} \text { if } i=s .
\end{array}\right.
$$

Thus, from Definition 3.1.8,

$$
\begin{aligned}
\operatorname{det}(B) & =\sum \sigma\left(p_{1}, p_{2}, \ldots, p_{r}, \ldots, p_{s}, \ldots, p_{n}\right) b_{1 p_{1}} b_{2 p_{2}} \cdots b_{r p_{r}} \cdots b_{s p_{s}} \cdots b_{n p_{n}} \\
& =\sum \sigma\left(p_{1}, p_{2}, \ldots, p_{r}, \ldots, p_{s}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} \cdots a_{s p_{r}} \cdots a_{r p_{s}} \cdots a_{n p_{n}}
\end{aligned}
$$

Interchanging $p_{r}$ and $p_{s}$ in $\sigma\left(p_{1}, p_{2}, \ldots, p_{r}, \ldots, p_{s}, \ldots, p_{n}\right)$ and recalling from Theorem 3.1.7 that such an interchange has the effect of changing the parity of the permutation, we obtain

$$
\operatorname{det}(B)=-\sum \sigma\left(p_{1}, p_{2}, \ldots, p_{s}, \ldots, p_{r}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} \cdots a_{r p_{s}} \cdots a_{s p_{r}} \cdots a_{n p_{n}}
$$

where we have also rearranged the terms so that the row indices are in their natural increasing order. The sum on the right-hand side of this equation is just $\operatorname{det}(A)$, so that

$$
\operatorname{det}(B)=-\operatorname{det}(A)
$$

Proof of P2: Let $B$ be the matrix obtained by multiplying the $i$ th row of $A$ through by any scalar $k$. Then $b_{i j}=k a_{i j}$ for each $j$. Then

$$
\begin{aligned}
\operatorname{det}(B) & =\sum \sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) b_{1 p_{1}} b_{2 p_{2}} \cdots b_{n p_{n}} \\
& =\sum \sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} \cdots\left(k a_{i p_{i}}\right) \cdots a_{n p_{n}}=k \operatorname{det}(A)
\end{aligned}
$$

Proof of P4: This follows at once by applying property P2 to each row of the $n \times n$ matrix $A$.

We prove properties P6, P7, and P8 next, since they simplify the proof of P3.
Proof of P6: The elements of $A$ are

$$
a_{k j}=\left\{\begin{array}{cl}
a_{k j}, & \text { if } k \neq i \\
b_{i j}+c_{i j}, & \text { if } k=i
\end{array}\right.
$$

Thus, from Definition 3.1.8,

$$
\begin{aligned}
\operatorname{det}(A)= & \sum \sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} \cdots a_{n p_{n}} \\
= & \sum \sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} \cdots a_{i-1 p_{i-1}}\left(b_{i p_{i}}+c_{i p_{i}}\right) a_{i+1 p_{i+1}} \cdots a_{n p_{n}} \\
= & \sum \sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} \cdots a_{i-1 p_{i-1}} b_{i p_{i}} a_{i+1 p_{i+1}} \cdots a_{n p_{n}} \\
& +\sum \sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} \cdots a_{i-1 p_{i-1}} c_{i p_{i}} a_{i+1 p_{i+1}} \cdots a_{n p_{n}} \\
= & \operatorname{det}(B)+\operatorname{det}(C)
\end{aligned}
$$

Proof of P7: Since each term $\sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) a_{1 p_{1}} a_{2 p_{2}} \cdots a_{n p_{n}}$ in the formula for $\operatorname{det}(A)$ contains a factor from the row (or column) of zeros, each such term is zero. Thus, $\operatorname{det}(A)=0$.

Proof of P8: By P7, if $A$ contains a row or column of zeros, then already we have $\operatorname{det}(A)=0$. Therefore, we may now assume that the rows and columns of the matrix $A$ are all nonzero. Suppose rows $i$ and $j$ in $A$ are scalar multiples of one another. More precisely, assume that row $j$ is $k$ times row $i$ for some real number $k \neq 0$. Let $A^{\prime}$ denote the matrix obtained by multiplying row $i$ of the matrix $A$ by $k$. By P 2 , we have $\operatorname{det}\left(A^{\prime}\right)=k \cdot \operatorname{det}(A)$. Looking at the matrix $A^{\prime}$, observe that row $i$ and row $j$ are identical. Therefore, if we interchange these rows, the matrix, and hence its determinant, are unaltered. However, according to P 1 , the determinant of the resulting matrix is $-\operatorname{det}\left(A^{\prime}\right)$. Therefore,

$$
\operatorname{det}\left(A^{\prime}\right)=-\operatorname{det}\left(A^{\prime}\right)
$$

which implies that

$$
\operatorname{det}\left(A^{\prime}\right)=0
$$

Therefore, $\operatorname{det}(A)=0$.
The case of two columns that are scalar multiples of one another will follow once we prove P5 below.

Proof of P3: Let $A=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]^{T}$, and let $B$ be the matrix obtained from $A$ when $k$ times row $j$ of $A$ is added to row $i$ of $A$. Then

$$
B=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{i}+k \mathbf{a}_{j}, \ldots, \mathbf{a}_{n}\right]^{T}
$$

so that, using P6,

$$
\begin{aligned}
\operatorname{det}(B) & =\operatorname{det}\left(\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{i}+k \mathbf{a}_{j}, \ldots, \mathbf{a}_{n}\right]^{T}\right) \\
& =\operatorname{det}\left(\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]^{T}\right)+\operatorname{det}\left(\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, k \mathbf{a}_{\mathbf{j}}, \ldots, \mathbf{a}_{n}\right]^{T}\right)
\end{aligned}
$$

Rows $i$ and $j$ of the second matrix appearing on the right-hand side are multiples of one another, and so by property P8, the value of the second determinant is zero. Thus,

$$
\operatorname{det}(B)=\operatorname{det}\left(\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]^{T}\right)=\operatorname{det}(A)
$$

as required.

Proof of P5: Using Definition 3.1.8, we have

$$
\begin{equation*}
\operatorname{det}\left(A^{T}\right)=\sum \sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right) a_{p_{1} 1} a_{p_{2} 2} a_{p_{3} 3} \cdots a_{p_{n} n} \tag{3.2.2}
\end{equation*}
$$

Since $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ is a permutation of $1,2, \ldots, n$, it follows that, by rearranging terms,

$$
\begin{equation*}
a_{p_{1} 1} a_{p_{2} 2} a_{p_{3} 3} \cdots a_{p_{n} n}=a_{1 q_{1}} a_{2 q_{2}} a_{3 q_{3}} \cdots a_{n q_{n}} \tag{3.2.3}
\end{equation*}
$$

for appropriate values of $q_{1}, q_{2}, \ldots, q_{n}$. Furthermore,

$$
\begin{aligned}
N\left(p_{1}, \ldots, p_{n}\right) & =\# \text { of interchanges in changing }(1,2, \ldots, n) \text { to }\left(p_{1}, p_{2}, \ldots, p_{n}\right) \\
& =\# \text { of interchanges in changing }\left(p_{1}, p_{2}, \ldots, p_{n}\right) \text { to }(1,2, \ldots, n)
\end{aligned}
$$

and by (3.2.3), this number is

$$
\begin{aligned}
& =\# \text { of interchanges in changing }(1,2, \ldots, n) \text { to }\left(q_{1}, q_{2}, \ldots, q_{n}\right) \\
& =N\left(q_{1}, \ldots, q_{n}\right)
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right)=\sigma\left(q_{1}, q_{2}, \ldots, q_{n}\right) \tag{3.2.4}
\end{equation*}
$$

Substituting Equations (3.2.3) and (3.2.4) into Equation (3.2.2), we have:

$$
\begin{aligned}
\operatorname{det}\left(A^{T}\right) & =\sum \sigma\left(q_{1}, q_{2}, \ldots, q_{n}\right) a_{1 q_{1}} a_{2 q_{2}} a_{3 q_{3}} \cdots a_{n q_{n}} \\
& =\operatorname{det}(A)
\end{aligned}
$$

Proof of P9: Let $E$ denote an elementary matrix. We leave it as an exercise (Problem 56) to verify that

$$
\operatorname{det}(E)=\left\{\begin{aligned}
-1 & \text { if } E \text { permutes rows } \\
+1 & \text { if } E \text { adds a multiple of one row to another row } \\
k & \text { if } E \text { scales a row by } k
\end{aligned}\right.
$$

It then follows from properties $\mathrm{P} 1-\mathrm{P} 3$ that in each case

$$
\begin{equation*}
\operatorname{det}(E A)=\operatorname{det}(E) \operatorname{det}(A) \tag{3.2.5}
\end{equation*}
$$

Now consider a general product $A B$. We need to distinguish two cases.

1. If $A$ is not invertible, then from Corollary 2.6 .13 , so is $A B$. Consequently, applying Theorem 3.2.5,

$$
\operatorname{det}(A B)=0=\operatorname{det}(A) \operatorname{det}(B)
$$

2. If $A$ is invertible, then from Theorem 2.7.5, we know that it can be expressed as the product of elementary matrices, say, $A=E_{1} E_{2} \cdots E_{r}$. Hence, repeatedly applying (3.2.5) gives

$$
\begin{aligned}
\operatorname{det}(A B) & =\operatorname{det}\left(E_{1} E_{2} \cdots E_{r} B\right)=\operatorname{det}\left(E_{1}\right) \operatorname{det}\left(E_{2} \cdots E_{r} B\right) \\
& =\operatorname{det}\left(E_{1}\right) \operatorname{det}\left(E_{2}\right) \cdots \operatorname{det}\left(E_{r}\right) \operatorname{det}(B) \\
& =\operatorname{det}\left(E_{1} E_{2} \cdots E_{r}\right) \operatorname{det}(B)=\operatorname{det}(A) \operatorname{det}(B)
\end{aligned}
$$

Proof of P10: Since $A$ is invertible, $\operatorname{det}(A) \neq 0$ by Theorem 3.2.5. We can write $A A^{-1}=I_{n}$. Recalling that $\operatorname{det}\left(I_{n}\right)=1$, we use P9 to derive that

$$
\operatorname{det}(A) \cdot \operatorname{det}\left(A^{-1}\right)=\operatorname{det}\left(A A^{-1}\right)=\operatorname{det}\left(I_{n}\right)=1
$$

from which P10 immediately follows.

## Exercises for 3.2

## Skills

- Be able to compute the determinant of an upper or lower triangular matrix "at a glance" (Theorem 3.2.1).
- Know the effects that elementary row operations have on the determinant of a matrix.
- Likewise, be comfortable with the effects that column operations have on the determinant of a matrix.
- Be able to use the determinant to decide if a matrix is invertible (Theorem 3.2.5).
- Know how the determinant behaves with respect to matrix multiplication, matrix transpose, and taking the inverse of a matrix.
- Be able to compute determinants by using elementary row operations to bring the matrix to upper triangular form and then applying Theorem 3.2.1.
- Be able to use the determinant to address whether or not a linear system with a square coefficient matrix has a unique solution.


## True-False Review

For items (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If each element of an $n \times n$ matrix is doubled, then the determinant of the matrix also doubles.
(b) Multiplying a row of an $n \times n$ matrix through by a scalar $c$ has the same effect on the determinant as multiplying a column of the matrix through by $c$.
(c) If $A$ is an $n \times n$ matrix, then $\operatorname{det}\left(A^{5}\right)=(\operatorname{det} A)^{5}$.
(d) If $A$ is an $n \times n$ matrix with real entries, then $\operatorname{det}\left(A^{2}\right)$ cannot be negative.
(e) The matrix $\left[\begin{array}{ll}x^{2} & x \\ y^{2} & y\end{array}\right]$ is not invertible if and only if $x=0$ or $y=0$.
(f) If $A$ and $B$ are $n \times n$ matrices, then $\operatorname{det}(A B)=$ $\operatorname{det}(B A)$.

## Problems

For Problems 1-14, evaluate the determinant of the given matrix by first using elementary row operations to reduce it to upper triangular form.

1. $\left|\begin{array}{rr}-2 & 5 \\ 5 & -4\end{array}\right|$.
2. $\left|\begin{array}{rrr}1 & 2 & 3 \\ 2 & 6 & 4 \\ 3 & -5 & 2\end{array}\right|$.
3. $\left|\begin{array}{rrr}2 & -1 & 4 \\ 3 & 2 & 1 \\ -2 & 1 & 4\end{array}\right|$.
4. $\left|\begin{array}{rrc}2 & 1 & 3 \\ -1 & 2 & 6 \\ 4 & 1 & 12\end{array}\right|$.
5. $\left|\begin{array}{rrr}0 & 1 & -2 \\ -1 & 0 & 3 \\ 2 & -3 & 0\end{array}\right|$.
6. $\left|\begin{array}{rrr}3 & 7 & 1 \\ 5 & 9 & -6 \\ 2 & 1 & 3\end{array}\right|$.
7. $\left|\begin{array}{rrrr}1 & -1 & 2 & 4 \\ 3 & 1 & 2 & 4 \\ -1 & 1 & 3 & 2 \\ 2 & 1 & 4 & 2\end{array}\right|$
8. $\left|\begin{array}{rrrr}2 & 32 & 1 & 4 \\ 26 & 104 & 26 & -13 \\ 2 & 56 & 2 & 7 \\ 1 & 40 & 1 & 5\end{array}\right|$.
9. $\left|\begin{array}{rrrr}0 & 1 & -1 & 1 \\ -1 & 0 & 1 & 1 \\ 1 & -1 & 0 & 1 \\ -1 & -1 & -1 & 0\end{array}\right|$.
10. $\left|\begin{array}{llll}2 & 1 & 3 & 5 \\ 3 & 0 & 1 & 2 \\ 4 & 1 & 4 & 3 \\ 5 & 2 & 5 & 3\end{array}\right|$.
11. $\left|\begin{array}{rrrr}2 & -1 & 3 & 4 \\ 7 & 1 & 2 & 3 \\ -2 & 4 & 8 & 6 \\ 6 & -6 & 18 & -24\end{array}\right|$.
12. $\left|\begin{array}{rrrr}7 & -1 & 3 & 4 \\ 14 & 2 & 4 & 6 \\ 21 & 1 & 3 & 4 \\ -7 & 4 & 5 & 8\end{array}\right|$.
13. $\left|\begin{array}{rrrrr}3 & 7 & 1 & 2 & 3 \\ 1 & 1 & -1 & 0 & 1 \\ 4 & 8 & -1 & 6 & 6 \\ 3 & 7 & 0 & 9 & 4 \\ 8 & 16 & -1 & 8 & 12\end{array}\right|$.
14. $\left|\begin{array}{lllll}1 & 2 & 3 & 4 & 5 \\ 5 & 4 & 3 & 2 & 1 \\ 2 & 3 & 4 & 5 & 6 \\ 6 & 5 & 4 & 3 & 2 \\ 0 & 2 & 4 & 6 & 8\end{array}\right|$.

For Problems 15-21, use Theorem 3.2.5 to determine whether the given matrix is invertible or not.
15. $\left[\begin{array}{rr}-1 & 1 \\ 1 & -1\end{array}\right]$.
16. $\left[\begin{array}{ll}2 & 1 \\ 3 & 2\end{array}\right]$.
17. $\left[\begin{array}{rrr}-1 & 2 & 3 \\ 5 & -2 & 1 \\ 8 & -2 & 5\end{array}\right]$.
18. $\left[\begin{array}{rrr}2 & 6 & -1 \\ 3 & 5 & 1 \\ 2 & 0 & 1\end{array}\right]$.
19. $\left[\begin{array}{rrrr}1 & 1 & 1 & 1 \\ -1 & 1 & -1 & 1 \\ 1 & 1 & -1 & -1 \\ -1 & 1 & 1 & -1\end{array}\right]$.
20. $\left[\begin{array}{rrrr}1 & 0 & 2 & -1 \\ 3 & -2 & 1 & 4 \\ 2 & 1 & 6 & 2 \\ 1 & -3 & 4 & 0\end{array}\right]$.
21. $\left[\begin{array}{rrrr}1 & 2 & -3 & 5 \\ -1 & 2 & -3 & 6 \\ 2 & 3 & -1 & 4 \\ 1 & -2 & 3 & -6\end{array}\right]$.
22. Determine all values of the constant $k$ for which the given system has an infinite number of solutions.

$$
\begin{aligned}
x_{1}+2 x_{2}+k x_{3} & =0 \\
2 x_{1}-k x_{2}+x_{3} & =0 \\
3 x_{1}+6 x_{2}+x_{3} & =0
\end{aligned}
$$

23. Determine all values of the constant $k$ for which the given system has a unique solution

$$
\begin{aligned}
x_{1}+k x_{2} & =b_{1}, \\
k x_{1}+4 x_{2} & =b_{2} .
\end{aligned}
$$

24. Determine all values of $k$ for which the given system has a unique solution.

$$
\begin{aligned}
x_{1}+k x_{2} & =2 \\
k x_{1}+x_{2}+x_{3} & =1 \\
x_{1}+x_{2}+x_{3} & =1
\end{aligned}
$$

25. Determine all values of $k$ for which the given system has an infinite number of solutions.

$$
\begin{aligned}
x_{1}+2 x_{2}+x_{3} & =k x_{1}, \\
2 x_{1}+x_{2}+x_{3} & =k x_{2} \\
x_{1}+x_{2}+2 x_{3} & =k x_{3} .
\end{aligned}
$$

26. If $A=\left[\begin{array}{rrr}1 & -1 & 2 \\ 3 & 1 & 4 \\ 0 & 1 & 3\end{array}\right]$, find $\operatorname{det}(A)$, and use properties of determinants to find $\operatorname{det}\left(A^{-1}\right)$ and $\operatorname{det}(-3 A)$.
27. Verify property P9 for the matrices $A=\left[\begin{array}{rr}1 & -1 \\ 2 & 3\end{array}\right]$ and $B=\left[\begin{array}{rr}1 & 2 \\ -2 & 4\end{array}\right]$.
28. Verify property P9 for the matrices
$A=\left[\begin{array}{cc}\cosh x & \sinh x \\ \sinh x & \cosh x\end{array}\right]$ and $B=\left[\begin{array}{ll}\cosh y & \sinh y \\ \sinh y & \cosh y\end{array}\right]$.

For Problems 29-32, let $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ and assume $\operatorname{det}(A)=1$. Find $\operatorname{det}(B)$.
29. $B=\left[\begin{array}{cc}-2 a & -2 c \\ 3 a+b & 3 c+d\end{array}\right]$.
30. $B=\left[\begin{array}{ll}3 c & 3 d \\ 4 a & 4 b\end{array}\right]$.
31. $B=\left[\begin{array}{rr}-6 d & -6 c \\ 3 b & 3 a\end{array}\right]$.
32. $B=\left[\begin{array}{cc}-b & -a \\ d-4 b & c-4 a\end{array}\right]$.

For Problems 33-36, let $A=\left[\begin{array}{lll}a & b & c \\ d & e & f \\ g & h & i\end{array}\right]$ and assume $\operatorname{det}(A)=-6$. Find $\operatorname{det}(B)$.
33. $B=\left[\begin{array}{rrr}g & h & i \\ -2 d & -2 e & -2 f \\ -a & -b & -c\end{array}\right]$.
34. $B=\left[\begin{array}{ccc}-4 d & -4 e & -4 f \\ g+5 a & h+5 b & i+5 c \\ a & b & c\end{array}\right]$.
35. $B=\left[\begin{array}{ccc}d & e & f \\ -3 a & -3 b & -3 c \\ g-4 d & h-4 e & i-4 f\end{array}\right]$.
36. $B=\left[\begin{array}{ccc}2 a & 2 d & 2 g \\ b-c & e-f & h-i \\ c-a & f-d & i-g\end{array}\right]$.

For Problems 37-44, let $A$ and $B$ be $4 \times 4$ matrices such that $\operatorname{det}(A)=5$ and $\operatorname{det}(B)=3$. Compute the determinant of the given matrix.
37. $A B^{T}$.
38. $A^{2} B^{5}$.
39. $\left(A^{-1} B^{2}\right)^{3}$.
40. $(2 B)^{-1}(A B)^{T}$.
41. $(5 A)(2 B)$.
42. $B^{-1} A^{-1}$.
43. $B^{-1}(2 A) B^{T}$.
44. $(4 B)^{3}$.
45. Let $A, B$, and $S$ be $n \times n$ matrices. If $S^{-1} A S=B$, must $A=B$ ? Must $\operatorname{det}(A)=\operatorname{det}(B)$ ? Justify your answers.
46. Let

$$
A=\left[\begin{array}{lll}
1 & 2 & 4 \\
3 & 1 & 6 \\
k & 3 & 2
\end{array}\right] .
$$

(a) In terms of $k$, find the volume of the parallelepiped determined by the row vectors of the matrix $A$.
(b) Does your answer to (a) change if we instead consider the volume of the parallelepiped determined by the column vectors of the matrix $A$ ? Why or why not?
(c) For what value(s) of $k$, if any, is $A$ invertible?
47. Without expanding the determinant, determine all values of $x$ for which $\operatorname{det}(A)=0$ if

$$
A=\left[\begin{array}{rrr}
1 & -1 & x \\
2 & 1 & x^{2} \\
4 & -1 & x^{3}
\end{array}\right] .
$$

48. Use only properties $\mathrm{P} 6, \mathrm{P} 1$, and P 2 to show that

$$
\left|\begin{array}{ll}
\alpha x-\beta y & \beta x-\alpha y \\
\beta x+\alpha y & \alpha x+\beta y
\end{array}\right|=\left(x^{2}+y^{2}\right)\left|\begin{array}{ll}
\alpha & \beta \\
\beta & \alpha
\end{array}\right| .
$$

49. Use only properties P6, P1, and P2 to find the value of $\alpha \beta \gamma$ such that

$$
\left|\begin{array}{lll}
a_{1}+\beta b_{1} & b_{1}+\gamma c_{1} & c_{1}+\alpha a_{1} \\
a_{2}+\beta b_{2} & b_{2}+\gamma c_{2} & c_{2}+\alpha a_{2} \\
a_{3}+\beta b_{3} & b_{3}+\gamma c_{3} & c_{3}+\alpha a_{3}
\end{array}\right|=0
$$

for all values of $a_{i}, b_{i}, c_{i}$.
50. Use only properties P 3 and P 8 to prove property P 7 .
51. An $n \times n$ matrix $A$ that satisfies $A^{T}=A^{-1}$ is called an orthogonal matrix. Show that if $A$ is an orthogonal matrix, then $\operatorname{det}(A)= \pm 1$.
52. (a) Use the definition of a determinant to prove that if $A$ is an $n \times n$ lower triangular matrix, then

$$
\operatorname{det}(A)=a_{11} a_{22} a_{33} \cdots a_{n n}=\prod_{i=1}^{n} a_{i i}
$$

(b) Evaluate the following determinant by first reducing it to lower triangular form and then using the result from (a):

$$
\left|\begin{array}{rrrr}
2 & -1 & 3 & 5 \\
1 & 2 & 2 & 1 \\
3 & 0 & 1 & 4 \\
1 & 2 & 0 & 1
\end{array}\right|
$$

53. Use determinants to prove that if $A$ is invertible and $B$ and $C$ are matrices with $A B=A C$, then $B=C$.
54. If $A$ and $S$ are $n \times n$ matrices with $S$ invertible, show that $\operatorname{det}\left(\left(S^{-1} A S\right)^{2}\right)=[\operatorname{det}(A)]^{2}$.
[Hint: Write out $\left(S^{-1} A S\right)^{2}$.]
55. If $\operatorname{det}\left(A^{3}\right)=0$, is it possible for $A$ to be invertible? Justify your answer.
56. Let $E$ be an elementary matrix. Verify the formula for $\operatorname{det}(E)$ given in the text at the beginning of the proof of P9.
57. Show that $\left|\begin{array}{ccc}x & y & 1 \\ x_{1} & y_{1} & 1 \\ x_{2} & y_{2} & 1\end{array}\right|=0$ represents the equation of the straight line through the distinct points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$.
58. Without expanding the determinant, show that

$$
\left|\begin{array}{lll}
1 & x & x^{2} \\
1 & y & y^{2} \\
1 & z & z^{2}
\end{array}\right|=(y-z)(z-x)(x-y)
$$

59. If $A$ is an $n \times n$ skew-symmetric matrix and $n$ is odd, prove that $\operatorname{det}(A)=0$.
60. Let $A=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]$ be an $n \times n$ matrix, and let $\mathbf{b}=c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+\cdots+c_{n} \mathbf{a}_{n}$, where $c_{1}, c_{2}, \ldots, c_{n}$ are constants. If $B_{k}$ denotes the matrix obtained from $A$ by replacing the $k$ th column vector by $\mathbf{b}$, prove that

$$
\operatorname{det}\left(B_{k}\right)=c_{k} \operatorname{det}(A), \quad k=1,2, \ldots, n
$$

61. $\diamond$ Let $A$ be the general $4 \times 4$ matrix.
(a) Verify property P1 of determinants in the case when the first two rows of $A$ are permuted.
(b) Verify property P2 of determinants in the case when row 1 of $A$ is divided by $k$.
(c) Verify property P3 of determinants in the case when $k$ times row 2 is added to row 1 .
62. $\diamond$ For a randomly generated $5 \times 5$ matrix, verify that $\operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)$.
63. $\diamond$ Determine all values of $a$ for which

$$
\left[\begin{array}{lllll}
1 & 2 & 3 & 4 & a \\
2 & 1 & 2 & 3 & 4 \\
3 & 2 & 1 & 2 & 3 \\
4 & 3 & 2 & 1 & 2 \\
a & 4 & 3 & 2 & 1
\end{array}\right]
$$

is invertible.
64. $\diamond$ If $A=\left[\begin{array}{rrr}1 & 4 & 1 \\ 3 & 2 & 1 \\ 3 & 4 & -1\end{array}\right]$, determine all values of the constant $k$ for which the linear system $\left(A-k I_{3}\right) \mathbf{x}=\mathbf{0}$ has an infinite number of solutions, and find the corresponding solutions.
65. $\diamond$ Use the determinant to show that

$$
A=\left[\begin{array}{llll}
1 & 2 & 3 & 4 \\
2 & 1 & 2 & 3 \\
3 & 2 & 1 & 2 \\
4 & 3 & 2 & 1
\end{array}\right]
$$

is invertible, and use $A^{-1}$ to solve $A \mathbf{x}=\mathbf{b}$ if $\mathbf{b}=$ $[3,7,1,-4]^{T}$.

### 3.3 Cofactor Expansions

We now obtain an alternative method for evaluating determinants. The basic idea is that we can reduce a determinant of order $n$ to a sum of determinants of order $n-1$. Continuing in this manner, it is possible to express any determinant as a sum of determinants of order 2 . This method is the one most frequently used to evaluate a determinant by hand, although the procedure introduced in the previous section whereby we use elementary row operations to reduce the matrix to upper triangular form involves less work in general. When $A$ is invertible, the technique we derive leads to formulas for both $A^{-1}$ and the unique solution to $A \mathbf{x}=\mathbf{b}$. We first require two preliminary definitions.

## DEFINITION 3.3.1

Let $A$ be an $n \times n$ matrix. The minor, $M_{i j}$, of the element $a_{i j}$ is the determinant of the matrix obtained by deleting the $i$ th row vector and $j$ th column vector of $A$.

Remark Notice that if $A$ is an $n \times n$ matrix, then $M_{i j}$ is a determinant of order $n-1$. By convention, if $n=1$, we define the "empty" determinant $M_{11}$ to be 1 .

Example 3.3.2 If $A=\left[\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right]$, then, for example,

$$
M_{23}=\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{31} & a_{32}
\end{array}\right| \quad \text { and } \quad M_{31}=\left|\begin{array}{ll}
a_{12} & a_{13} \\
a_{22} & a_{23}
\end{array}\right| .
$$

Example 3.3.3 Determine the minors $M_{11}, M_{21}$, and $M_{32}$ for

$$
A=\left[\begin{array}{rrr}
-4 & 9 & 1 \\
-2 & -2 & 5 \\
6 & 3 & 1
\end{array}\right] .
$$

Solution: Using Definition 3.3.1, we have:

$$
M_{11}=\left|\begin{array}{rr}
-2 & 5 \\
3 & 1
\end{array}\right|=-17, \quad M_{21}=\left|\begin{array}{ll}
9 & 1 \\
3 & 1
\end{array}\right|=6, \quad M_{32}=\left|\begin{array}{ll}
-4 & 1 \\
-2 & 5
\end{array}\right|=-18
$$

## DEFINITION 3.3.4

Let $A$ be an $n \times n$ matrix. The cofactor, $C_{i j}$, of the element $a_{i j}$ is defined by

$$
C_{i j}=(-1)^{i+j} M_{i j},
$$

where $M_{i j}$ is the minor of $a_{i j}$.

From Definition 3.3.4, we see that the cofactor of $a_{i j}$ and the minor of $a_{i j}$ are the same if $i+j$ is even, and they differ by a minus sign if $i+j$ is odd. The appropriate
sign in the cofactor $C_{i j}$ is easy to remember, since it alternates in the following manner:

$$
\left|\begin{array}{cccccc}
+ & - & + & - & + & \ldots \\
- & + & - & + & - & \ldots \\
+ & - & + & - & + & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots &
\end{array}\right| .
$$

The positions indicated with plus signs require no sign change from $M_{i j}$ to $C_{i j}$, whereas the positions with minus signs do.

Example 3.3.5 Determine the cofactors $C_{11}, C_{21}$, and $C_{32}$ for the matrix in Example 3.3.3.
Solution: We have already obtained the minors $M_{11}, M_{21}$, and $M_{32}$ in Example 3.3.3, so it follows that

$$
C_{11}=+M_{11}=-17, \quad C_{21}=-M_{21}=-6, \quad C_{32}=-M_{32}=18 .
$$

Example 3.3.6 If $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$, verify that $\operatorname{det}(A)=a_{11} C_{11}+a_{12} C_{12}$.
Solution: In this case,

$$
C_{11}=+\operatorname{det}\left[a_{22}\right]=a_{22}, \quad C_{12}=-\operatorname{det}\left[a_{12}\right]=-a_{12},
$$

so that

$$
a_{11} C_{11}+a_{12} C_{12}=a_{11} a_{22}+a_{12}\left(-a_{21}\right)=\operatorname{det}(A) .
$$

Example 3.3.7 If $A=\left[\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right]$, verify that $\operatorname{det}(A)=a_{13} C_{13}+a_{23} C_{23}+a_{33} C_{33}$.
Solution: In this case,

$$
C_{13}=+\operatorname{det}\left[\begin{array}{ll}
a_{21} & a_{22} \\
a_{31} & a_{32}
\end{array}\right], \quad C_{23}=-\operatorname{det}\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{31} & a_{32}
\end{array}\right], \quad C_{33}=+\operatorname{det}\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right],
$$

and using the formula for the determinant of a $2 \times 2$ matrix, we find that

$$
\begin{aligned}
a_{13} C_{13}+a_{23} C_{23}+a_{33} C_{33}= & a_{13}\left(a_{21} a_{32}-a_{22} a_{31}\right)-a_{23}\left(a_{11} a_{32}-a_{12} a_{31}\right) \\
& +a_{33}\left(a_{11} a_{22}-a_{12} a_{21}\right) \\
= & a_{11} a_{22} a_{33}+a_{12} a_{23} a_{31}+a_{13} a_{21} a_{32}-a_{13} a_{22} a_{31} \\
& -a_{11} a_{23} a_{32}-a_{12} a_{21} a_{33} \\
= & \operatorname{det}(A) .
\end{aligned}
$$

The preceding two examples are special cases of the following important theorem.

## Theorem 3.3.8 (Cofactor Expansion Theorem)

Let $A$ be an $n \times n$ matrix. If we multiply the elements in any row (or column) of $A$ by their cofactors, then the sum of the resulting products is $\operatorname{det}(A)$. Thus,

1. If we expand along row $i$,

$$
\operatorname{det}(A)=a_{i 1} C_{i 1}+a_{i 2} C_{i 2}+\cdots+a_{i n} C_{i n}=\sum_{k=1}^{n} a_{i k} C_{i k} .
$$

2. If we expand along column $j$,

$$
\operatorname{det}(A)=a_{1 j} C_{1 j}+a_{2 j} C_{2 j}+\cdots+a_{n j} C_{n j}=\sum_{k=1}^{n} a_{k j} C_{k j} .
$$

The expressions for $\operatorname{det}(A)$ appearing in this theorem are known as cofactor expansions. Notice that a cofactor expansion can be formed along any row or column of $A$; regardless of the chosen row or column, the cofactor expansion will always yield the determinant of $A$. However, sometimes the calculation is simpler if the row or column of expansion is wisely chosen. We will illustrate this in the examples below. The proof of the Cofactor Expansion Theorem will be presented after some examples.

Example 3.3.9 Use the Cofactor Expansion Theorem along (a) row 1, (b) column 2 to find $\left|\begin{array}{rrr}-8 & 7 & 0 \\ -1 & -3 & 6 \\ 4 & -2 & -2\end{array}\right|$.

## Solution:

(a) We have

$$
\left|\begin{array}{rrr}
-8 & 7 & 0 \\
-1 & -3 & 6 \\
4 & -2 & -2
\end{array}\right|=-8\left|\begin{array}{rr}
-3 & 6 \\
-2 & -2
\end{array}\right|-7\left|\begin{array}{rr}
-1 & 6 \\
4 & -2
\end{array}\right|+0=-8(18)-7(-22)=10 .
$$

(b) We have

$$
\begin{aligned}
\left|\begin{array}{rrr}
-8 & 7 & 0 \\
-1 & -3 & 6 \\
4 & -2 & -2
\end{array}\right| & =-7\left|\begin{array}{rr}
-1 & 6 \\
4 & -2
\end{array}\right|+(-3)\left|\begin{array}{rr}
-8 & 0 \\
4 & -2
\end{array}\right|-(-2)\left|\begin{array}{ll}
-8 & 0 \\
-1 & 6
\end{array}\right| \\
& =-7(-22)-3(16)+2(-48)=10 .
\end{aligned}
$$

Notice that (a) was easier than (b) in the previous example, because of the zero in row 1 . Whenever one uses the cofactor expansion method to evaluate a determinant, it is usually best to select a row or column containing as many zeros as possible in order to minimize the amount of computation required.

Example 3.3.10 Evaluate

$$
\left|\begin{array}{rrrr}
-6 & 2 & 1 & 5 \\
7 & -3 & 0 & 2 \\
9 & -4 & 0 & 8 \\
1 & 0 & -2 & 0
\end{array}\right|
$$

Solution: In this case, it is easiest to use either row 4 or column 3 for cofactor expansion. Choosing row 4 , we have

$$
\left|\begin{array}{rrrr}
-6 & 2 & 1 & 5 \\
7 & -3 & 0 & 2 \\
9 & -4 & 0 & 8 \\
1 & 0 & -2 & 0
\end{array}\right|=-\left|\begin{array}{rrr}
2 & 1 & 5 \\
-3 & 0 & 2 \\
-4 & 0 & 8
\end{array}\right|-(-2)\left|\begin{array}{rrr}
-6 & 2 & 5 \\
7 & -3 & 2 \\
9 & -4 & 8
\end{array}\right|
$$

The reader can verify by any of the methods in this chapter that

$$
\left|\begin{array}{rrr}
2 & 1 & 5 \\
-3 & 0 & 2 \\
-4 & 0 & 8
\end{array}\right|=16 \quad \text { and } \quad\left|\begin{array}{rrr}
-6 & 2 & 5 \\
7 & -3 & 2 \\
9 & -4 & 8
\end{array}\right|=15 .
$$

Therefore,

$$
\left|\begin{array}{rrrr}
-6 & 2 & 1 & 5 \\
7 & -3 & 0 & 2 \\
9 & -4 & 0 & 8 \\
1 & 0 & -2 & 0
\end{array}\right|=-16+2(15)=14 .
$$

For additional practice, the reader may wish to verify our result here by cofactor expansion along a different row or column.

Now we turn to the
Proof of the Cofactor Expansion Theorem: It follows from the definition that $\operatorname{det}(A)$ can be written in the form

$$
\begin{equation*}
\operatorname{det}(A)=a_{i 1} \hat{C}_{i 1}+a_{i 2} \hat{C}_{i 2}+\cdots+a_{i n} \hat{C}_{i n} \tag{3.3.1}
\end{equation*}
$$

where the coefficients $\hat{C}_{i j}$ contain no elements from row $i$ or column $j$. We must show that

$$
\hat{C}_{i j}=C_{i j}
$$

where $C_{i j}$ is the cofactor of $a_{i j}$.
Consider first $a_{11}$. From Definition 3.1.8, the terms of $\operatorname{det}(A)$ that contain $a_{11}$ are given by

$$
a_{11} \sum \sigma\left(1, p_{2}, p_{3}, \ldots, p_{n}\right) a_{2 p_{2}} a_{3 p_{3}} \cdots a_{n p_{n}}
$$

where the summation is over the $(n-1)$ ! distinct permutations of $2,3, \ldots, n$. Thus,

$$
\hat{C}_{11}=\sum \sigma\left(1, p_{2}, p_{3}, \ldots, p_{n}\right) a_{2 p_{2}} a_{3 p_{3}} \cdots a_{n p_{n}}
$$

However, this summation is just the minor $M_{11}$, and since $C_{11}=M_{11}$, we have shown the coefficient of $a_{11}$ in $\operatorname{det}(A)$ is indeed the cofactor $C_{11}$.

Now consider the element $a_{i j}$. By successively interchanging adjacent rows and columns of $A$, we can move $a_{i j}$ into the (1,1)-position without altering the relative positions of the other rows and columns of $A$. We let $A^{\prime}$ denote the resulting matrix. Obtaining $A^{\prime}$ from $A$ requires $i-1$ row interchanges and $j-1$ column interchanges. Therefore, the total number of interchanges required to obtain $A^{\prime}$ from $A$ is $i+j-2$. Consequently,

$$
\operatorname{det}(A)=(-1)^{i+j-2} \operatorname{det}\left(A^{\prime}\right)=(-1)^{i+j} \operatorname{det}\left(A^{\prime}\right)
$$

Now for the key point. The coefficient of $a_{i j}$ in $\operatorname{det}(A)$ must be $(-1)^{i+j}$ times the coefficient of $a_{i j}$ in $\operatorname{det}\left(A^{\prime}\right)$. But, $a_{i j}$ occurs in the ( 1,1 )-position of $A^{\prime}$, and so, as we have previously shown, its coefficient in $\operatorname{det}\left(A^{\prime}\right)$ is $M_{11}^{\prime}$. Since the relative positions of the remaining rows in $A$ has not altered, it follows that $M_{11}^{\prime}=M_{i j}$, and therefore the coefficient of $a_{i j}$ in $\operatorname{det}\left(A^{\prime}\right)$ is $M_{i j}$. Consequently, the coefficient of $a_{i j} \operatorname{in} \operatorname{det}(A)$ is $(-1)^{i+j} M_{i j}=C_{i j}$. Applying this result to the elements $a_{i 1}, a_{i 2}, \ldots, a_{i n}$ and comparing with (3.3.1) yields

$$
\hat{C}_{i j}=C_{i j}, \quad j=1,2, \ldots, n
$$

which establishes the theorem for expansion along a row. The result for expansion along a column follows directly, $\operatorname{since} \operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)$.

We now have two computational methods for evaluating determinants: the use of elementary row operations given in the previous section to reduce the matrix in question to upper triangular form, and the Cofactor Expansion Theorem. In evaluating a given determinant by hand, it is usually most efficient (and least error prone) to use a combination of the two techniques. More specifically, we use elementary row operations to
set all except one element in a row or column equal to zero and then use the Cofactor Expansion Theorem on that row or column. We illustrate with an example.

Example 3.3.11 Evaluate $\left|\begin{array}{rrrr}2 & 1 & 8 & 6 \\ 1 & 4 & 1 & 3 \\ -1 & 2 & 1 & 4 \\ 1 & 3 & -1 & 2\end{array}\right|$.
Solution: We have
$\left|\begin{array}{rrrr}2 & 1 & 8 & 6 \\ 1 & 4 & 1 & 3 \\ -1 & 2 & 1 & 4 \\ 1 & 3 & -1 & 2\end{array}\right| \stackrel{1}{\xlongequal{0}}\left|\begin{array}{rrrr}0 & -7 & 6 & 0 \\ 1 & 4 & 1 & 3 \\ 0 & 6 & 2 & 7 \\ 0 & -1 & -2 & -1\end{array}\right| \stackrel{2}{=}-\left|\begin{array}{rrr}-7 & 6 & 0 \\ 6 & 2 & 7 \\ -1 & -2 & -1\end{array}\right| \stackrel{3}{=}-\left|\begin{array}{rrr}-7 & 6 & 0 \\ -1 & -12 & 0 \\ -1 & -2 & -1\end{array}\right| \stackrel{4}{=} 90$.

$$
\text { 1. } A_{21}(-2), A_{23}(1), A_{24}(-1) \quad \text { 2. Cofactor expansion along column } 1
$$

3. $\mathrm{A}_{32}(7)$ 4. Cofactor expansion along column 3.

Example 3.3.12 Determine all values of $k$ for which the system

$$
\begin{aligned}
10 x_{1}+k x_{2}-x_{3} & =0, \\
k x_{1}+x_{2}-x_{3} & =0, \\
2 x_{1}+x_{2}-3 x_{3} & =0,
\end{aligned}
$$

has nontrivial solutions.
Solution: We will apply Corollary 3.2.6. The determinant of the matrix of coefficients of the system is

$$
\begin{aligned}
\operatorname{det}(A)=\left|\begin{array}{ccc}
10 & k & -1 \\
k & 1 & -1 \\
2 & 1 & -3
\end{array}\right| & \xlongequal{\frac{1}{2}}\left|\begin{array}{ccc}
10 & k & -1 \\
k-10 & 1-k & 0 \\
-28 & 1-3 k & 0
\end{array}\right| \stackrel{2}{=}-\left|\begin{array}{cc}
k-10 & 1-k \\
-28 & 1-3 k
\end{array}\right| \\
& =-[(k-10)(1-3 k)-(-28)(1-k)] \\
& =3 k^{2}-3 k-18=3\left(k^{2}-k-6\right) \\
& =3(k-3)(k+2) .
\end{aligned}
$$

$$
\text { 1. } \mathrm{A}_{12}(-1), \mathrm{A}_{13}(-3) \quad \text { 2. Cofactor expansion along column } 3 \text {. }
$$

From Corollary 3.2.6, the system has nontrivial solutions if and only if $\operatorname{det}(A)=0$; that is, if and only if $k=3$ or $k=-2$.

Later in the text, we will study the important theory of eigenvalues and eigenvectors of an $n \times n$ matrix $A$. Among their many applications, eigenvalues play a crucial role in finding solutions to linear systems of differential equations, as we shall see in Chapter 9 . By definition, the eigenvalues of $A$ are precisely those scalars $\lambda$ for which $\operatorname{det}\left(A-\lambda I_{n}\right)=0$. Let us illustrate with an example.

Example 3.3.13 Find the eigenvalues of the matrix $A=\left[\begin{array}{rrr}-1 & 1 & 1 \\ 0 & 3 & 4 \\ 2 & 0 & 2\end{array}\right]$.

Solution: In the matrix $A-\lambda I$, we subtract $\lambda$ from the main diagonal of $A$. Using cofactor expansion along the first column of $A-\lambda I$, we obtain

$$
\begin{aligned}
\operatorname{det}(A-\lambda I) & =\operatorname{det}\left[\begin{array}{ccc}
-1-\lambda & 1 & 1 \\
0 & 3-\lambda & 4 \\
2 & 0 & 2-\lambda
\end{array}\right] \\
& =(-1-\lambda)[(3-\lambda)(2-\lambda)]+2[4-(3-\lambda)] \\
& =-\lambda^{3}+4 \lambda^{2}+\lambda-4 .
\end{aligned}
$$

Because the matrix $A$ is $3 \times 3$, observe that $\operatorname{det}(A-\lambda I)$ is a polynomial of degree 3 . Finding roots of a polynomial equation when the degree is 3 or more can be difficult. Most examples and exercises in this text have been constructed to have integer roots, but even so, great care must be used to factor the polynomials that arise correctly. In this case, we can factor by grouping as follows:

$$
\begin{aligned}
\operatorname{det}(A-\lambda I) & =-\lambda^{3}+4 \lambda^{2}+\lambda-4=-\lambda\left(\lambda^{2}-1\right)+4\left(\lambda^{2}-1\right)=(-\lambda+4)\left(\lambda^{2}-1\right) \\
& =(-\lambda+4)(\lambda-1)(\lambda+1),
\end{aligned}
$$

whose roots are $\lambda=4, \lambda=1$, and $\lambda=-1$. Thus, these are the eigenvalues of $A$.

## The Adjoint Method for $A^{-1}$

We next establish two corollaries to the Cofactor Expansion Theorem that, in the case of an invertible matrix $A$, lead to a method for expressing the elements of $A^{-1}$ in terms of determinants.

Corollary 3.3.14 If the elements in the $i$ th row (or column) of an $n \times n$ matrix $A$ are multiplied by the cofactors of a different row (or column), then the sum of the resulting products is zero. That is,

1. If we use the elements of row $i$ and the cofactors of row $j$,

$$
\begin{equation*}
\sum_{k=1}^{n} a_{i k} C_{j k}=0, \quad i \neq j \tag{3.3.2}
\end{equation*}
$$

2. If we use the elements of column $i$ and the cofactors of column $j$,

$$
\begin{equation*}
\sum_{k=1}^{n} a_{k i} C_{k j}=0, \quad i \neq j \tag{3.3.3}
\end{equation*}
$$

Proof We prove (3.3.2). Let $B$ be the matrix obtained from $A$ by adding row $i$ to row $j(i \neq j)$ in the matrix $A$. $\operatorname{By} \mathrm{P} 3, \operatorname{det}(B)=\operatorname{det}(A)$. Cofactor expansion of $B$ along row $j$ gives

$$
\operatorname{det}(A)=\operatorname{det}(B)=\sum_{k=1}^{n}\left(a_{j k}+a_{i k}\right) C_{j k}=\sum_{k=1}^{n} a_{j k} C_{j k}+\sum_{k=1}^{n} a_{i k} C_{j k} .
$$

That is,

$$
\operatorname{det}(A)=\operatorname{det}(A)+\sum_{k=1}^{n} a_{i k} C_{j k},
$$

since the first summation on the right-hand side is $\operatorname{simply} \operatorname{det}(A)$ by the Cofactor Expansion Theorem. It follows immediately that

$$
\sum_{k=1}^{n} a_{i k} C_{j k}=0, \quad i \neq j
$$

Equation (3.3.3) can be proved similarly (Problem 69).
The Cofactor Expansion Theorem and the above corollary can be combined into the following corollary.

Corollary 3.3.15 Let $A$ be an $n \times n$ matrix. If $\delta_{i j}$ is the Kronecker delta symbol (see Definition 2.2.21), then

$$
\begin{equation*}
\sum_{k=1}^{n} a_{i k} C_{j k}=\delta_{i j} \operatorname{det}(A), \quad \sum_{k=1}^{n} a_{k i} C_{k j}=\delta_{i j} \operatorname{det}(A) . \tag{3.3.4}
\end{equation*}
$$

The formulas in (3.3.4) should be reminiscent of the index form of the matrix product. Combining this with the fact that the Kronecker delta gives the elements of the identity matrix, we might suspect that (3.3.4) is telling us something about the inverse of $A$. Before establishing that this suspicion is indeed correct, we need a definition.

## DEFINITION 3.3.16

If every element in an $n \times n$ matrix $A$ is replaced by its cofactor, the resulting matrix is called the matrix of cofactors and is denoted $M_{C}$. The transpose of the matrix of cofactors, $M_{C}^{T}$, is called the adjoint of $A$ and is denoted $\operatorname{adj}(A)$. Thus, the elements of $\operatorname{adj}(A)$ are

$$
\operatorname{adj}(A)_{i j}=C_{j i} .
$$

Example 3.3.17 Determine $\operatorname{adj}(A)$ if $A=\left[\begin{array}{rrr}6 & -1 & 0 \\ 2 & -2 & 1 \\ 3 & 0 & -3\end{array}\right]$.
Solution: We first determine the cofactors of $A$ :

$$
\begin{gathered}
C_{11}=6, \quad C_{12}=9, \quad C_{13}=6, \quad C_{21}=-3, \quad C_{22}=-18, \quad C_{23}=-3, \\
C_{31}=-1, \quad C_{32}=-6, \quad C_{33}=-10 .
\end{gathered}
$$

Thus,

$$
M_{C}=\left[\begin{array}{rrr}
6 & 9 & 6 \\
-3 & -18 & -3 \\
-1 & -6 & -10
\end{array}\right],
$$

so that

$$
\operatorname{adj}(A)=M_{C}^{T}=\left[\begin{array}{rrr}
6 & -3 & -1 \\
9 & -18 & -6 \\
6 & -3 & -10
\end{array}\right]
$$

We can now prove the next theorem.

## Theorem 3.3.18 (The Adjoint Method for Computing $A^{-1}$ )

If $\operatorname{det}(A) \neq 0$, then

$$
A^{-1}=\frac{1}{\operatorname{det}(A)} \operatorname{adj}(A) .
$$

Proof Let $B=\frac{1}{\operatorname{det}(A)} \operatorname{adj}(A)$. Then we must establish that $A B=I_{n}=B A$. But, using the index form of the matrix product,

$$
(A B)_{i j}=\sum_{k=1}^{n} a_{i k} b_{k j}=\sum_{k=1}^{n} a_{i k} \cdot \frac{1}{\operatorname{det}(A)} \cdot \operatorname{adj}(A)_{k j}=\frac{1}{\operatorname{det}(A)} \sum_{k=1}^{n} a_{i k} C_{j k}=\delta_{i j},
$$

where we have used Equation (3.3.4) in the last step. Consequently, $A B=I_{n}$. We leave it as an exercise (Problem 75) to verify that $B A=I_{n}$ also.

Example 3.3.19 For the matrix in Example 3.3.17,

$$
\operatorname{det}(A)=27,
$$

so that

$$
A^{-1}=\frac{1}{27}\left[\begin{array}{rrr}
6 & -3 & -1 \\
9 & -18 & -6 \\
6 & -3 & -10
\end{array}\right] .
$$

For square matrices of relatively small size, the adjoint method for computing $A^{-1}$ is often easier than using elementary row operations to reduce $A$ to upper triangular form.

In Chapter 9, we will find that the solution of a system of differential equations can be expressed naturally in terms of matrix functions. Certain problems will require us to find the inverse of such matrix functions. For $2 \times 2$ systems, the adjoint method is very quick.

Example 3.3.20
Find $A^{-1}$ if $A=\left[\begin{array}{rr}-\sin t & e^{-3 t} \cos t \\ \cos t & e^{-3 t} \sin t\end{array}\right]$.
Solution: In this case,

$$
\operatorname{det}(A)=-\left(\sin ^{2} t\right) e^{-3 t}-\left(\cos ^{2} t\right) e^{-3 t}=-e^{-3 t}\left(\sin ^{2} t+\cos ^{2} t\right)=-e^{-3 t}
$$

and

$$
\operatorname{adj}(A)=\left[\begin{array}{cc}
e^{-3 t} \sin t & -e^{-3 t} \cos t \\
-\cos t & -\sin t
\end{array}\right],
$$

so that

$$
\begin{aligned}
A^{-1} & =-e^{3 t}\left[\begin{array}{cc}
e^{-3 t} \sin t & -e^{-3 t} \cos t \\
-\cos t & -\sin t
\end{array}\right] \\
& =\left[\begin{array}{cc}
-\sin t & \cos t \\
e^{3 t} \cos t & e^{3 t} \sin t
\end{array}\right]
\end{aligned}
$$

## Cramer's Rule

We now derive a technique that enables us, in the case when $\operatorname{det}(A) \neq 0$, to express the unique solution of an $n \times n$ linear system

$$
A \mathbf{x}=\mathbf{b}
$$

directly in terms of determinants. Let $B_{k}$ denote the matrix obtained by replacing the $k$ th column vector of $A$ with $\mathbf{b}$. Thus,

$$
B_{k}=\left[\begin{array}{cccccc}
a_{11} & a_{12} & \ldots & b_{1} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & b_{2} & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots & & \vdots \\
a_{n 1} & a_{n 2} & \ldots & b_{n} & \ldots & a_{n n}
\end{array}\right]
$$

The key point to notice is that the cofactors of the elements in the $k$ th column of $B_{k}$ coincide with the corresponding cofactors of $A$. Thus, expanding $\operatorname{det}\left(B_{k}\right)$ along the $k$ th column using the Cofactor Expansion Theorem yields

$$
\begin{equation*}
\operatorname{det}\left(B_{k}\right)=b_{1} C_{1 k}+b_{2} C_{2 k}+\cdots+b_{n} C_{n k}=\sum_{i=1}^{n} b_{i} C_{i k}, \quad k=1,2, \ldots, n \tag{3.3.5}
\end{equation*}
$$

where the $C_{i j}$ are the cofactors of $A$. We can now prove Cramer's rule.

## Theorem 3.3.21 (Cramer's Rule)

If $\operatorname{det}(A) \neq 0$, the unique solution to the $n \times n \operatorname{system} A \mathbf{x}=\mathbf{b}$ is $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where

$$
\begin{equation*}
x_{k}=\frac{\operatorname{det}\left(B_{k}\right)}{\operatorname{det}(A)}, \quad k=1,2, \ldots, n \tag{3.3.6}
\end{equation*}
$$

Proof If $\operatorname{det}(A) \neq 0$, then the system $A \mathbf{x}=\mathbf{b}$ has the unique solution

$$
\begin{equation*}
\mathbf{x}=A^{-1} \mathbf{b} \tag{3.3.7}
\end{equation*}
$$

where, from Theorem 3.3.18, we can write

$$
\begin{equation*}
A^{-1}=\frac{1}{\operatorname{det}(A)} \operatorname{adj}(A) \tag{3.3.8}
\end{equation*}
$$

If we let

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right] \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right]
$$

and recall that $\operatorname{adj}(A)_{i j}=C_{j i}$, then substitution from (3.3.8) into (3.3.7) and use of the index form of the matrix product yields

$$
\begin{aligned}
x_{k} & =\sum_{i=1}^{n}\left(A^{-1}\right)_{k i} b_{i}=\sum_{i=1}^{n} \frac{1}{\operatorname{det}(A)} \operatorname{adj}(A)_{k i} b_{i} \\
& =\frac{1}{\operatorname{det}(A)} \sum_{i=1}^{n} C_{i k} b_{i}, \quad k=1,2, \ldots, n
\end{aligned}
$$

Using (3.3.5), this can be written as

$$
x_{k}=\frac{\operatorname{det}\left(B_{k}\right)}{\operatorname{det}(A)}, \quad k=1,2, \ldots, n
$$

as required.
Remark In general, Cramer's rule requires more work than the Gaussian Elimination method, and in addition, it is restricted to $n \times n$ systems whose coefficient matrix is
invertible. However, it is a powerful theoretical tool, since it gives us a formula for the solution of an $n \times n$ system provided $\operatorname{det}(A) \neq 0$.

Example 3.3.22 Use Cramer's rule to solve the system

$$
\begin{aligned}
-5 x_{1}-x_{2}+2 x_{3} & =9, \\
x_{1}-2 x_{2}+7 x_{3} & =-2, \\
3 x_{1}-x_{2}+x_{3} & =-6 .
\end{aligned}
$$

Solution: Using the notation in Theorem 3.3.21, the following determinants are easily evaluated:

$$
\begin{aligned}
& \operatorname{det}(A)=\left|\begin{array}{rrr}
-5 & -1 & 2 \\
1 & -2 & 7 \\
3 & -1 & 1
\end{array}\right|=-35, \\
& \operatorname{det}\left(B_{1}\right)=\left|\begin{array}{rrr}
9 & -1 & 2 \\
-2 & -2 & 7 \\
-6 & -1 & 1
\end{array}\right|=65, \\
& \operatorname{det}\left(B_{2}\right)=\left|\begin{array}{rrr}
-5 & 9 & 2 \\
1 & -2 & 7 \\
3 & -6 & 1
\end{array}\right|=-20, \quad \operatorname{det}\left(B_{3}\right)=\left|\begin{array}{rrr}
-5 & -1 & 9 \\
1 & -2 & -2 \\
3 & -1 & -6
\end{array}\right|=-5 .
\end{aligned}
$$

Inserting these results into (3.3.6) yields $x_{1}=-\frac{65}{35}=-\frac{13}{7}, x_{2}=\frac{20}{35}=\frac{4}{7}$, and $x_{3}=\frac{5}{35}=\frac{1}{7}$, so that the solution to the system is $\left(-\frac{13}{7}, \frac{4}{7}, \frac{1}{7}\right)$.

## Exercises for 3.3

## Key Terms

Minor, Cofactor, Cofactor expansion, Matrix of cofactors, Adjoint, Cramer's rule.

## Skills

- Be able to compute the minors and cofactors of a matrix.
- Understand the difference between $M_{i j}$ and $C_{i j}$.
- Be able to compute the determinant of a matrix via cofactor expansion.
- Be able to compute the matrix of cofactors and the adjoint of a matrix.
- Be able to use the adjoint of an invertible matrix $A$ to compute $A^{-1}$.
- Be able to use Cramer's rule to solve a linear system of equations.


## True-False Review

For items (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true,
you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The $(2,3)$-minor of a matrix is the same as the $(2,3)$ cofactor of the matrix.
(b) If $A=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, then for all $i \neq j$, $M_{i j}=0$.
(c) If $A=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, then $M_{i i}=$ $\operatorname{diag}\left(a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n}\right)$.
(d) If every entry of a square matrix $A$ is doubled, then each of its minors doubles.
(e) We have $A \cdot \operatorname{adj}(A)=\operatorname{det}(A) \cdot I_{n}$ for all $n \times n$ matrices $A$.
(f) Cofactor expansion of a matrix along any row or column will yield the same result, although the individual terms in the expansion along different rows or columns can vary.
(g) If $A$ is an $n \times n$ matrix and $c$ is a scalar, then

$$
\operatorname{adj}(c A)=c \cdot \operatorname{adj}(A) .
$$

(h) If $A$ and $B$ are $2 \times 2$ matrices, then

$$
\operatorname{adj}(A+B)=\operatorname{adj}(A)+\operatorname{adj}(B)
$$

(i) If $A$ and $B$ are $2 \times 2$ matrices, then

$$
\operatorname{adj}(A B)=\operatorname{adj}(A) \cdot \operatorname{adj}(B)
$$

(j) For every positive integer $n, \operatorname{adj}\left(I_{n}\right)=I_{n}$.

## Problems

For Problems 1-4, determine all minors and cofactors of the given matrix.

1. $A=\left[\begin{array}{rr}-9 & 2 \\ 0 & 5\end{array}\right]$.
2. $A=\left[\begin{array}{rr}1 & -3 \\ 2 & 4\end{array}\right]$.
3. $A=\left[\begin{array}{rrr}1 & -1 & 2 \\ 3 & -1 & 4 \\ 2 & 1 & 5\end{array}\right]$.
4. $A=\left[\begin{array}{rrr}2 & 10 & 3 \\ 0 & -1 & 0 \\ 4 & 1 & 5\end{array}\right]$.
5. If $A=\left[\begin{array}{rrrr}1 & 3 & -1 & 2 \\ 3 & 4 & 1 & 2 \\ 7 & 1 & 4 & 6 \\ 5 & 0 & 1 & 2\end{array}\right]$,
determine the minors $M_{12}, M_{31}, M_{23}, M_{42}$, and the corresponding cofactors.
6. If

$$
A=\left[\begin{array}{rrrr}
-2 & 9 & 0 & -1 \\
4 & -6 & 8 & 8 \\
0 & -1 & -3 & 4 \\
7 & -7 & 3 & 1
\end{array}\right]
$$

determine the minors $M_{41}, M_{22}, M_{23}, M_{43}$, and the corresponding cofactors.

For Problems 7-14, use the cofactor expansion theorem to evaluate the given determinant along the specified row or column.
7. $\left|\begin{array}{ll}-8 & 6 \\ -4 & 9\end{array}\right|$, column 2.
8. $\left|\begin{array}{rr}1 & -2 \\ 1 & 3\end{array}\right|$, row 1 .
9. $\left|\begin{array}{rrr}-1 & 2 & 3 \\ 1 & 4 & -2 \\ 3 & 1 & 4\end{array}\right|$, column 3 .
10. $\left|\begin{array}{rrr}2 & 1 & -4 \\ 7 & 1 & 3 \\ 1 & 5 & -2\end{array}\right|$, row 2 .
11. $\left|\begin{array}{rrr}3 & 1 & 4 \\ 7 & 1 & 2 \\ 2 & 3 & -5\end{array}\right|$, column 1 .
12. $\left|\begin{array}{rrr}0 & 2 & -3 \\ -2 & 0 & 5 \\ 3 & -5 & 0\end{array}\right|$, row 3 .
13. $\left|\begin{array}{rrrr}1 & -2 & 3 & 0 \\ 4 & 0 & 7 & -2 \\ 0 & 1 & 3 & 4 \\ 1 & 5 & -2 & 0\end{array}\right|$, column 4.
14. $\left|\begin{array}{rrrr}-3 & 0 & -1 & 0 \\ 0 & 4 & 0 & 2 \\ 1 & 4 & -4 & 2 \\ 0 & 2 & 5 & 0\end{array}\right|$, column 1.

For Problems 15-22, evaluate the given determinant by using the Cofactor Expansion Theorem. Do not apply elementary row operations.
15. $\left|\begin{array}{rrr}-4 & 2 & -1 \\ 7 & -3 & 2 \\ -6 & 6 & 2\end{array}\right|$.
16. $\left|\begin{array}{rrr}1 & 0 & -2 \\ 3 & 1 & -1 \\ 7 & 2 & 5\end{array}\right|$.
17. $\left|\begin{array}{rrr}-1 & 2 & 3 \\ 0 & 1 & 4 \\ 2 & -1 & 3\end{array}\right|$.
18. $\left|\begin{array}{rrr}2 & -1 & 3 \\ 5 & 2 & 1 \\ 3 & -3 & 7\end{array}\right|$.
19. $\left|\begin{array}{rrr}0 & -2 & 1 \\ 2 & 0 & -3 \\ -1 & 3 & 0\end{array}\right|$.
20.
$\left|\begin{array}{rrrr}1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ -1 & 0 & -1 & 0 \\ 0 & 1 & 0 & 1\end{array}\right|$
21. $\left|\begin{array}{rrrr}2 & -1 & 3 & 1 \\ 1 & 4 & -2 & 3 \\ 0 & 2 & -1 & 0 \\ 1 & 3 & -2 & 4\end{array}\right|$.
22. $\left|\begin{array}{rrrr}-4 & 1 & -3 & -2 \\ 1 & 2 & -1 & -6 \\ 3 & 0 & 2 & 3 \\ 0 & 0 & -5 & 2\end{array}\right|$.

For Problems 23-28, use elementary row operations together with the Cofactor Expansion Theorem to evaluate the given determinant.
23. $\left|\begin{array}{rrr}-1 & 3 & 3 \\ 4 & -6 & -3 \\ 2 & -1 & 4\end{array}\right|$.
24. $\left|\begin{array}{rrrr}3 & 5 & 2 & 6 \\ 2 & 3 & 5 & -5 \\ 7 & 5 & -3 & -16 \\ 9 & -6 & 27 & -12\end{array}\right|$.
25. $\left|\begin{array}{rrrr}2 & -7 & 4 & 3 \\ 5 & 5 & -3 & 7 \\ 6 & 2 & 6 & 3 \\ 4 & 2 & -4 & 5\end{array}\right|$.
26. $\left|\begin{array}{rrrr}-2 & 0 & 1 & 1 \\ 1 & 2 & 2 & 0 \\ -4 & 4 & 6 & 1 \\ -1 & 1 & 0 & 5\end{array}\right|$.
27. $\left|\begin{array}{rrrrr}-3 & 2 & 0 & -1 & -4 \\ 1 & 3 & 1 & 3 & 5 \\ 0 & 2 & 1 & -3 & -1 \\ 2 & 0 & 4 & -2 & -3 \\ -1 & 2 & 6 & 0 & -1\end{array}\right|$.
28. $\left|\begin{array}{rrrrr}2 & 0 & -1 & 3 & 0 \\ 0 & 3 & 0 & 1 & 2 \\ 0 & 1 & 3 & 0 & 4 \\ 1 & 0 & 1 & -1 & 0 \\ 3 & 0 & 2 & 0 & 5\end{array}\right|$.
29. If $A=\left[\begin{array}{rrrr}0 & x & y & z \\ -x & 0 & 1 & -1 \\ -y & -1 & 0 & 1 \\ -z & 1 & -1 & 0\end{array}\right]$, show that $\operatorname{det}(A)=$ $(x+y+z)^{2}$.
30. (a) Consider the $3 \times 3$ Vandermonde determinant $V\left(r_{1}, r_{2}, r_{3}\right)$ defined by

$$
V\left(r_{1}, r_{2}, r_{3}\right)=\left|\begin{array}{ccc}
1 & 1 & 1 \\
r_{1} & r_{2} & r_{3} \\
r_{1}^{2} & r_{2}^{2} & r_{3}^{2}
\end{array}\right|
$$

Show that

$$
V\left(r_{1}, r_{2}, r_{3}\right)=\left(r_{2}-r_{1}\right)\left(r_{3}-r_{1}\right)\left(r_{3}-r_{2}\right)
$$

(b) More generally, show that the $n \times n$ Vandermonde determinant

$$
V\left(r_{1}, r_{2}, \ldots, r_{n}\right)=\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
r_{1} & r_{2} & \ldots & r_{n} \\
r_{1}^{2} & r_{2}^{2} & \ldots & r_{n}^{2} \\
\vdots & \vdots & & \vdots \\
r_{1}^{n-1} & r_{2}^{n-1} & \ldots & r_{n}^{n-1}
\end{array}\right|
$$

has value

$$
V\left(r_{1}, r_{2}, \ldots, r_{n}\right)=\prod_{1 \leq i<m \leq n}\left(r_{m}-r_{i}\right)
$$

For Problems 31-38, determine the eigenvalues of the given matrix $A$. That is, determine the scalars $\lambda$ such that $\operatorname{det}(A-\lambda I)=0$.
31. $A=\left[\begin{array}{rr}2 & -1 \\ 2 & 4\end{array}\right]$.
32. $A=\left[\begin{array}{cc}2 & 4 \\ 3 & 13\end{array}\right]$.
33. $A=\left[\begin{array}{ll}-1 & 2 \\ -4 & 7\end{array}\right]$.
34. $A=\left[\begin{array}{rrr}2 & 0 & 0 \\ -1 & -6 & 0 \\ 3 & 3 & 7\end{array}\right]$.
35. $A=\left[\begin{array}{lll}2 & 0 & 0 \\ 7 & 7 & 7 \\ 7 & 7 & 7\end{array}\right]$.
36. $A=\left[\begin{array}{rrr}6 & 0 & -2 \\ 0 & 7 & 0 \\ -5 & 0 & -3\end{array}\right]$.
37. $A=\left[\begin{array}{rrr}-5 & -5 & 0 \\ -8 & 1 & 0 \\ -5 & 3 & 7\end{array}\right]$.
38. $A=\left[\begin{array}{rrr}-5 & -1 & 1 \\ -2 & -1 & 0 \\ -5 & 2 & 3\end{array}\right]$.

For Problems 39-48, find (a) $\operatorname{det}(A)$, (b) the matrix of cofactors $M_{C},(\mathbf{c}) \operatorname{adj}(A)$, and, if possible, (d) $A^{-1}$.
39. $A=\left[\begin{array}{ll}3 & 1 \\ 4 & 5\end{array}\right]$.
40. $A=\left[\begin{array}{rr}-1 & -2 \\ 4 & 1\end{array}\right]$.
41. $A=\left[\begin{array}{rr}5 & 2 \\ -15 & -6\end{array}\right]$.
42. $A=\left[\begin{array}{rrr}2 & -3 & 0 \\ 2 & 1 & 5 \\ 0 & -1 & 2\end{array}\right]$.
43. $A=\left[\begin{array}{rrr}-2 & 3 & -1 \\ 2 & 1 & 5 \\ 0 & 2 & 3\end{array}\right]$.
44. $A=\left[\begin{array}{rrr}1 & -1 & 2 \\ 3 & -1 & 4 \\ 5 & 1 & 7\end{array}\right]$.
45. $A=\left[\begin{array}{rrr}0 & 1 & 2 \\ -1 & -1 & 3 \\ 1 & -2 & 1\end{array}\right]$.
46. $A=\left[\begin{array}{rrr}2 & -3 & 5 \\ 1 & 2 & 1 \\ 0 & 7 & -1\end{array}\right]$.
47. $A=\left[\begin{array}{rrrr}1 & 1 & 1 & 1 \\ -1 & 1 & -1 & 1 \\ 1 & 1 & -1 & -1 \\ -1 & 1 & 1 & -1\end{array}\right]$.
48. $A=\left[\begin{array}{rrrr}1 & 0 & 3 & 5 \\ -2 & 1 & 1 & 3 \\ 3 & 9 & 0 & 2 \\ 2 & 0 & 3 & -1\end{array}\right]$.
49. Let $A=\left[\begin{array}{ccc}1 & -2 x & 2 x^{2} \\ 2 x & 1-2 x^{2} & -2 x \\ 2 x^{2} & 2 x & 1\end{array}\right]$.
(a) Show that $\operatorname{det}(A)=\left(1+2 x^{2}\right)^{3}$.
(b) Use the adjoint method to find $A^{-1}$.

In Problems 50-53, find the specified element in the inverse of the given matrix. Do not use elementary row operations.
50. $A=\left[\begin{array}{rrr}-1 & -2 & 4 \\ 0 & 2 & -1 \\ 3 & -2 & 1\end{array}\right] ;(1,1)$-element.
51. $A=\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 2 & 2 \\ 1 & 2 & 3\end{array}\right] ;(3,2)$-element.
52. $A=\left[\begin{array}{rrr}2 & 0 & -1 \\ 2 & 1 & 1 \\ 3 & -1 & 0\end{array}\right] ;(3,1)$-element.
53. $A=\left[\begin{array}{rrrr}1 & 0 & 1 & 0 \\ 2 & -1 & 1 & 3 \\ 0 & 1 & -1 & 2 \\ -1 & 1 & 2 & 0\end{array}\right] ;$ (2, 3)-element.

In Problems 54-57, find $A^{-1}$.
54. $A=\left[\begin{array}{ll}e^{t} \sin 2 t & -e^{-t} \cos 2 t \\ e^{t} \cos 2 t & e^{-t} \sin 2 t\end{array}\right]$.
55. $A=\left[\begin{array}{ll}3 e^{t} & e^{2 t} \\ 2 e^{t} & 2 e^{2 t}\end{array}\right]$.
56. $A=\left[\begin{array}{ccc}e^{3 t} & 9 t e^{3 t} & -e^{-2 t} \\ -t e^{3 t} & e^{3 t} & e^{-2 t} \\ -t e^{3 t} & e^{3 t} & 0\end{array}\right]$.
57. $A=\left[\begin{array}{ccc}e^{t} & t e^{t} & e^{-2 t} \\ e^{t} & 2 t e^{t} & e^{-2 t} \\ e^{t} & t e^{t} & 2 e^{-2 t}\end{array}\right]$.
58. If $A=\left[\begin{array}{lll}1 & 2 & 3 \\ 3 & 4 & 5 \\ 4 & 5 & 6\end{array}\right]$, compute the matrix product
$A \cdot \operatorname{adj}(A)$. What can you conclude about $\operatorname{det}(A)$ ?
For Problems 59-64, use Cramer's rule to solve the given linear system.
59. $\begin{aligned} 2 x_{1}-3 x_{2} & =2, \\ x_{1}+2 x_{2} & =4 .\end{aligned}$
60. $\begin{aligned} x_{1}+5 x_{2} & =1, \\ -3 x_{1}+6 x_{2} & =-4 \text {. }\end{aligned}$
$-2 x_{1}+4 x_{2}+x_{3}=-5$,
61. $3 x_{1}-2 x_{2}-x_{3}=2$,
$4 x_{1}-3 x_{2}+2 x_{3}=1$.
$3 x_{1}-2 x_{2}+x_{3}=4$,
62. $x_{1}+x_{2}-x_{3}=2$,

$$
x_{1}+\quad x_{3}=1 .
$$

$$
x_{1}-3 x_{2}+x_{3}=0,
$$

63. $x_{1}+4 x_{2}-x_{3}=0$,
$2 x_{1}+x_{2}-3 x_{3}=0$.
$x_{1}-2 x_{2}+3 x_{3}-x_{4}=1$,
64. $\begin{aligned} 2 x_{1}+x_{3} & =2, \\ x_{1}+x_{2}- & x_{4}\end{aligned}=0$, $x_{2}-2 x_{3}+x_{4}=3$.
65. Use Cramer's rule to determine $x_{1}$ and $x_{2}$ if

$$
\begin{aligned}
& e^{t} x_{1}+e^{-2 t} x_{2}=3 \sin t, \\
& e^{t} x_{1}-2 e^{-2 t} x_{2}=4 \cos t .
\end{aligned}
$$

66. Determine the value of $x_{2}$ such that

$$
\begin{array}{r}
x_{1}+4 x_{2}-2 x_{3}+x_{4}=2, \\
2 x_{1}+9 x_{2}-3 x_{3}-2 x_{4}=5, \\
x_{1}+5 x_{2}+x_{3}-x_{4}=3, \\
3 x_{1}+14 x_{2}+7 x_{3}-2 x_{4}=6 .
\end{array}
$$

67. Determine the value of $x_{4}$ such that

$$
\begin{aligned}
-3 x_{1}+x_{2}-3 x_{3}-9 x_{4} & =-3, \\
x_{1}-2 x_{2}+4 x_{4} & =1, \\
2 x_{3}+x_{4} & =-1, \\
x_{1}+x_{2}+x_{4} & =0 .
\end{aligned}
$$

68. Find all solutions to the system

$$
\begin{aligned}
& (b+c) x_{1}+a\left(x_{2}+x_{3}\right)=a, \\
& (c+a) x_{2}+b\left(x_{3}+x_{1}\right)=b, \\
& (a+b) x_{3}+c\left(x_{1}+x_{2}\right)=c,
\end{aligned}
$$

where $a, b, c$ are constants. Make sure you consider all cases (that is, those when there is a unique solution, an infinite number of solutions, and no solutions).
69. Prove Equation (3.3.3).
70. $\diamond$ Let $A$ be a randomly generated invertible $4 \times 4$ matrix. Verify the cofactor expansion theorem for expansion along row 1 .
71. $\diamond$ Let $A$ be a randomly generated $4 \times 4$ matrix. Verify Equation (3.3.3) when $i=2$ and $j=4$.
72. $\diamond$ Let $A$ be a randomly generated $5 \times 5$ matrix. Determine $\operatorname{adj}(A)$ and compute $A \cdot \operatorname{adj}(A)$. Use your result to determine $\operatorname{det}(A)$.
73. $\diamond$ Solve the system of equations

$$
\begin{aligned}
1.21 x_{1}+3.42 x_{2}+2.15 x_{3} & =3.25, \\
5.41 x_{1}+2.32 x_{2}+7.15 x_{3} & =4.61, \\
21.63 x_{1}+3.51 x_{2}+9.22 x_{3} & =9.93 .
\end{aligned}
$$

Round answers to two decimal places.
74. $\diamond$ Use Cramer's rule to solve the system $A \mathbf{x}=\mathbf{b}$ if

$$
A=\left[\begin{array}{lllll}
1 & 2 & 3 & 4 & 4 \\
2 & 1 & 2 & 3 & 4 \\
3 & 2 & 1 & 2 & 3 \\
4 & 3 & 2 & 1 & 2 \\
4 & 4 & 3 & 2 & 1
\end{array}\right] \text { and } \mathbf{b}=\left[\begin{array}{r}
68 \\
-72 \\
-87 \\
79 \\
43
\end{array}\right] .
$$

75. Verify that $B A=I_{n}$ in the proof of Theorem 3.3.18.

### 3.4 Summary of Determinants

The primary aim of this section is to serve as a stand-alone introduction to determinants for readers who desire only a cursory review of the major facts pertaining to determinants.

## Formulas for the Determinant

The determinant of an $n \times n$ matrix $A$, $\operatorname{denoted} \operatorname{det}(A)$, is a scalar whose value can be obtained in the following manner.

1. If $A=\left[a_{11}\right]$, then $\operatorname{det}(A)=a_{11}$.
2. If $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$, then $\operatorname{det}(A)=a_{11} a_{22}-a_{12} a_{21}$.
3. For $n>2$, the determinant of $A$ can be computed using either of the following formulas:

$$
\begin{align*}
\operatorname{det}(A) & =a_{i 1} C_{i 1}+a_{i 2} C_{i 2}+\cdots+a_{i n} C_{i n}  \tag{3.4.1}\\
\operatorname{det}(A) & =a_{1 j} C_{1 j}+a_{2 j} C_{2 j}+\cdots+a_{n j} C_{n j} \tag{3.4.2}
\end{align*}
$$

where $C_{i j}=(-1)^{i+j} M_{i j}$, and $M_{i j}$ is the determinant of the matrix obtained by deleting the $i$ th row and $j$ th column of $A$. The formulas (3.4.1) and (3.4.2) are referred to as cofactor expansion along the $i$ th row and cofactor expansion along the $j$ th column, respectively. The determinants $M_{i j}$ and $C_{i j}$ are called the minors and cofactors of $A$, respectively. We also $\operatorname{denote} \operatorname{det}(A)$ by

$$
\left|\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right|
$$

As an example, consider the general $3 \times 3$ matrix $A=\left[\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right]$. Using cofactor expansion along row 1 , we have

$$
\begin{equation*}
\operatorname{det}(A)=a_{11} C_{11}+a_{12} C_{12}+a_{13} C_{13} \tag{3.4.3}
\end{equation*}
$$

We next compute the required cofactors:

$$
\begin{aligned}
& C_{11}=+M_{11}=\left|\begin{array}{ll}
a_{22} & a_{23} \\
a_{32} & a_{33}
\end{array}\right|=a_{22} a_{33}-a_{23} a_{32} \\
& C_{12}=-M_{12}=-\left|\begin{array}{ll}
a_{21} & a_{23} \\
a_{31} & a_{33}
\end{array}\right|=-\left(a_{21} a_{33}-a_{23} a_{31}\right) \\
& C_{13}=+M_{13}=\left|\begin{array}{ll}
a_{21} & a_{22} \\
a_{31} & a_{32}
\end{array}\right|=a_{21} a_{32}-a_{22} a_{31}
\end{aligned}
$$

Inserting these expressions for the cofactors into Equation (3.4.3) yields

$$
\operatorname{det}(A)=a_{11}\left(a_{22} a_{33}-a_{23} a_{32}\right)-a_{12}\left(a_{21} a_{33}-a_{23} a_{31}\right)+a_{13}\left(a_{21} a_{32}-a_{22} a_{31}\right)
$$

which can be written as


Figure 3.4.1: A schematic for obtaining the determinant of a $3 \times 3$ matrix $A=\left[a_{i j}\right]$.

$$
\operatorname{det}(A)=a_{11} a_{22} a_{33}+a_{12} a_{23} a_{31}+a_{13} a_{21} a_{32}-a_{11} a_{23} a_{32}-a_{12} a_{21} a_{33}-a_{13} a_{22} a_{31}
$$

Although we chose to use cofactor expansion along the first row to obtain the preceding formula, according to (3.4.1) and (3.4.2), the same result would have been obtained if we had chosen to expand along any row or column of $A$. A simple schematic for obtaining the terms in the determinant of a $3 \times 3$ matrix is given in Figure 3.4.1. By taking the product of the elements joined by each arrow and attaching the indicated sign to the result, we obtain the six terms in the determinant of the $3 \times 3$ matrix $A=\left[a_{i j}\right]$. Note that this technique for obtaining the terms in a $3 \times 3$ determinant does not generalize to determinants of larger matrices.

Example 3.4.1 Evaluate $\left|\begin{array}{rrr}6 & 7 & -3 \\ 1 & -1 & 2 \\ 5 & -2 & 5\end{array}\right|$.
Solution: In this case, the schematic given in Figure 3.4.1 is

$$
\begin{array}{rrrrr}
6 & 7 & -3 & 6 & 7 \\
1 & -1 & 2 & 1 & -1 \\
5 & -2 & 5 & 5 & -2
\end{array}
$$

so that

$$
\begin{aligned}
\left|\begin{array}{rrr}
6 & 7 & -3 \\
1 & -1 & 2 \\
5 & -2 & 5
\end{array}\right|= & (6)(-1)(5)+(7)(2)(5)+(-3)(1)(-2)-(5)(-1)(-3) \\
& -(-2)(2)(6)-(5)(1)(7) \\
= & 20
\end{aligned}
$$

## Properties of Determinants

Let $A$ and $B$ be $n \times n$ matrices. The determinant has the following properties:
P1. If $B$ is obtained by permuting two rows (or columns) of $A$, then

$$
\operatorname{det}(B)=-\operatorname{det}(A)
$$

P2. If $B$ is obtained by multiplying any row (or column) of $A$ by a scalar $k$, then

$$
\operatorname{det}(B)=k \operatorname{det}(A)
$$

P3. If $B$ is obtained by adding a multiple of any row (or column) of $A$ to another row (or column) of $A$, then

$$
\operatorname{det}(B)=\operatorname{det}(A)
$$

P4. For any scalar $k$, we have

$$
\operatorname{det}(k A)=k^{n} \operatorname{det}(A)
$$

P5. We have

$$
\operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)
$$

P6. Let $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}$ denote the row vectors of $A$. If the $i$ th row vector of $A$ is the sum of two row vectors, say $\mathbf{a}_{i}=\mathbf{b}_{i}+\mathbf{c}_{i}$, then

$$
\operatorname{det}(A)=\operatorname{det}(B)+\operatorname{det}(C)
$$

where

$$
B=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{i-1}, \mathbf{b}_{i}, \mathbf{a}_{i+1}, \ldots, \mathbf{a}_{n}\right]^{T}
$$

and

$$
C=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{i-1}, \mathbf{c}_{i}, \mathbf{a}_{i+1}, \ldots, \mathbf{a}_{n}\right]^{T}
$$

The corresponding property for columns is also true.
P7. If $A$ has a row (or column) of zeros, then $\operatorname{det}(A)=0$.
P8. If two rows (or columns) of $A$ are scalar multiples of one another, then $\operatorname{det}(A)=0$.

P9. We have

$$
\operatorname{det}(A B)=\operatorname{det}(A) \operatorname{det}(B)
$$

P10. If $A$ is an invertible matrix, then $\operatorname{det}(A) \neq 0$ and

$$
\operatorname{det}\left(A^{-1}\right)=\frac{1}{\operatorname{det}(A)}
$$

The first three properties tell us how elementary row operations performed on a matrix $A$ alter the value of $\operatorname{det}(A)$. They can be very helpful in reducing the amount of work required to evaluate a determinant, since we can use elementary row operations to put several zeros in a row or column of $A$ and then use cofactor expansion along that row or column. We illustrate with an example.

Example 3.4.2 Evaluate $\left|\begin{array}{rrrr}2 & 1 & 3 & 2 \\ -1 & 1 & -2 & 2 \\ 5 & 1 & -2 & 1 \\ -2 & 3 & 1 & 1\end{array}\right|$.
Solution: Before performing a cofactor expansion, we first use elementary row operations to simplify the determinant:

$$
\left[\begin{array}{rrrr}
2 & 1 & 3 & 2 \\
-1 & 1 & -2 & 2 \\
5 & 1 & -2 & 1 \\
-2 & 3 & 1 & 1
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{rrrr}
0 & 3 & -1 & 6 \\
-1 & 1 & -2 & 2 \\
0 & 6 & -12 & 11 \\
0 & 1 & 5 & -3
\end{array}\right]
$$

According to P 3 , the determinants of the two matrices above are the same. To evaluate the determinant of the matrix on the right, we use cofactor expansion along the first column.

$$
\left|\begin{array}{rrrr}
0 & 3 & -1 & 6 \\
-1 & 1 & -2 & 2 \\
0 & 6 & -12 & 11 \\
0 & 1 & 5 & -3
\end{array}\right|=-(-1)\left|\begin{array}{rrr}
3 & -1 & 6 \\
6 & -12 & 11 \\
1 & 5 & -3
\end{array}\right|
$$

To evaluate the determinant of the $3 \times 3$ matrix on the right, we can use the schematic given in Figure 3.4.1, or alternatively, we can continue to use elementary row operations to introduce zeros into the matrix:

$$
\left|\begin{array}{rrr}
3 & -1 & 6 \\
6 & -12 & 11 \\
1 & 5 & -3
\end{array}\right| \stackrel{2}{=}\left|\begin{array}{rrr}
0 & -16 & 15 \\
0 & -42 & 29 \\
1 & 5 & -3
\end{array}\right|=\left|\begin{array}{ll}
-16 & 15 \\
-42 & 29
\end{array}\right|=166 .
$$

Here, we have reduced the $3 \times 3$ determinant to a $2 \times 2$ determinant by using cofactor expansion along the first column of the $3 \times 3$ matrix.

$$
\text { 1. } \mathrm{A}_{21}(2), \mathrm{A}_{23}(5), \mathrm{A}_{24}(-2) \quad \text { 2. } \mathrm{A}_{31}(-3), \mathrm{A}_{32}(-6) .
$$

## Basic Theoretical Results

The determinant is a useful theoretical tool in linear algebra. We list next the major results that will be needed in the remainder of the text.

1. The volume of the parallelepiped determined by the vectors

$$
\mathbf{a}=a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}, \quad \mathbf{b}=b_{1} \mathbf{i}+b_{2} \mathbf{j}+b_{3} \mathbf{k}, \quad \mathbf{c}=c_{1} \mathbf{i}+c_{2} \mathbf{j}+c_{3} \mathbf{k}
$$

in 3-space is

$$
\text { Volume }=|\operatorname{det}(A)|,
$$

where $A=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$. Thus, the vectors $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ lie in a common plane (thus determining a parallelepiped of volume zero) if and only if $\operatorname{det}(A)=0$.
2. An $n \times n$ matrix is invertible if and only if $\operatorname{det}(A) \neq 0$.
3. An $n \times n$ linear system $A \mathbf{x}=\mathbf{b}$ has a unique solution if and only if $\operatorname{det}(A) \neq 0$.
4. An $n \times n$ homogeneous linear system $A \mathbf{x}=\mathbf{0}$ has an infinite number of solutions if and only if $\operatorname{det}(A)=0$.

We see, for example, that according to (2), the matrices in Examples 3.4.1 and 3.4.2 are both invertible.

If $A$ is an $n \times n$ matrix with $\operatorname{det}(A) \neq 0$, then the following two methods can be derived for obtaining the inverse of $A$ and for finding the unique solution to the linear system $A \mathbf{x}=\mathbf{b}$, respectively.

1. Adjoint Method for $A^{-1}$ : If $A$ is invertible, then

$$
A^{-1}=\frac{1}{\operatorname{det}(A)} \operatorname{adj}(A),
$$

where $\operatorname{adj}(A)$ denotes the transpose of the matrix obtained by replacing each element in $A$ by its cofactor.
2. Cramer's Rule: If $\operatorname{det}(A) \neq 0$, then the unique solution to $A \mathbf{x}=\mathbf{b}$ is $\mathbf{x}=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where

$$
x_{k}=\frac{\operatorname{det}\left(B_{k}\right)}{\operatorname{det}(A)}, \quad k=1,2, \ldots, n,
$$

and $B_{k}$ denotes the matrix obtained when the $k$ th column vector of $A$ is replaced by $\mathbf{b}$.
Example 3.4.3 Use the adjoint method to find $A^{-1}$ if $A=\left[\begin{array}{rrr}6 & 7 & -3 \\ 1 & -1 & 2 \\ 5 & -2 & 5\end{array}\right]$.
Solution: We have already shown in Example 3.4.1 that $\operatorname{det}(A)=20$, so that $A$ is invertible. Replacing each element in $A$ with its cofactor yields the matrix of cofactors

$$
M_{C}=\left[\begin{array}{rrr}
-1 & 5 & 3 \\
-29 & 45 & 47 \\
11 & -15 & -13
\end{array}\right],
$$

so that

$$
\operatorname{adj}(A)=M_{C}^{T}=\left[\begin{array}{rrr}
-1 & -29 & 11 \\
5 & 45 & -15 \\
3 & 47 & -13
\end{array}\right]
$$

Consequently,

$$
A^{-1}=\frac{1}{\operatorname{det}(A)} \operatorname{adj}(A)=\left[\begin{array}{rrr}
-\frac{1}{20} & -\frac{29}{20} & \frac{11}{20} \\
\frac{1}{4} & \frac{9}{4} & -\frac{3}{4} \\
\frac{3}{20} & \frac{47}{20} & -\frac{13}{20}
\end{array}\right]
$$

Example 3.4.4 Use Cramer's rule to solve the linear system

$$
\begin{aligned}
6 x_{1}+7 x_{2}-3 x_{3}= & -1 \\
x_{1}-x_{2}+2 x_{3}= & 0 \\
5 x_{1}-2 x_{2}+5 x_{3}= & 8
\end{aligned}
$$

Solution: The matrix of coefficients is $A=\left[\begin{array}{rrr}6 & 7 & -3 \\ 1 & -1 & 2 \\ 5 & -2 & 5\end{array}\right]$. We have already shown in Example 3.4.1 that $\operatorname{det}(A)=20$. Consequently, Cramer's rule can indeed be applied. In this problem, we have

$$
\begin{aligned}
& \operatorname{det}\left(B_{1}\right)=\left|\begin{array}{rrr}
-1 & 7 & -3 \\
0 & -1 & 2 \\
8 & -2 & 5
\end{array}\right|=89 \\
& \operatorname{det}\left(B_{2}\right)=\left|\begin{array}{rrr}
6 & -1 & -3 \\
1 & 0 & 2 \\
5 & 8 & 5
\end{array}\right|=-125 \\
& \operatorname{det}\left(B_{3}\right)=\left|\begin{array}{rrr}
6 & 7 & -1 \\
1 & -1 & 0 \\
5 & -2 & 8
\end{array}\right|=-107
\end{aligned}
$$

It therefore follows from Cramer's rule that

$$
x_{1}=\frac{\operatorname{det}\left(B_{1}\right)}{\operatorname{det}(A)}=\frac{89}{20}, \quad x_{2}=\frac{\operatorname{det}\left(B_{2}\right)}{\operatorname{det}(A)}=-\frac{125}{20}=-\frac{25}{4}, \quad x_{3}=\frac{\operatorname{det}\left(B_{3}\right)}{\operatorname{det}(A)}=-\frac{107}{20}
$$

## Exercises for 3.4

## Skills

- Be able to compute the determinant of an $n \times n$ matrix.
- Know the properties P1-P10 of determinants.
- Be able to compute the matrix of cofactors and the adjoint of a given matrix.
- Be able to compute the inverse of a matrix by using the adjoint.
- Be able to use Cramer's rule to solve a system of linear equations.


## Problems

For Problems 1-8, evaluate the given determinant.

1. $|-3|$.
2. $\left|\begin{array}{rr}5 & -1 \\ 3 & 7\end{array}\right|$.
3. $\left|\begin{array}{rrr}3 & 5 & 7 \\ -1 & 2 & 4 \\ 6 & 3 & -2\end{array}\right|$.
4. $\left|\begin{array}{rrr}5 & 1 & 4 \\ 6 & 1 & 3 \\ 14 & 2 & 7\end{array}\right|$.
$\left|\begin{array}{lll}2.3 & 1.5 & 7.9\end{array}\right|$
5. $\begin{array}{lll}4.2 & 3.3 & 5.1 \\ 6.8 & 3.6 & 5.7\end{array}$.
6. $\left|\begin{array}{lll}a & b & c \\ b & c & a \\ c & a & b\end{array}\right|$.
7. $\left|\begin{array}{rrrr}3 & 5 & -1 & 2 \\ 2 & 1 & 5 & 2 \\ 3 & 2 & 5 & 7 \\ 1 & -1 & 2 & 1\end{array}\right|$.
8. $\left|\begin{array}{rrrr}7 & 1 & 2 & 3 \\ 2 & -2 & 4 & 6 \\ 3 & -1 & 5 & 4 \\ 18 & 9 & 27 & 54\end{array}\right|$

For Problems $9-14$, find $\operatorname{det}(A)$. If $A$ is invertible, use the adjoint method to find $A^{-1}$.
9. $A=\left[\begin{array}{ll}3 & 5 \\ 2 & 7\end{array}\right]$.
10. $A=\left[\begin{array}{lll}1 & 2 & 3 \\ 2 & 3 & 1 \\ 3 & 1 & 2\end{array}\right]$.
11. $A=\left[\begin{array}{rrr}3 & 4 & 7 \\ 2 & 6 & 1 \\ 3 & 14 & -1\end{array}\right]$.
12. $A=\left[\begin{array}{rrr}2 & 5 & 7 \\ 4 & -3 & 2 \\ 6 & 9 & 11\end{array}\right]$.
13. $A=\left[\begin{array}{rrrr}5 & -1 & 2 & 1 \\ 3 & -1 & 4 & 5 \\ 1 & -1 & 2 & 1 \\ 5 & 9 & -3 & 2\end{array}\right]$.
14. $A=\left[\begin{array}{rrrr}-1 & 0 & 0 & 4 \\ 1 & 1 & 0 & -2 \\ 6 & 0 & -1 & -2 \\ -3 & 1 & 3 & 2\end{array}\right]$.

For Problems 15-20, use Cramer's rule to determine the unique solution for $\mathbf{x}$ to the system $A \mathbf{x}=\mathbf{b}$ for the given matrix $A$ and vector $\mathbf{b}$.
15. $A=\left[\begin{array}{rr}2 & 8 \\ -2 & 4\end{array}\right], \mathbf{b}=\left[\begin{array}{r}0 \\ -3\end{array}\right]$.
16. $A=\left[\begin{array}{ll}3 & 5 \\ 6 & 2\end{array}\right], \mathbf{b}=\left[\begin{array}{l}4 \\ 9\end{array}\right]$.
17. $A=\left[\begin{array}{rr}\cos t & \sin t \\ \sin t & -\cos t\end{array}\right], \mathbf{b}=\left[\begin{array}{c}e^{-t} \\ 3 e^{-t}\end{array}\right]$.
18. $A=\left[\begin{array}{rrr}4 & 1 & 3 \\ 2 & -1 & 5 \\ 2 & 3 & 1\end{array}\right], \mathbf{b}=\left[\begin{array}{l}5 \\ 7 \\ 2\end{array}\right]$.
19. $A=\left[\begin{array}{rrr}5 & 3 & 6 \\ 2 & 4 & -7 \\ 2 & 5 & 9\end{array}\right], \mathbf{b}=\left[\begin{array}{r}3 \\ -1 \\ 4\end{array}\right]$.
20. $A=\left[\begin{array}{lll}3.1 & 3.5 & 7.1 \\ 2.2 & 5.2 & 6.3 \\ 1.4 & 8.1 & 0.9\end{array}\right], \mathbf{b}=\left[\begin{array}{l}3.6 \\ 2.5 \\ 9.3\end{array}\right]$.
21. If $A$ is an invertible $n \times n$ matrix, prove property P9:

$$
\operatorname{det}\left(A^{-1}\right)=\frac{1}{\operatorname{det}(A)}
$$

22. If $A$ is an arbitrary $3 \times 3$ matrix, use cofactor expansion to show that property P5 holds:

$$
\operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)
$$

For Problems 23-29, assume that $A$ and $B$ be $3 \times 3$ matrices with $\operatorname{det}(A)=3$ and $\operatorname{det}(B)=-4$. Compute the specified determinant.
23. $\operatorname{det}(2 A)$
24. $\operatorname{det}\left(A^{-1}\right)$
25. $\operatorname{det}\left(A^{T} B\right)$
26. $\operatorname{det}\left(B^{5}\right)$
27. $\operatorname{det}\left(B^{-1} A B\right)^{2}$
28. $\operatorname{det}(C)$, where $C$ is obtained from matrix $B$ by interchanging the last two columns and multiplying the first column by 4 .
29. $\operatorname{det}(C)$, where $C$ is obtained from matrix $A$ by multiplying the second row of $A$ by 3 , and adding the first row of $A$ to the last row of $A$.

### 3.5 Chapter Review

This chapter has laid out a basic introduction to the theory of determinants.

## Determinants and Elementary Row Operations

For a square matrix $A$, one approach for computing the determinant of $A$, $\operatorname{det}(A)$, is to use elementary row operations to reduce $A$ to row-echelon form. The effects of the various types of elementary row operations on $\operatorname{det}(A)$ are as follows:

- $\mathrm{P}_{i j}$ : permuting two rows of $A$ alters the determinant by a factor of -1 .
- $\mathrm{M}_{i}(k)$ : multiplying the $i$ th row of $A$ by $k$ multiplies the determinant of the matrix by a factor of $k$.
- $\mathrm{A}_{i j}(k)$ : adding a multiple of one row of $A$ to another has no effect whatsoever on $\operatorname{det}(A)$.

A crucial fact in this approach is the following:

Theorem 3.5.1 If $A$ is an $n \times n$ upper (or lower) triangular matrix, its determinant is

$$
\operatorname{det}(A)=a_{11} a_{22} \cdots a_{n n} .
$$

Therefore, since the row-echelon form of $A$ is upper triangular, we can compute $\operatorname{det}(A)$ by using Theorem 3.5.1 and by keeping track of the elementary row operations involved in the row reduction process.

## Cofactor Expansion

Another way to compute $\operatorname{det}(A)$ is via the Cofactor Expansion Theorem: For $n \geq 2$, the determinant of $A$ can be computed using either of the following formulas:

$$
\begin{align*}
& \operatorname{det}(A)=a_{i 1} C_{i 1}+a_{i 2} C_{i 2}+\cdots+a_{i n} C_{i n},  \tag{3.5.1}\\
& \operatorname{det}(A)=a_{1 j} C_{1 j}+a_{2 j} C_{2 j}+\cdots+a_{n j} C_{n j}, \tag{3.5.2}
\end{align*}
$$

where $C_{i j}=(-1)^{i+j} M_{i j}$, and $M_{i j}$ is the determinant of the matrix obtained by deleting the $i$ th row and $j$ th column of $A$. The formulas (3.5.1) and (3.5.2) are referred to as cofactor expansion along the $i$ th row, and cofactor expansion along the $j$ th column, respectively. The determinants $M_{i j}$ and $C_{i j}$ are called the minors and cofactors of $A$, respectively.

## Adjoint Method and Cramer's Rule

If $A$ is an $n \times n$ matrix with $\operatorname{det}(A) \neq 0$, then the following two methods can be derived for obtaining the inverse of $A$, and for finding the unique solution to the linear system $A \mathbf{x}=\mathbf{b}$, respectively.

1. Adjoint Method for $A^{-1}$ : If $A$ is invertible, then

$$
A^{-1}=\frac{1}{\operatorname{det}(A)} \operatorname{adj}(A),
$$

where $\operatorname{adj}(A)$ denotes the transpose of the matrix obtained by replacing each element in $A$ by its cofactor.
2. Cramer's Rule: If $\operatorname{det}(A) \neq 0$, then the unique solution to $A \mathbf{x}=\mathbf{b}$ is $\mathbf{x}=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where

$$
x_{k}=\frac{\operatorname{det}\left(B_{k}\right)}{\operatorname{det}(A)}, \quad k=1,2, \ldots, n
$$

and $B_{k}$ denotes the matrix obtained when the $k$ th column vector of $A$ is replaced by $\mathbf{b}$.

## Additional Problems

For Problems 1-6, evaluate the determinant of the given matrix $A$ by using (a) Definition 3.1.8, (b) elementary row operations to reduce $A$ to an upper triangular matrix, and (c) the Cofactor Expansion Theorem.

1. $A=\left[\begin{array}{rr}6 & 6 \\ -2 & 1\end{array}\right]$.
2. $A=\left[\begin{array}{rr}-7 & -2 \\ 1 & -5\end{array}\right]$.
3. $A=\left[\begin{array}{rrr}2 & 3 & -5 \\ -4 & 0 & 2 \\ 6 & -3 & 3\end{array}\right]$.
4. $A=\left[\begin{array}{rrr}-1 & 4 & 1 \\ 0 & 2 & 2 \\ 2 & 2 & -3\end{array}\right]$.
5. $A=\left[\begin{array}{rrrr}0 & 0 & 0 & -2 \\ 0 & 0 & -5 & 1 \\ 0 & 1 & -4 & 1 \\ -3 & -3 & -3 & -3\end{array}\right]$.
6. $A=\left[\begin{array}{rrrr}3 & -1 & -2 & 1 \\ 0 & 0 & 1 & 4 \\ 0 & 2 & 1 & -1 \\ 0 & 0 & 0 & -4\end{array}\right]$.

For Problems 7-10, suppose that

$$
A=\left[\begin{array}{lll}
a & b & c \\
d & e & f \\
g & h & i
\end{array}\right] \text { and } \operatorname{det}(A)=4
$$

Compute the determinant of each matrix below.
7. $\left[\begin{array}{ccc}a-5 d & b-5 e & c-5 f \\ 3 g & 3 h & 3 i \\ -d+3 g & -e+3 h & -f+3 i\end{array}\right]$.
8. $\left[\begin{array}{rrr}g & h & i \\ -4 a & -4 b & -4 c \\ 2 d & 2 e & 2 f\end{array}\right]$.
18. $\operatorname{det}\left(C^{T}\right)$
19. $\operatorname{det}(A B)$
9. $3 \cdot\left[\begin{array}{ccc}a-d & b-e & c-f \\ 2 g & 2 h & 2 i \\ -d & -e & -f\end{array}\right]$.
10. $\left[\begin{array}{ccc}3 b & 3 e & 3 h \\ c-2 a & f-2 d & i-2 g \\ -a & -d & -g\end{array}\right]$.

For Problems $11-14$, suppose that $A$ and $B$ are $4 \times 4$ invertible matrices. If $\operatorname{det}(A)=-2$ and $\operatorname{det}(B)=3$, compute each determinant below.
11. $\operatorname{det}\left(B^{2} A^{-1}\right)$.
12. $\operatorname{det}(A B)$.
13. $\operatorname{det}\left((-A)^{3}\left(2 B^{2}\right)\right)$.
14. $\operatorname{det}\left(\left(\left(A^{-1} B\right)^{T}\right)\left(2 B^{-1}\right)\right)$.

For Problems 15-26, let
$A=\left[\begin{array}{rrr}1 & 2 & -1 \\ 2 & 1 & 4\end{array}\right], \quad B=\left[\begin{array}{rr}2 & 1 \\ 5 & -2 \\ 4 & 7\end{array}\right], \quad C=\left[\begin{array}{rrr}1 & 0 & 5 \\ 3 & -1 & 4 \\ 2 & -2 & 6\end{array}\right]$.
Compute the determinants, where possible.
15. $\operatorname{det}(A)$
16. $\operatorname{det}(B)$
17. $\operatorname{det}(C)$
20. $\operatorname{det}(B A)$
21. $\operatorname{det}\left(B^{T} A^{T}\right)$
22. $\operatorname{det}(B A C)$
23. $\operatorname{det}(A C B)$
24. $\operatorname{det}\left(\left(A A^{T}\right)^{2}\right)$
25. $\operatorname{det}\left(C^{-1} B A\right)$
26. $\operatorname{det}\left(B C C^{T}\right)$
27. Let $A=\left[\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right]$, and let $B=\left[\begin{array}{ll}5 & 4 \\ 1 & 1\end{array}\right]$. Use the adjoint method to find $B^{-1}$ and then determine $\left(A^{-1} B^{T}\right)^{-1}$.

For Problems 28-32, use the adjoint method to determine $A^{-1}$ for the given matrix $A$.
28. $A=\left[\begin{array}{rrr}2 & -1 & 1 \\ 0 & 5 & -1 \\ 1 & 1 & 3\end{array}\right]$.
29. $A=\left[\begin{array}{rrrr}0 & -3 & 2 & 2 \\ 0 & 1 & 1 & 1 \\ 1 & 2 & 3 & -4 \\ 1 & 0 & 0 & 5\end{array}\right]$.
30. $A=\left[\begin{array}{rrrr}0 & 0 & 0 & 1 \\ 0 & 1 & 3 & -3 \\ -2 & -3 & -5 & 2 \\ 4 & -4 & 4 & 6\end{array}\right]$.
31. $A=\left[\begin{array}{rrr}5 & 8 & 16 \\ 4 & 1 & 8 \\ -4 & -4 & -11\end{array}\right]$.
32. $A=\left[\begin{array}{lll}2 & 6 & 6 \\ 2 & 7 & 6 \\ 2 & 7 & 7\end{array}\right]$.
33. Add one row to the matrix $A=\left[\begin{array}{rrr}4 & -1 & 0 \\ 5 & 1 & 4\end{array}\right]$ so as to create a $3 \times 3$ matrix $B$ with $\operatorname{det}(B)=10$.
34. True or False: Given any real number $r$ and any $3 \times 3$ matrix $A$ whose entries are all nonzero, it is always possible to change at most one entry of $A$ to get a matrix $B$ with $\operatorname{det}(B)=r$.
35. Let $A=\left[\begin{array}{lll}1 & 2 & 4 \\ 3 & 1 & 6 \\ k & 3 & 2\end{array}\right]$.
(a) Find all value(s) of $k$ for which the matrix $A$ fails to be invertible.
(b) In terms of $k$, determine the volume of the parallelepiped determined by the row vectors of the matrix $A$. Is that the same as the volume of the parallelepiped determined by the column vectors of the matrix $A$ ? Explain how you know this without any calculation.
36. Repeat the preceding problem for the matrix

$$
A=\left[\begin{array}{ccc}
k+1 & 2 & 1 \\
0 & 3 & k \\
1 & 1 & 1
\end{array}\right] .
$$

37. Repeat the preceding problem for the matrix

$$
A=\left[\begin{array}{ccc}
2 & k-3 & k^{2} \\
2 & 1 & 4 \\
1 & k & 0
\end{array}\right]
$$

38. Let $A$ and $B$ be $n \times n$ matrices such that $A B=-B A$. Use determinants to prove that if $n$ is odd, then $A$ and $B$ cannot both be invertible.
39. A real $n \times n$ matrix $A$ is called orthogonal if $A A^{T}=$ $A^{T} A=I_{n}$. If $A$ is an orthogonal matrix prove that $\operatorname{det}(A)= \pm 1$.

For Problems 40-42, use Cramer's rule to solve the given linear system.
40. $\begin{aligned}-3 x_{1}+x_{2} & =3, \\ x_{1}+2 x_{2} & =1\end{aligned}$

$$
2 x_{1}-x_{2}+x_{3}=2,
$$

41. $4 x_{1}+5 x_{2}+3 x_{3}=0$,

$$
4 x_{1}-3 x_{2}+3 x_{3}=2 .
$$

$$
3 x_{1}+x_{2}+2 x_{3}=-1,
$$

42. $2 x_{1}-x_{2}+x_{3}=-1$,

$$
5 x_{2}+5 x_{3}=-5
$$

## Project: Volume of a Tetrahedron

In this project, we use determinants and vectors to derive the formula for the volume of a tetrahedron with vertices $A=\left(x_{1}, y_{1}, z_{1}\right), B=\left(x_{2}, y_{2}, z_{2}\right), C=\left(x_{3}, y_{3}, z_{3}\right)$, and $D=\left(x_{4}, y_{4}, z_{4}\right)$.

Let $h$ denote the distance from $A$ to the plane determined by $B, C$, and $D$. From geometry, the volume of the tetrahedron is given by

$$
\begin{equation*}
\text { Volume }=\frac{1}{3} h(\text { Area of Triangle } B C D) . \tag{3.5.3}
\end{equation*}
$$

(a) Express the area of triangle $B C D$ in terms of a cross product of vectors.
(b) Use trigonometry to express $h$ in terms of the distance from $A$ to $B$ and the angle between the vector $\overrightarrow{A B}$ and the segment connecting $A$ to the base $B C D$ at a right angle.
(c) Combining (a) and (b) with the volume of the tetrahedron given above, express the volume of the tetrahedron in terms of dot products and cross products of vectors.
(d) Following the proof of part (2) of Theorem 3.1.12, express the volume of the tetrahedron in terms of a determinant with entries in terms of the $x_{i}, y_{i}$, and $z_{i}$ for $1 \leq i \leq 4$.
(e) Show that the expression in part (d) is the same as

$$
\text { Volume }=\frac{1}{6}\left|\begin{array}{llll}
x_{1} & y_{1} & z_{1} & 1  \tag{3.5.4}\\
x_{2} & y_{2} & z_{2} & 1 \\
x_{3} & y_{3} & z_{3} & 1 \\
x_{4} & y_{4} & z_{4} & 1
\end{array}\right| .
$$

(f) For each set of four points below, determine the volume of the tetrahedron with those points as vertices by using (3.5.3) and by using (3.5.4). Both formulas should yield the same answer.
(i) $(0,0,0),(1,0,0),(0,1,0),(0,0,1)$.
(ii) $(-1,1,2),(0,3,3),(1,-1,2),(0,0,1)$.

## Vector Spaces

To motivate what we will be discussing in the next several chapters, let us return once more to the familiar problem of solving a differential equation. Suppose we wish to find solutions to the differential equation

$$
\begin{equation*}
y^{\prime}+2 y=0, \tag{4.0.1}
\end{equation*}
$$

for example. This first-order linear differential equation can be solved via methods in Chapter 1, and the result is that every solution to (4.0.1) can be expressed in the form $y(x)=c e^{-2 x}$, for some constant $c$. That is, each solution is a scalar multiple of the basic solution $y_{1}(x)=e^{-2 x}$. We will observe a similar phenomenon later in Chapter 8 when we establish that every solution to the homogeneous second-order differential equation

$$
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=0
$$

can be written in the form

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x),
$$

where $y_{1}(x)$ and $y_{2}(x)$ are any two nonproportional solutions to the differential equation on the interval of interest. Whenever we study linear problems such as this, it is possible to express all solutions of the problem in terms of a privileged set of basic solutions.

As another illustration, the set of solutions to a system of linear equations, as studied in Chapter 2, can also be expressed in terms of a finite list of particular solutions. Suppose, for instance, that we consider the homogeneous linear system $A \mathbf{x}=\mathbf{0}$, where

$$
A=\left[\begin{array}{lll}
1 & -1 & 2 \\
2 & -2 & 4 \\
3 & -3 & 6
\end{array}\right] .
$$

It is straightforward to show that this system has solution set

$$
S=\{(r-2 s, r, s): r, s \in \mathbb{R}\}
$$

Geometrically, we can interpret each solution as defining the coordinates of a point in space or, equivalently, as the geometric vector with components

$$
\mathbf{v}=(r-2 s, r, s)
$$

Using the standard operations of vector addition and multiplication of a vector by a real number, it follows that $\mathbf{v}$ can be written in the form

$$
\mathbf{v}=r(1,1,0)+s(-2,0,1)
$$

We see that every solution to the given linear problem can be expressed as a linear combination of the two basic solutions (see Figure 4.0.1):

$$
\mathbf{v}_{1}=(1,1,0) \quad \text { and } \quad \mathbf{v}_{2}=(-2,0,1)
$$



Figure 4.0.1: Two basic solutions to $A \mathbf{x}=\mathbf{0}$ and an example of an arbitrary solution to the system.

The theory underlying the solution to a linear differential equation and the theory underlying the solution of a system of linear equations can both be considered as special cases of a general mathematical framework for linear problems. In both of these illustrations, we have a set of "vectors" $V$ (in the case of linear differential equations, the vectors are sufficiently differentiable functions, whereas in the case of linear systems of equations, the vectors consist of $n$-tuples of real or complex numbers). In both cases, all solutions to the given problem can be expressed in terms of some particular vectors from $V$.

In the next few chapters, we develop this way of formulating linear problems in terms of an abstract set of vectors, $V$, and a linear vector equation with solutions in $V$. We will find that many problems fit into this framework and that the solutions to these problems can be expressed as linear combinations of a certain number of basic solutions. The importance of this result cannot be overemphasized. It reduces the search for all solutions to a given problem to that of finding a finite number of solutions. As specific applications, we will derive the theory underlying linear differential equations and linear systems of differential equations as special cases of the general framework.

Before proceeding any further, we give a word of encouragement to the more applied oriented reader. It will probably seem at times that the ideas we are introducing are rather esoteric and that the formalism is pure mathematical abstraction. However, in addition to the inherent mathematical beauty of the formalism, the ideas that it incorporates pervade many areas of applied mathematics, particularly engineering mathematics and


Figure 4.1.1: Parallelogram law of vector addition.


Figure 4.1.2: Scalar multiplication of $\mathbf{x}$ by $k$.
mathematical physics, where the problems under investigation are very often linear in nature. Indeed, the linear algebra introduced in the next four chapters should be considered an extremely important addition to one's mathematical repertoire, certainly on a par with the ideas of elementary calculus.

### 4.1 Vectors in $\mathbb{R}^{n}$

In this section, we use some familiar ideas about geometric vectors from elementary calculus to motivate the more general and abstract idea of a vector space, which will be introduced in the next section. We begin here by recalling that a geometric vector can be considered mathematically as a directed line segment (or arrow) that has both a magnitude (length) and a direction attached to it. In calculus courses, we define vector addition according to the parallelogram law (see Figure 4.1.1); namely, the sum of the vectors $\mathbf{x}$ and $\mathbf{y}$ is the diagonal of the parallelogram formed by $\mathbf{x}$ and $\mathbf{y}$. We denote the sum by $\mathbf{x}+\mathbf{y}$. It can then be shown geometrically that for all vectors $\mathbf{x}, \mathbf{y}, \mathbf{z}$,

$$
\begin{equation*}
\mathbf{x}+\mathbf{y}=\mathbf{y}+\mathbf{x} \tag{4.1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{x}+(\mathbf{y}+\mathbf{z})=(\mathbf{x}+\mathbf{y})+\mathbf{z} \tag{4.1.2}
\end{equation*}
$$

These are the statements that the vector addition operation is commutative and associative. The zero vector, denoted $\mathbf{0}$, is defined as the vector satisfying

$$
\begin{equation*}
\mathbf{x}+\mathbf{0}=\mathbf{x} \tag{4.1.3}
\end{equation*}
$$

for all vectors $\mathbf{x}$. We consider the zero vector as having zero magnitude and arbitrary direction. Geometrically, we picture the zero vector as corresponding to a point in space. Let $-\mathbf{x}$ denote the vector that has the same magnitude as $\mathbf{x}$, but the opposite direction. Then according to the parallelogram law of addition,

$$
\begin{equation*}
\mathbf{x}+(-\mathbf{x})=\mathbf{0} \tag{4.1.4}
\end{equation*}
$$

The vector $-\mathbf{x}$ is called the additive inverse of $\mathbf{x}$. Properties (4.1.1)-(4.1.4) are the fundamental properties of vector addition.

Next, we define the operation of multiplication of a vector by a real number. Geometrically, if $\mathbf{x}$ is a vector and $k$ is a real number, then $k \mathbf{x}$ is defined to be the vector whose magnitude is $|k|$ times the magnitude of $\mathbf{x}$ and whose direction is the same as $\mathbf{x}$ if $k>0$, and opposite to $\mathbf{x}$ if $k<0$. (See Figure 4.1.2.) If $k=0$, then $k \mathbf{x}=\mathbf{0}$. This scalar multiplication operation has several important properties that we now list. Once more, each of these can be established geometrically using only the foregoing definitions of vector addition and scalar multiplication.

For all vectors $\mathbf{x}$ and $\mathbf{y}$, and all real numbers $r, s$, and $t$,

$$
\begin{align*}
1 \mathbf{x} & =\mathbf{x}  \tag{4.1.5}\\
(s t) \mathbf{x} & =s(t \mathbf{x})  \tag{4.1.6}\\
r(\mathbf{x}+\mathbf{y}) & =r \mathbf{x}+r \mathbf{y}  \tag{4.1.7}\\
(s+t) \mathbf{x} & =s \mathbf{x}+t \mathbf{x} \tag{4.1.8}
\end{align*}
$$

It is important to realize that, in the foregoing development, we have not defined a "multiplication of vectors". In Chapter 3 we discussed the idea of a dot product and cross product of two vectors in space (see Equations (3.1.4) and (3.1.5)), but for the


Figure 4.1.3: Identifying vectors in $\mathbb{R}^{2}$ with geometric vectors in the plane.
purposes of discussing abstract vector spaces we will essentially ignore the dot product and cross product. We will revisit the dot product later in Chapter 5 when we develop inner product spaces.

We will see in the next section how the concept of a vector space arises as a direct generalization of the ideas associated with geometric vectors. Before performing this abstraction, we want to recall some further features of geometric vectors and give one specific and important extension.

We begin by considering vectors in the plane. Recall that $\mathbb{R}^{2}$ denotes the set of all ordered pairs of real numbers; thus,

$$
\mathbb{R}^{2}=\{(x, y): x \in \mathbb{R}, y \in \mathbb{R}\}
$$

The elements of this set are called vectors in $\mathbb{R}^{2}$, and we use the usual vector notation to denote these elements. Geometrically we identify the vector $\mathbf{v}=(x, y)$ in $\mathbb{R}^{2}$ with the geometric vector $\mathbf{v}$ directed from the origin of a Cartesian coordinate system to the point with coordinates $(x, y)$. This identification is illustrated in Figure 4.1.3. The numbers $x$ and $y$ are called the components of the geometric vector $\mathbf{v}$. The geometric vector addition and scalar multiplication operations are consistent with the addition and scalar multiplication operations defined in Chapter 2 via the correspondence with row (or column) vectors for $\mathbb{R}^{2}$ :

If $\mathbf{v}=\left(x_{1}, y_{1}\right)$ and $\mathbf{w}=\left(x_{2}, y_{2}\right)$, and $k$ is an arbitrary real number, then

$$
\begin{align*}
\mathbf{v}+\mathbf{w}=\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right) & =\left(x_{1}+x_{2}, y_{1}+y_{2}\right)  \tag{4.1.9}\\
k \mathbf{v}=k\left(x_{1}, y_{1}\right) & =\left(k x_{1}, k y_{1}\right) \tag{4.1.10}
\end{align*}
$$

These are the algebraic statements of the parallelogram law of vector addition and the scalar multiplication law, respectively. (See Figure 4.1.4.)


Figure 4.1.4: Vector addition and scalar multiplication in $\mathbb{R}^{2}$.

Using Equations (4.1.9) and (4.1.10), it follows that any vector $\mathbf{v}=(x, y)$ can be written as

$$
\mathbf{v}=x \mathbf{i}+y \mathbf{j}=x(1,0)+y(0,1)
$$

where $\mathbf{i}=(1,0)$ and $\mathbf{j}=(0,1)$ are the unit vectors pointing along the positive $x$ - and $y$-coordinate axes, respectively.

The properties (4.1.1)-(4.1.8) are now easily verified for vectors in $\mathbb{R}^{2}$. In particular, the zero vector in $\mathbb{R}^{2}$ is the vector

$$
\mathbf{0}=(0,0)
$$

Furthermore, Equation (4.1.9) implies that

$$
(x, y)+(-x,-y)=(0,0)=\mathbf{0}
$$

so that the additive inverse of the general vector $\mathbf{v}=(x, y)$ is $-\mathbf{v}=(-x,-y)$.

It is straightforward to extend these ideas to vectors in 3-space. We recall that

$$
\mathbb{R}^{3}=\{(x, y, z): x \in \mathbb{R}, y \in \mathbb{R}, z \in \mathbb{R}\}
$$

is the set of all ordered triples of real numbers. As illustrated in Figure 4.1.5, each vector $\mathbf{v}=(x, y, z)$ in $\mathbb{R}^{3}$ can be identified with the geometric vector $\mathbf{v}$ that joins the origin of a Cartesian coordinate system to the point with coordinates $(x, y, z)$. We call $x, y$, and $z$ the components of $\mathbf{v}$.


Figure 4.1.5: Identifying vectors in $\mathbb{R}^{3}$ with geometric vectors in space.

Extending the formulas (4.1.9) and (4.1.10) to the case $\mathbf{v}=\left(x_{1}, y_{1}, z_{1}\right), \mathbf{w}=$ $\left(x_{2}, y_{2}, z_{2}\right)$, and an arbitrary real number $k$, we have

$$
\begin{gather*}
\mathbf{v}+\mathbf{w}=\left(x_{1}, y_{1}, z_{1}\right)+\left(x_{2}, y_{2}, z_{2}\right)=\left(x_{1}+x_{2}, y_{1}+y_{2}, z_{1}+z_{2}\right)  \tag{4.1.11}\\
k \mathbf{v}=k\left(x_{1}, y_{1}, z_{1}\right)=\left(k x_{1}, k y_{1}, k z_{1}\right) \tag{4.1.12}
\end{gather*}
$$

Once more, these are, respectively, the component forms of the laws of vector addition and scalar multiplication for geometric vectors. It follows that an arbitrary vector $\mathbf{v}=(x, y, z)$ can be written as

$$
\mathbf{v}=x \mathbf{i}+y \mathbf{j}+z \mathbf{k}=x(1,0,0)+y(0,1,0)+z(0,0,1)
$$

where $\mathbf{i}=(1,0,0), \mathbf{j}=(0,1,0)$, and $\mathbf{k}=(0,0,1)$ denote the unit vectors which point along the positive $x-, y$-, and $z$-coordinate axes, respectively.

We leave it as an exercise to check that the properties (4.1.1)-(4.1.8) are satisfied by vectors in $\mathbb{R}^{3}$, where

$$
\mathbf{0}=(0,0,0)
$$

and the additive inverse of $\mathbf{v}=(x, y, z)$ is $-\mathbf{v}=(-x,-y,-z)$.
We now come to our first major abstraction. Whereas the sets $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ and their associated algebraic operations arise naturally from our experience with Cartesian geometry, the motivation behind the algebraic operations in $\mathbb{R}^{n}$ for larger values of $n$ does not come from geometry. Rather, we can view the addition and scalar multiplication operations in $\mathbb{R}^{n}$ for $n>3$ as the natural extension of the component forms of addition and scalar multiplication in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ in (4.1.9)-(4.1.12). Therefore, in $\mathbb{R}^{n}$ we have that if $\mathbf{v}=\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathbf{w}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, and $k$ is an arbitrary real number, then

$$
\begin{align*}
\mathbf{v}+\mathbf{w} & =\left(x_{1}+y_{1}, x_{2}+y_{2}, \ldots, x_{n}+y_{n}\right)  \tag{4.1.13}\\
k \mathbf{v} & =\left(k x_{1}, k x_{2}, \ldots, k x_{n}\right) \tag{4.1.14}
\end{align*}
$$

The reader should view (4.1.13) and (4.1.14) as definitions motivated by the algebraic definitions (4.1.9)-(4.1.12) for $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$. However, as we indicated, there is no geometric perspective on (4.1.13) and (4.1.14) for $n>3$.

It is easily established that these operations satisfy properties (4.1.1)-(4.1.8), where the zero vector in $\mathbb{R}^{n}$ is

$$
\mathbf{0}=(0,0, \ldots, 0),
$$

and the additive inverse of the vector $\mathbf{v}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is

$$
-\mathbf{v}=\left(-x_{1},-x_{2}, \ldots,-x_{n}\right) .
$$

The verification of this is left as an exercise.
Example 4.1.1 If $\mathbf{v}=(-7.1,2.4,-0.1,6,-8.3,5.4)$ and $\mathbf{w}=(9.6,-3.3,4,-8.1,0,-1.7)$ are vectors in $\mathbb{R}^{6}$, then

$$
\begin{aligned}
\mathbf{v}+\mathbf{w} & =(-7.1,2.4,-0.1,6,-8.3,5.4)+(9.6,-3.3,4,-8.1,0,-1.7) \\
& =(2.5,-0.9,3.9,-2.1,-8.3,3.7)
\end{aligned}
$$

and

$$
-3 \mathbf{v}=(21.3,-7.2,0.3,-18,24.9,-16.2)
$$

## Exercises for 4.1

## Key Terms

Vectors in $\mathbb{R}^{n}$, Vector addition, Scalar multiplication, Zero vector, Additive inverse, Components of a vector.

## Skills

- Be able to perform vector addition and scalar multiplication for vectors in $\mathbb{R}^{n}$ given in component form.
- Understand the geometric perspective on vector addition and scalar multiplication in the cases of $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$.
- Be able to formally verify the axioms (4.1.1)-(4.1.8) for vectors in $\mathbb{R}^{n}$.


## True-False Review

For Questions (a)-(1), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The vector $(x, y)$ in $\mathbb{R}^{2}$ is the same as the vector $(x, y, 0)$ in $\mathbb{R}^{3}$.
(b) Each vector $(x, y, z)$ in $\mathbb{R}^{3}$ has exactly one additive inverse.
(c) The solution set to a linear system of 4 equations and 6 unknowns consists of a collection of vectors in $\mathbb{R}^{6}$.
(d) For every vector $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $\mathbb{R}^{n}$, the vector $(-1) \cdot\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is an additive inverse.
(e) A vector whose components are all positive is called a "positive vector".
(f) If $s$ and $t$ are scalars and $\mathbf{x}$ and $\mathbf{y}$ are vectors in $\mathbb{R}^{n}$, then $(s+t)(\mathbf{x}+\mathbf{y})=s \mathbf{x}+t \mathbf{y}$.
(g) For every vector $\mathbf{x}$ in $\mathbb{R}^{n}$, the vector $0 \mathbf{x}$ is the zero vector of $\mathbb{R}^{n}$.
(h) The parallelogram whose sides are determined by vectors $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^{2}$ have diagonals determined by the vectors $\mathbf{x}+\mathbf{y}$ and $\mathbf{x}-\mathbf{y}$.
(i) If $\mathbf{x}$ is a vector in the first quadrant of $\mathbb{R}^{2}$, then any scalar multiple $k \mathbf{x}$ of $\mathbf{x}$ is still a vector in the first quadrant of $\mathbb{R}^{2}$.
(j) The vector $5 \mathbf{i}-6 \mathbf{j}+\sqrt{2} \mathbf{k}$ in $\mathbb{R}^{3}$ is the same as $(5,-6, \sqrt{2})$.
(k) Three vectors $\mathbf{x}, \mathbf{y}$, and $\mathbf{z}$ in $\mathbb{R}^{3}$ always determine a 3-dimensional solid region in $\mathbb{R}^{3}$.
(l) If $\mathbf{x}$ and $\mathbf{y}$ are vectors in $\mathbb{R}^{2}$ whose components are even integers and $k$ is a scalar, then $\mathbf{x}+\mathbf{y}$ and $k \mathbf{x}$ are also vectors in $\mathbb{R}^{2}$ whose components are even integers.

## Problems

1. If $\mathbf{x}=(-1,-4)$ and $\mathbf{y}=(-5,1)$, determine the vectors $\mathbf{v}_{1}=3 \mathbf{x}, \mathbf{v}_{2}=-4 \mathbf{y}, \mathbf{v}_{3}=3 \mathbf{x}+(-4) \mathbf{y}$. Sketch the corresponding points in the $x y$-plane and the equivalent geometric vectors.
2. If $\mathbf{x}=(3,1)$ and $\mathbf{y}=(-1,2)$, determine the vectors $\mathbf{v}_{1}=2 \mathbf{x}, \mathbf{v}_{2}=3 \mathbf{y}, \mathbf{v}_{3}=2 \mathbf{x}+3 \mathbf{y}$. Sketch the corresponding points in the $x y$-plane and the equivalent geometric vectors.
3. If $\mathbf{x}=(5,-2,9)$ and $\mathbf{y}=(-1,6,4)$, determine the additive inverse of the vector $\mathbf{v}=-2 \mathbf{x}+10 \mathbf{y}$.
4. If $\mathbf{x}=(3,-1,2,5)$ and $\mathbf{y}=(-1,2,9,-2)$, determine $\mathbf{v}=5 \mathbf{x}+(-7) \mathbf{y}$ and its additive inverse.
5. If $\mathbf{x}=(1,2,3,4,5)$ and $\mathbf{z}=(-1,0,-4,1,2)$, find $\mathbf{y}$ in $\mathbb{R}^{5}$ such that $2 \mathbf{x}+(-3) \mathbf{y}=-\mathbf{z}$.
6. If $\mathbf{x}=(-3,9,9)$ and $\mathbf{y}=(3,0,-5)$, find a vector $\mathbf{z}$ in $\mathbb{R}^{3}$ such that $4 \mathbf{x}-\mathbf{y}+2 \mathbf{z}=\mathbf{0}$.
7. If $\mathbf{x}=(-2+i, 3 i)$ and $\mathbf{y}=(5,2-2 i)$ in $\mathbb{C}^{2}$, find a vector $\mathbf{z}$ in $\mathbb{C}^{2}$ such that $(1+i) \mathbf{x}-2 \mathbf{y}=2 i \mathbf{z}$.
8. If $\mathbf{x}=(5+i, 0,-1-2 i, 1+8 i)$ and $\mathbf{y}=(-3, i, i, 3)$ in $\mathbb{C}^{4}$, find a vector $\mathbf{z}$ in $\mathbb{C}^{4}$ such that $2 \mathbf{x}+3 i \mathbf{y}=(1+i) \mathbf{z}$.
9. Verify the commutative law of addition for vectors in $\mathbb{R}^{4}$.
10. Verify the associative law of addition for vectors in $\mathbb{R}^{4}$.
11. Verify properties (4.1.5)-(4.1.8) for vectors in $\mathbb{R}^{3}$.
12. Verify properties (4.1.5)-(4.1.8) for vectors in $\mathbb{R}^{5}$.
13. Show with examples that if $\mathbf{x}$ is a vector in the first quadrant of $\mathbb{R}^{2}$ (i.e., both coordinates of $\mathbf{x}$ are positive) and $\mathbf{y}$ is a vector in the third quadrant of $\mathbb{R}^{2}$ (i.e., both coordinates of $\mathbf{y}$ are negative), then the $\operatorname{sum} \mathbf{x}+\mathbf{y}$ could occur in any of the four quadrants.

### 4.2 Definition of a Vector Space

In the previous section, we showed how the set $\mathbb{R}^{n}$ of all ordered $n$-tuples of real numbers, together with the addition and scalar multiplication operations defined on it, has the same algebraic properties as the familiar algebra of geometric vectors. We now push this abstraction one step further and introduce the idea of a vector space. Such an abstraction will enable us to develop a mathematical framework for studying a broad class of linear problems, such as systems of linear equations, linear differential equations, and systems of linear differential equations, which have far reaching applications in all areas of applied mathematics, science and engineering.

Let $V$ be a nonempty set. For our purposes, it is useful to call the elements of $V$ vectors and use the usual (bold-face) vector notation $\mathbf{u}, \mathbf{v}, \ldots$ to denote these elements. In handwriting, one should be careful to distinguish vectors from scalars. Two common ways to do this are to use the symbols $\vec{v}$ or $\underset{\sim}{v}$. If $V$ is the set of all $2 \times 2$ matrices, then the vectors in $V$ are $2 \times 2$ matrices, whereas if $V$ is the set of all positive integers, then the vectors in $V$ are positive integers. We will only be interested in the case when the set $V$ has an addition operation and a scalar multiplication operation defined on its elements in the following senses:

Vector Addition: A rule for combining any two vectors in $V$. We will use the usual + sign to denote an addition operation, and the result of adding the vectors $\mathbf{u}$ and $\mathbf{v}$ will be denoted $\mathbf{u}+\mathbf{v}$.

Real (or complex) scalar multiplication: A rule for combining each vector in $V$ with any real (or complex) number. We will use the notation $k \mathbf{v}$ or, for emphasis, $k \cdot \mathbf{v}$, to denote the result of scalar multiplying the vector $\mathbf{v}$ by the real (or complex) number $k$.

We let $F$ denote the set of scalars for which the operation is defined. Thus, for us, $F$ is either the set of all real numbers or the set of all complex numbers. For example, if $V$ is the set of all $2 \times 2$ matrices with complex elements and $F$ denotes the set of all
complex numbers, then the usual operation of matrix addition is an addition operation on $V$, and the usual method of multiplying a matrix by a scalar is a scalar multiplication operation on $V$. Notice that the result of applying either of these operations is always another vector ( $2 \times 2$ matrix) in $V$.

As a further example, let $V$ be the set of positive integers, and let $F$ be the set of all real numbers. Then the usual operations of addition and multiplication within the real numbers define addition and scalar multiplication operations on $V$. Note in this case, however, that the scalar multiplication operation, in general, will not yield another vector in $V$, since when we multiply a positive integer by a real number, the result is not always a positive integer.

We are now in a position to give a precise definition of a vector space.

## DEFINITION 4.2.1

Let $V$ be a nonempty set (whose elements are called vectors) on which is defined an addition operation and a scalar multiplication operation with scalars in $F$. We call $V$ a vector space over $F$, provided the following ten conditions are satisfied:

A1. Closure under addition: For each pair of vectors $\mathbf{u}$ and $\mathbf{v}$ in $V$, the sum $\mathbf{u}+\mathbf{v}$ is also in $V$. We say that $V$ is closed under addition.

A2. Closure under scalar multiplication: For each vector $\mathbf{v}$ in $V$ and each scalar $k$ in $F$, the scalar multiple $k \mathbf{v}$ is also in $V$. We say that $V$ is closed under scalar multiplication.

A3. Commutativity of addition: For all $\mathbf{u}, \mathbf{v} \in V$, we have

$$
\mathbf{u}+\mathbf{v}=\mathbf{v}+\mathbf{u} .
$$

A4. Associativity of addition: For all $\mathbf{u}, \mathbf{v}, \mathbf{w} \in V$, we have

$$
(\mathbf{u}+\mathbf{v})+\mathbf{w}=\mathbf{u}+(\mathbf{v}+\mathbf{w}) .
$$

A5. Existence of a zero vector in $V$ : In $V$ there is a vector, denoted $\mathbf{0}$, satisfying

$$
\mathbf{v}+\mathbf{0}=\mathbf{v}, \quad \text { for all } \mathbf{v} \in V .
$$

A6. Existence of additive inverses in $V$ : For each vector $\mathbf{v} \in V$, there is a vector, denoted $-\mathbf{v}$, in $V$ such that

$$
\mathbf{v}+(-\mathbf{v})=\mathbf{0} .
$$

A7. Unit property: For all $\mathbf{v} \in V$,

$$
1 \mathbf{v}=\mathbf{v} .
$$

A8. Associativity of scalar multiplication: For all $\mathbf{v} \in V$ and all scalars $r, s \in F$,

$$
(r s) \mathbf{v}=r(s \mathbf{v})
$$

A9. Distributive property of scalar multiplication over vector addition: For all $\mathbf{u}, \mathbf{v} \in V$ and all scalars $r \in F$,

$$
r(\mathbf{u}+\mathbf{v})=r \mathbf{u}+r \mathbf{v} .
$$

A10. Distributive property of scalar multiplication over scalar addition: For all $\mathbf{v} \in V$ and all scalars $r, s \in F$,

$$
(r+s) \mathbf{v}=r \mathbf{v}+s \mathbf{v}
$$

## Remarks

1. A key point to note is that in order to define a vector space, we must start with all of the following:
(a) A nonempty set of vectors $V$.
(b) A set of scalars $F$ (either $\mathbb{R}$ or $\mathbb{C}$ ).
(c) An addition operation defined on $V$.
(d) A scalar multiplication operation defined on $V$.

Then we must check that the axioms A1-A10 are satisfied.
2. Terminology: A vector space over the real numbers will be referred to as a real vector space, whereas a vector space over the complex numbers will be called a complex vector space.
3. To reiterate a point we made earlier in this section, we will use bold print in this text to denote vectors in a general vector space, but in handwriting it is strongly advised that vectors be denoted either as $\vec{v}$ or as $\underset{\sim}{v}$. This will avoid any confusion between vectors in $V$ and scalars in $F$.
4. When we deal with a familiar vector space, we will use the usual notation for vectors in the space. For example, as seen below, the set $\mathbb{R}^{n}$ of ordered $n$-tuples is a vector space, and we will denote vectors here in the form $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, as done in the previous section. As another illustration, it is shown in Example 4.2.3 below that the set of all real-valued functions defined on an interval is a vector space, and we will denote the vectors in this vector space by $f, g, \ldots$.

## Examples of Vector Spaces

1. The set of all real numbers, $\mathbb{R}$, together with the usual operations of addition and multiplication, is a real vector space.
2. The set of all complex numbers is a complex vector space when we use the usual operations of addition and multiplication by a complex number. It is also possible to restrict the set of scalars to $\mathbb{R}$, in which case the set of complex numbers becomes a real vector space.
3. The set $\mathbb{R}^{n}$, together with the operations of addition and scalar multiplication defined in (4.1.13) and (4.1.14), is a real vector space. As we saw in the previous section, the zero vector in $\mathbb{R}^{n}$ is the $n$-tuple of zeros $(0,0, \ldots, 0)$, and the additive inverse of the vector $\mathbf{v}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is $-\mathbf{v}=\left(-x_{1},-x_{2}, \ldots,-x_{n}\right)$.

Strictly speaking, for each of the examples above it is necessary to verify all of the axioms A1-A10 of a vector space. However, in these examples, the axioms hold immediately as well-known properties of real and complex numbers and $n$-tuples.

Example 4.2.2 Let $V$ be the set of all $2 \times 2$ matrices with real elements. Show that $V$, together with the usual operations of matrix addition and multiplication of a matrix by a real number, is a real vector space.
Solution: We must verify the axioms A1-A10. If $A$ and $B$ are in $V$ (that is, $A$ and $B$ are $2 \times 2$ matrices with real elements), then $A+B$ and $k A$ are in $V$ for all real numbers $k$. Consequently, $V$ is closed under addition and scalar multiplication, and therefore, Axioms A1 and A2 of the vector space definition hold.

A3. Given two $2 \times 2$ matrices $A=\left[\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right]$ and $B=\left[\begin{array}{ll}b_{1} & b_{2} \\ b_{3} & b_{4}\end{array}\right]$, we have

$$
\begin{aligned}
A+B & =\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right]+\left[\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right]=\left[\begin{array}{ll}
a_{1}+b_{1} & a_{2}+b_{2} \\
a_{3}+b_{3} & a_{4}+b_{4}
\end{array}\right] \\
& =\left[\begin{array}{ll}
b_{1}+a_{1} & b_{2}+a_{2} \\
b_{3}+a_{3} & b_{4}+a_{4}
\end{array}\right]=\left[\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right]+\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right]=B+A .
\end{aligned}
$$

Note that, in the key step in the middle of the chain of equalities, we used the fact that the commutative property for addition of real numbers $a_{i}+b_{i}=b_{i}+a_{i}$ (for $i=1,2,3,4)$ is already known to hold.

A4. Given three $2 \times 2$ matrices $A=\left[\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right], B=\left[\begin{array}{ll}b_{1} & b_{2} \\ b_{3} & b_{4}\end{array}\right]$, and $C=\left[\begin{array}{ll}c_{1} & c_{2} \\ c_{3} & c_{4}\end{array}\right]$, we use the fact that the associative property for addition of real numbers ( $a_{i}+$ $\left.b_{i}\right)+c_{i}=a_{i}+\left(b_{i}+c_{i}\right)$ (for $\left.i=1,2,3,4\right)$ is already known to hold as follows:

$$
\begin{aligned}
(A+B)+C & =\left(\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right]+\left[\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right]\right)+\left[\begin{array}{ll}
c_{1} & c_{2} \\
c_{3} & c_{4}
\end{array}\right] \\
& =\left[\begin{array}{ll}
a_{1}+b_{1} & a_{2}+b_{2} \\
a_{3}+b_{3} & a_{4}+b_{4}
\end{array}\right]+\left[\begin{array}{ll}
c_{1} & c_{2} \\
c_{3} & c_{4}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\left(a_{1}+b_{1}\right)+c_{1} & \left(a_{2}+b_{2}\right)+c_{2} \\
\left(a_{3}+b_{3}\right)+c_{3} & \left(a_{4}+b_{4}\right)+c_{4}
\end{array}\right] \\
& =\left[\begin{array}{ll}
a_{1}+\left(b_{1}+c_{1}\right) & a_{2}+\left(b_{2}+c_{2}\right) \\
a_{3}+\left(b_{3}+c_{3}\right) & a_{4}+\left(b_{4}+c_{4}\right)
\end{array}\right] \\
& =\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right]+\left[\begin{array}{ll}
b_{1}+c_{1} & b_{2}+c_{2} \\
b_{3}+c_{3} & b_{4}+c_{4}
\end{array}\right] \\
& =\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right]+\left(\left[\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right]+\left[\begin{array}{ll}
c_{1} & c_{2} \\
c_{3} & c_{4}
\end{array}\right]\right)=A+(B+C) .
\end{aligned}
$$

A5. If $A$ is any matrix in $V$, then

$$
A+\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]=A
$$

Thus, $0_{2}$ is the zero vector in $V$.
A6. The additive inverse of $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ is $-A=\left[\begin{array}{ll}-a & -b \\ -c & -d\end{array}\right]$, since

$$
A+(-A)=\left[\begin{array}{ll}
a+(-a) & b+(-b) \\
c+(-c) & d+(-d)
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]=0_{2} .
$$

A7. If $A$ is any matrix in $V$, then

$$
1 A=A,
$$

thus verifying the unit property.
As we verify the remaining properties A8-A10, the reader should once more observe how the corresponding property of real numbers is being utilized within the elements of the matrices to prove the same property for the matrices themselves.

A8. Given a matrix $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ and scalars $r$ and $s$, we have

$$
(r s) A=\left[\begin{array}{cc}
(r s) a & (r s) b \\
(r s) c & (r s) d
\end{array}\right]=\left[\begin{array}{ll}
r(s a) & r(s b) \\
r(s c) & r(s d)
\end{array}\right]=r\left[\begin{array}{ll}
s a & s b \\
s c & s d
\end{array}\right]=r(s A)
$$

as required.
A9. Given matrices $A=\left[\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right]$ and $B=\left[\begin{array}{ll}b_{1} & b_{2} \\ b_{3} & b_{4}\end{array}\right]$ and a scalar $r$, we have

$$
\begin{aligned}
r(A+B) & =r\left(\left[\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right]+\left[\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right]\right) \\
& =r\left[\begin{array}{ll}
a_{1}+b_{1} & a_{2}+b_{2} \\
a_{3}+b_{3} & a_{4}+b_{4}
\end{array}\right]=\left[\begin{array}{ll}
r\left(a_{1}+b_{1}\right) & r\left(a_{2}+b_{2}\right) \\
r\left(a_{3}+b_{3}\right) & r\left(a_{4}+b_{4}\right)
\end{array}\right] \\
& =\left[\begin{array}{ll}
r a_{1}+r b_{1} & r a_{2}+r b_{2} \\
r a_{3}+r b_{3} & r a_{4}+r b_{4}
\end{array}\right]=\left[\begin{array}{ll}
r a_{1} & r a_{2} \\
r a_{3} & r a_{4}
\end{array}\right]+\left[\begin{array}{ll}
r b_{1} & r b_{2} \\
r b_{3} & r b_{4}
\end{array}\right]=r A+r B .
\end{aligned}
$$

A10. Given $A, r$, and $s$ as in A8 above, we have

$$
\begin{aligned}
(r+s) A & =\left[\begin{array}{ll}
(r+s) a & (r+s) b \\
(r+s) c & (r+s) d
\end{array}\right]=\left[\begin{array}{ll}
r a+s a & r b+s b \\
r c+s c & r d+s d
\end{array}\right] \\
& =\left[\begin{array}{ll}
r a & r b \\
r c & r d
\end{array}\right]+\left[\begin{array}{ll}
s a & s b \\
s c & s d
\end{array}\right]=r A+s A
\end{aligned}
$$

as required.
Thus $V$, together with the given operations, is a real vector space.

Remark In a manner similar to the previous example, it is easily established that the set of all $m \times n$ matrices with real elements is a real vector space when we use the usual operations of addition of matrices and multiplication of matrices by a real number. We will denote the vector space of all $m \times n$ matrices with real elements by $M_{m \times n}(\mathbb{R})$, and we denote the vector space of all $n \times n$ matrices with real elements by $M_{n}(\mathbb{R})$.

Example 4.2.3 Let $V$ be the set of all real-valued functions defined on an interval $I$. Define addition and scalar multiplication in $V$ as follows. If $f$ and $g$ are in $V$ and $k$ is any real number, then $f+g$ and $k f$ are defined by

$$
\begin{aligned}
(f+g)(x) & =f(x)+g(x) & & \text { for all } x \in I \\
(k f)(x) & =k f(x) & & \text { for all } x \in I
\end{aligned}
$$

Show that $V$, together with the given operations of addition and scalar multiplication, is a real vector space.
Solution: It follows from the given definitions of addition and scalar multiplication that if $f$ and $g$ are in $V$, and $k$ is any real number, then $f+g$ and $k f$ are both real-valued functions on $I$ and are therefore in $V$. Consequently, the closure axioms A1 and A2 hold.

We now check the remaining axioms. Note that to show that two functions in $V$ are equal, such as $f+g$ and $g+f$ for Axiom A 3 , we are required to show that both functions yield the same output for each input $x \in I$.

A3. Let $f$ and $g$ be arbitrary functions in $V$. From the definition of function addition, we have

$$
(f+g)(x)=f(x)+g(x)=g(x)+f(x)=(g+f)(x)
$$



Figure 4.2.1: In the vector space of all functions defined on an interval $I$, the additive inverse of a function $f$ is obtained by reflecting the graph of $f$ about the $x$-axis. The zero vector is the zero function $O(x)$.
for all $x \in I$. (The middle step here follows from the fact that $f(x)$ and $g(x)$ are real numbers associated with evaluating $f$ and $g$ at the input $x$, and real numbers commute.) Consequently, $f+g=g+f$ (since the values of $f+g$ and $g+f$ agree for every $x \in I$ ), and so addition in $V$ is commutative.

A4. Let $f, g, h \in V$. Then for all $x \in I$, we have

$$
\begin{aligned}
{[(f+g)+h](x) } & =(f+g)(x)+h(x)=[f(x)+g(x)]+h(x) \\
& =f(x)+[g(x)+h(x)]=f(x)+(g+h)(x) \\
& =[f+(g+h)](x)
\end{aligned}
$$

Consequently, $(f+g)+h=f+(g+h)$, so that addition in $V$ is indeed associative.
A5. If we define the zero function, $O$, by $O(x)=0$, for all $x \in I$, then

$$
(f+O)(x)=f(x)+O(x)=f(x)+0=f(x)
$$

for all $f \in V$ and all $x \in I$, which implies that $f+O=f$. Hence, $O$ is the zero vector in $V$. (See Figure 4.2.1.)

A6. If $f \in V$, then $-f$ is defined by $(-f)(x)=-f(x)$ for all $x \in I$, since

$$
[f+(-f)](x)=f(x)+(-f)(x)=f(x)-f(x)=0
$$

for all $x \in I$. This implies that $f+(-f)=O$.
A7. Let $f \in V$. Then, by definition of the scalar multiplication operation, for all $x \in I$, we have

$$
(1 f)(x)=1 f(x)=f(x)
$$

Consequently, $1 f=f$.
A8. Let $f \in V$, and let $r, s \in \mathbb{R}$. Then, for all $x \in I$,

$$
[(r s) f](x)=(r s) f(x)=r[s f(x)]=r[(s f)(x)]=[r(s f)](x)
$$

Hence, the functions $(r s) f$ and $r(s f)$ agree on every $x \in I$, and hence, $(r s) f=$ $r(s f)$ as required.

A9. Let $f, g \in V$ and let $r \in \mathbb{R}$. Then, for all $x \in I$,

$$
\begin{aligned}
{[r(f+g)](x) } & =r[(f+g)(x)]=r[f(x)+g(x)]=r f(x)+r g(x) \\
& =(r f)(x)+(r g)(x)=(r f+r g)(x)
\end{aligned}
$$

Hence, $r(f+g)=r f+r g$.
A10. Let $f \in V$, and let $r, s \in \mathbb{R}$. Then for all $x \in I$,
$[(r+s) f](x)=(r+s) f(x)=r f(x)+s f(x)=(r f)(x)+(s f)(x)=[r f+s f](x)$,
which proves that $(r+s) f=r f+s f$.
Since all parts of Definition 4.2.1 are satisfied, it follows that $V$, together with the given operations of addition and scalar multiplication, is a real vector space.

Remark As the previous two examples indicate, a full verification of the vector space definition can be somewhat tedious and lengthy, although it is usually straightforward. Be careful to not leave out any important steps in such a verification.

Example 4.2.4 Let $V$ be the set of all polynomials with real coefficients and of degree 2 or less, together with the usual operations of polynomial addition and multiplication of a polynomial by a real number. Show that $V$ is a real vector space.
Solution: A typical vector in $V$ can be expressed in the form $p(x)=a x^{2}+b x+c$, where $a, b$, and $c$ are real scalars. Note that since the coefficients of $p(x)$ could potentially be zero, the degree of $p(x)$ could be less than 2 .

A1. Suppose that $p_{1}(x)=a_{1} x^{2}+b_{1} x+c_{1}$ and $p_{2}(x)=a_{2} x^{2}+b_{2} x+c_{2}$, where $a_{1}, b_{1}, c_{1}, a_{2}, b_{2}, c_{2} \in \mathbb{R}$. (Note that we use the same indeterminate, $x$, for both polynomials. It would be an error to write the second polynomial as $p(y)$. The characteristics that determine the polynomial are the coefficients, not the choice of indeterminate.) Then

$$
\begin{aligned}
p_{1}(x)+p_{2}(x) & =\left(a_{1} x^{2}+b_{1} x+c_{1}\right)+\left(a_{2} x^{2}+b_{2} x+c_{2}\right) \\
& =\left(a_{1}+a_{2}\right) x^{2}+\left(b_{1}+b_{2}\right) x+\left(c_{1}+c_{2}\right)
\end{aligned}
$$

which is another polynomial of the form required for membership in $V$.
A2. Let $k$ be a real number, and let $p(x)$ be as above. Then

$$
k \cdot p(x)=k\left(a x^{2}+b x+c\right)=(k a) x^{2}+(k b) x+(k c)
$$

which once more belongs to $V$.
The reader may have noticed that the polynomials in $V$ can be viewed as real-valued functions defined on any interval. Therefore, all of the work done in Example 4.2.3 still applies in the present context. We will therefore forego a detailed verification of A3-A10, except to note that the zero vector in this case is the polynomial $p(x)=$ $0 x^{2}+0 x+0=0$. In the next section, we will discuss at length how one can often use an already-established vector space to considerably shorten the work required to engender other closely related vector spaces.

Remark The vector space $V$ in the previous example will be denoted by $P_{2}(\mathbb{R})$ throughout this text. In fact, one can more generally establish that the collection of all polynomials of degree $n$ or less, which can be denoted by $P_{n}(\mathbb{R})$, is a vector space.

## The Vector Space $\mathbb{C}^{n}$

We now introduce the most important complex vector space. Let $\mathbb{C}^{n}$ denote the set of all ordered $n$-tuples of complex numbers. Thus,

$$
\mathbb{C}^{n}=\left\{\left(z_{1}, z_{2}, \ldots, z_{n}\right): z_{1}, z_{2}, \ldots, z_{n} \in \mathbb{C}\right\}
$$

We refer to the elements of $\mathbb{C}^{n}$ as vectors in $\mathbb{C}^{n}$. A typical vector in $\mathbb{C}^{n}$ is $\left(z_{1}, z_{2}, \ldots, z_{n}\right)$, where each $z_{k}$ is a complex number.

Example 4.2.5 The following are examples of vectors in $\mathbb{C}^{2}$ and $\mathbb{C}^{4}$, respectively:

$$
\mathbf{u}=(-6 i,-3+2 i), \quad \mathbf{v}=(-3 i, 8,-12+i,-3-11 i)
$$

In order to obtain a vector space, we must define appropriate operations of "vector addition" and "multiplication by a scalar" on the set of vectors in question. In the case of $\mathbb{C}^{n}$, we are motivated by the corresponding operations in $\mathbb{R}^{n}$ and thus define the addition
and scalar multiplication operations componentwise. Thus, if $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ are vectors in $\mathbb{C}^{n}$ and $k$ is an arbitrary complex number, then

$$
\begin{aligned}
\mathbf{u}+\mathbf{v} & =\left(u_{1}+v_{1}, u_{2}+v_{2}, \ldots, u_{n}+v_{n}\right), \\
k \mathbf{u} & =\left(k u_{1}, k u_{2}, \ldots, k u_{n}\right) .
\end{aligned}
$$

Example 4.2.6 If $\mathbf{u}=(-5 i, 2+3 i), \mathbf{v}=(-5,1+4 i)$, and $k=-6+2 i$, find $\mathbf{u}+k \mathbf{v}$.
Solution: We have

$$
\begin{aligned}
\mathbf{u}+k \mathbf{v} & =(-5 i, 2+3 i)+(-6+2 i)(-5,1+4 i) \\
& =(-5 i, 2+3 i)+(30-10 i,-14-22 i)=(30-15 i,-12-19 i) .
\end{aligned}
$$

It is straightforward to show that $\mathbb{C}^{n}$, together with the given operations of addition and scalar multiplication, is a complex vector space.

## Further Properties of Vector Spaces

The main reason for formalizing the definition of an abstract vector space is that any results that we can prove based solely on the definition will then apply to all vector spaces we care to examine; that is, we do not have to prove separate results for geometric vectors, $m \times n$ matrices, vectors in $\mathbb{R}^{n}$ or $\mathbb{C}^{n}$, real-valued functions, and so on. The next theorem lists some results that can be proved using the vector space axioms.

Theorem 4.2.7 Let $V$ be a vector space over $F$.

1. The zero vector is unique.
2. $0 \mathbf{v}=\mathbf{0}$ for all $\mathbf{v} \in V$.
3. $k \mathbf{0}=\mathbf{0}$ for all scalars $k \in F$.
4. The additive inverse of each element in $V$ is unique.
5. For all $\mathbf{v} \in V,-\mathbf{v}=(-1) \mathbf{v}$.
6. If $k$ is a scalar and $\mathbf{v} \in V$ such that $k \mathbf{v}=\mathbf{0}$, then either $k=0$ or $\mathbf{v}=\mathbf{0}$.

Remark In light of the results listed in Theorem 4.2.7, the importance of distinguishing the scalar 0 from the vector $\mathbf{0}$ bears repeating.

Proof 1. Suppose that there are two zero vectors in $V$, denoted $\mathbf{0}_{1}$ and $\mathbf{0}_{2}$. Then, for any $\mathbf{v} \in V$, we would have

$$
\begin{equation*}
\mathbf{v}+\mathbf{0}_{1}=\mathbf{v} \tag{4.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}+\mathbf{0}_{2}=\mathbf{v} \tag{4.2.2}
\end{equation*}
$$

We must prove that $\mathbf{0}_{1}=\mathbf{0}_{2}$. But, applying (4.2.1) with $\mathbf{v}=\mathbf{0}_{2}$, we have

$$
\begin{align*}
\mathbf{0}_{2} & =\mathbf{0}_{2}+\mathbf{0}_{1} & & \\
& =\mathbf{0}_{1}+\mathbf{0}_{2} & & (\text { Axiom A3) }  \tag{AxiomA3}\\
& =\mathbf{0}_{1} & & \left(\text { from }(4.2 .2) \text { with } \mathbf{v}=\mathbf{0}_{1}\right) .
\end{align*}
$$

Consequently, $\mathbf{0}_{1}=\mathbf{0}_{2}$, and so, the zero vector is unique in a vector space.
2. Let $\mathbf{v}$ be an arbitrary element in a vector space $V$. Since $0=0+0$, we have

$$
0 \mathbf{v}=(0+0) \mathbf{v}=0 \mathbf{v}+0 \mathbf{v}
$$

by Axiom A10. Now Axiom A6 implies that the vector $-(0 \mathbf{v})$ exists, and adding it to both sides of the previous equation yields

$$
0 \mathbf{v}+[-(0 \mathbf{v})]=(0 \mathbf{v}+0 \mathbf{v})+[-(0 \mathbf{v})]
$$

Thus, since addition in a vector space is associative (Axiom A4),

$$
0 \mathbf{v}+[-(0 \mathbf{v})]=0 \mathbf{v}+(0 \mathbf{v}+[-(0 \mathbf{v})])
$$

Applying Axiom A6 on both sides and then using Axiom A5, this becomes

$$
\mathbf{0}=0 \mathbf{v}+\mathbf{0}=0 \mathbf{v}
$$

and this completes the verification of (2).
3. Using the fact that $\mathbf{0}=\mathbf{0}+\mathbf{0}$ (by Axiom A5), the proof here proceeds along the same lines as the proof of (2). We leave the verification to the reader as an exercise (Problem 30).
4. Let $\mathbf{v} \in V$ be an arbitrary vector, and suppose that there are two additive inverses, say $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$, for $\mathbf{v}$. According to Axiom A6, this implies that

$$
\begin{equation*}
\mathbf{v}+\mathbf{w}_{1}=\mathbf{0} \tag{4.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}+\mathbf{w}_{2}=\mathbf{0} \tag{4.2.4}
\end{equation*}
$$

We wish to show that $\mathbf{w}_{1}=\mathbf{w}_{2}$. Now Axiom A6 implies that a vector $-\mathbf{w}_{1}$ exists, so adding it on the right to both sides of (4.2.3) yields

$$
\left[\mathbf{v}+\mathbf{w}_{1}\right]+\left(-\mathbf{w}_{1}\right)=\mathbf{0}+\left(-\mathbf{w}_{1}\right)=-\mathbf{w}_{1}
$$

Applying Axioms A4-A6 on the left side, we simplify this to

$$
\mathbf{v}=-\mathbf{w}_{1}
$$

Substituting this into (4.2.4) yields

$$
-\mathbf{w}_{1}+\mathbf{w}_{2}=\mathbf{0}
$$

Adding $\mathbf{w}_{1}$ on the left of both sides and applying Axioms A4-A6 once more yields $\mathbf{w}_{1}=\mathbf{w}_{2}$, as desired.
5. To verify that $-\mathbf{v}=(-1) \mathbf{v}$ for all $\mathbf{v} \in V$, we note that

$$
\mathbf{0}=0 \mathbf{v}=(1+(-1)) \mathbf{v}=1 \mathbf{v}+(-1) \mathbf{v}=\mathbf{v}+(-1) \mathbf{v}
$$

where we have used part (2) of Theorem 4.2.7 and Axioms A10 and A7. The equation above proves that $(-1) \mathbf{v}$ is an additive inverse of $\mathbf{v}$, and by the uniqueness of additive inverses that we just proved in part (4), we conclude that $(-1) \mathbf{v}=-\mathbf{v}$, as desired.
Finally, we leave the proof of (6) in Theorem 4.2.7 as an exercise (Problem 31).

Remark The proof of Theorem 4.2.7 involved a number of tedious and seemingly obvious steps. It is important to remember, however, that in an abstract vector space, we are not allowed to rely on past experience in deriving results for the first time. For instance, the statement " $\mathbf{0}+\mathbf{0}=\mathbf{0}$ " may seem intuitively clear, but in our newly developed mathematical structure, we must appeal specifically to the rules A1-A10 given for a vector space. Hence, the statement $\mathbf{0}+\mathbf{0}=\mathbf{0}$ should be viewed as a consequence of Axiom A5 and nothing else. Once we have proved these basic results, of course, then we are free to use them in any vector space context where they are needed. This is the whole advantage to working in the general vector space setting.

We end this section with a list of the most important vector spaces that will be required throughout the remainder of the text. In each case the addition and scalar multiplication operations are the usual ones associated with the set of vectors.

- $\mathbb{R}^{n}$, the (real) vector space of all ordered $n$-tuples of real numbers.
- $\mathbb{C}^{n}$, the (complex) vector space of all ordered $n$-tuples of complex numbers.
- $M_{m \times n}(\mathbb{R})$, the (real) vector space of all $m \times n$ matrices with real elements.
- $M_{n}(\mathbb{R})$, the (real) vector space of all $n \times n$ matrices with real elements.
- $C^{k}(I)$, the vector space of all real-valued functions that are continuous and have (at least) $k$ continuous derivatives on an interval $I$ in $\mathbb{R}$. We will show that this set of vectors is a (real) vector space in the next section.
- $P_{n}(\mathbb{R})$, the (real) vector space of all real-valued polynomials of degree $\leq n$ with real coefficients. That is,

$$
P_{n}(\mathbb{R})=\left\{a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}: a_{0}, a_{1}, \ldots, a_{n} \in \mathbb{R}\right\} .
$$

We leave the verification that $P_{n}(\mathbb{R})$ is a (real) vector space as an exercise (Problem 32).

## Exercises for 4.2

## Key Terms

Vector space (real or complex), Closure under addition, Closure under scalar multiplication, Commutativity of addition, Associativity of addition, Existence of zero vector, Existence of additive inverses, Unit property, Associativity of scalar multiplication, Distributive properties, Examples: $\mathbb{R}^{n}, \mathbb{C}^{n}$, $M_{m \times n}(\mathbb{R}), M_{n}(\mathbb{R}), C^{k}(I), P_{n}(\mathbb{R})$.

## Skills

- Be able to define a vector space. Specifically, be able to identify and list the ten axioms (A1)-(A10) governing the vector space operations.
- Know each of the standard examples of vector spaces given at the end of the section, and know how to perform the vector operations in these vector spaces.
- Be able to check whether or not each of the axioms (A1)-(A10) holds for specific examples $V$. This in-
cludes, if possible, closure of $V$ under vector addition and scalar multiplication, as well as identification of the zero vector and the additive inverse of each vector in the set $V$.
- Be able to prove basic properties that hold generally for vector spaces $V$ (see Theorem 4.2.7).


## True-False Review

For Questions (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The zero vector in a vector space $V$ is unique.
(b) If $\mathbf{v}$ is a vector in a vector space $V$ and $r$ and $s$ are scalars such that $r \mathbf{v}=s \mathbf{v}$, then $r=s$.
(c) If $\mathbf{v}$ is a nonzero vector in a vector space $V$, and $r$ and $s$ are scalars such that $r \mathbf{v}=s \mathbf{v}$, then $r=s$.
(d) The set $\mathbb{Z}$ of integers, together with the usual operations of addition and scalar multiplication, forms a vector space.
(e) If $\mathbf{x}$ and $\mathbf{y}$ are vectors in a vector space $V$, then the additive inverse of $\mathbf{x}+\mathbf{y}$ is $(-\mathbf{x})+(-\mathbf{y})$.
(f) The additive inverse of a vector $\mathbf{v}$ in a vector space $V$ is unique.
(g) The set $\{0\}$, with the usual operations of addition and scalar multiplication, forms a vector space.
(h) The set $\{0,1\}$, with the usual operations of addition and scalar multiplication, forms a vector space.
(i) The set of positive real numbers, with the usual operations of addition and scalar multiplication, forms a vector space.
(j) The set of nonnegative real numbers (i.e., $\{x \in \mathbb{R}$ : $x \geq 0\}$ ), with the usual operations of addition and scalar multiplication, forms a vector space.

## Problems

For Problems 1-14, determine whether the given set $S$ of vectors is closed under addition and closed under scalar multiplication. In each case, take the set of scalars to be the set of all real numbers.

1. The set $S:=\mathbb{Q}$ of all rational numbers. ${ }^{1}$
2. The set $S:=U_{n}(\mathbb{R})$ of all upper triangular $n \times n$ matrices with real elements.
3. The set
$S:=\left\{A \in M_{n}(\mathbb{R}): A\right.$ is upper or lower triangular $\}$.
4. The set $S:=\left\{a_{0}+a_{1} x+a_{2} x^{2}: a_{0}+a_{1}+a_{2}=0\right\}$.
5. The set $S:=\left\{a_{0}+a_{1} x+a_{2} x^{2}: a_{0}+a_{1}+a_{2}=1\right\}$.
6. The set $S$ of all solutions to the differential equation $y^{\prime}+3 y=6 x^{3}+5$. (Do not solve the differential equation.)
7. The set $S$ of all solutions to the differential equation $y^{\prime}+3 y=0$. (Do not solve the differential equation.)
8. For a fixed $m \times n$ matrix $A$, the set

$$
S:=\left\{\mathbf{x} \in \mathbb{R}^{n}: A \mathbf{x}=\mathbf{0}\right\}
$$

(This is the set of all solutions to the homogeneous linear system of equations $A \mathbf{x}=\mathbf{0}$ and is often called the null space of $A$.)
9. The set $S:=\left\{A \in M_{2}(\mathbb{R}): \operatorname{det}(A)=0\right\}$.
10. The set $S:=\left\{(x, y) \in \mathbb{R}^{2}: y=x^{2}\right\}$.
11. The set $S:=\left\{(x, y) \in \mathbb{R}^{2}: y=x+1\right\}$.
12. The set $\mathbb{N}:=\{1,2, \ldots\}$ of all positive integers.
13. The set $S$ of all polynomials of degree exactly 2 .
14. The set $S$ of all polynomials of the form $a+b x^{3}+c x^{4}$, where $a, b, c \in \mathbb{R}$.
15. We have defined the set $\mathbb{R}^{2}=\{(x, y): x, y \in \mathbb{R}\}$, together with the addition and scalar multiplication operations as follows:

$$
\begin{aligned}
\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right) & =\left(x_{1}+x_{2}, y_{1}+y_{2}\right) \\
k\left(x_{1}, y_{1}\right) & =\left(k x_{1}, k y_{1}\right) .
\end{aligned}
$$

Give a complete verification that each of the vector space axioms is satisfied.
16. Determine the zero vector in the vector space $V=$ $M_{4 \times 2}(\mathbb{R})$, and write down a general element $A$ in $V$ along with its additive inverse $-A$.
17. Generalize the previous exercise to find the zero vector and the additive inverse of a general element of $M_{m \times n}(\mathbb{R})$.
18. Determine the zero vector in the vector space $V=$ $P_{3}(\mathbb{R})$, and write down a general element $p(x)$ in $V$ along with its additive inverse $-p(x)$.
19. Generalize the previous exercise to find the zero vector and the additive inverse of a general element of $P_{n}(\mathbb{R})$.
20. On $\mathbb{R}^{+}$, the set of positive real numbers, define the operations of addition, $\oplus$, and scalar multiplication, $\odot$, as follows:

$$
\begin{aligned}
& x \oplus y=x y \\
& c \odot x=x^{c} .
\end{aligned}
$$

[^24]Note that the multiplication and exponentiation appearing on the right side of these formulas refer to the ordinary operations on real numbers. Determine whether $\mathbb{R}^{+}$, together with these algebraic operations, is a vector space.
21. On $\mathbb{R}^{2}$, define the operations of addition and scalar multiplication as follows:

$$
\begin{aligned}
\left(x_{1}, y_{1}\right) \oplus\left(x_{2}, y_{2}\right) & =\left(x_{1}+x_{2}, y_{1}+y_{2}\right) \\
k \odot\left(x_{1}, y_{1}\right) & =\left(k x_{1}, y_{1}\right) .
\end{aligned}
$$

Which of the axioms for a vector space are satisfied by $\mathbb{R}^{2}$ with these algebraic operations? Is this a vector space structure?
22. On $\mathbb{R}^{2}$, define the operations of addition and scalar multiplication by a real number as follows:

$$
\begin{aligned}
\left(x_{1}, y_{1}\right) \oplus\left(x_{2}, y_{2}\right) & =\left(x_{1}-x_{2}, y_{1}-y_{2}\right) \\
k \odot\left(x_{1}, y_{1}\right) & =\left(-k x_{1},-k y_{1}\right) .
\end{aligned}
$$

Which of the axioms for a vector space are satisfied by $\mathbb{R}^{2}$ with these algebraic operations? Is this a vector space structure?
23. On $\mathbb{R}^{2}$, define the operation of addition by

$$
\left(x_{1}, y_{1}\right) \oplus\left(x_{2}, y_{2}\right)=\left(x_{1} x_{2}, y_{1} y_{2}\right)
$$

Do axioms (A5) and (A6) in the definition of a vector space hold? Justify your answer.
24. On $M_{2}(\mathbb{R})$, define the operation of addition by

$$
A \oplus B=A B
$$

and use the usual scalar multiplication operation. Determine which axioms for a vector space are satisfied by $M_{2}(\mathbb{R})$ with the above operations.
25. On $M_{2}(\mathbb{R})$, define the operations of addition and scalar multiplication by a real number $(\oplus$ and $\odot$, respectively) as follows:

$$
\begin{aligned}
A \oplus B & =-(A+B) \\
k \odot A & =-k A
\end{aligned}
$$

where the operations on the right-hand sides of these equations are the usual ones associated with $M_{2}(\mathbb{R})$. Determine which of the axioms for a vector space are satisfied by $M_{2}(\mathbb{R})$ with the operations $\oplus$ and $\odot$.

For Problems 26-27, verify that the given set of objects together with the usual operations of addition and scalar multiplication is a complex vector space.
26. $\mathbb{C}^{2}$.
27. $M_{2}(\mathbb{C})$, the set of all $2 \times 2$ matrices with complex elements.
28. Is $\mathbb{C}^{3}$ a real vector space? Explain.
29. Is $\mathbb{R}^{3}$ a complex vector space? Explain.
30. Prove part (3) of Theorem 4.2.7.
31. Prove part (6) of Theorem 4.2.7.
32. Prove that $P_{n}(\mathbb{R})$ is a vector space.

### 4.3 Subspaces

In the preceding section, we introduced a number of examples of vector spaces. These examples are important not only as motivation for the concept of a vector space, but also because the solution to many of the applied problems in this text can be regarded as a vector or a collection of vectors in one of these vector spaces. For instance, in Example 2.5.6, we saw that the system of linear equations

$$
\begin{aligned}
& 5 x_{1}-6 x_{2}+x_{3}=4 \\
& 2 x_{1}-3 x_{2}+x_{3}=1 \\
& 4 x_{1}-3 x_{2}-x_{3}=5
\end{aligned}
$$

has a set of solutions consisting of vectors in the vector space $\mathbb{R}^{3}$. More generally, given any system of linear equations, $A \mathbf{x}=\mathbf{b}$, where $A$ is an $m \times n$ matrix with real elements, the basic unknown in this system, $\mathbf{x}$, is a vector in $\mathbb{R}^{n}$. Consequently, the solution set to the system is a subset of the vector space $\mathbb{R}^{n}$.

Similarly, the differential equation $y^{\prime}+3 y=0$ can be quickly solved by the methods of Chapter 1, and the resulting collection of solutions are precisely the functions in the vector space $C^{1}(\mathbb{R})$ of the form $y(x)=c e^{-3 x}$.


Figure 4.3.1: The solution set $S$ of an applied problem is a subset of the vector space $V$ of unknowns in the problem.

As these examples illustrate, the solution set of an applied problem is generally a subset of vectors from an appropriate vector space (schematically represented in Figure 4.3.1). The question that we will need to answer in the future is whether this subset of vectors is a vector space in its own right. The following definition introduces the terminology we will use:

## DEFINITION 4.3.1

Let $S$ be a nonempty subset of a vector space $V$. If $S$ is itself a vector space under the same operations of addition and scalar multiplication as used in $V$, then we say that $S$ is a subspace of $V$.

In establishing that a given subset $S$ of vectors from a vector space $V$ is a subspace of $V$, it would appear as though we must check that each of the axioms in the vector space definition are satisfied when we restrict our attention to vectors lying only in $S$. The first and most important theorem of the section tells us that all we need do, in fact, is check the closure axioms A1 and A2, and if these are satisfied, then the remaining axioms necessarily hold in $S$. This is a very useful theorem that will be applied on many occasions throughout the remainder of the text and in the exercises.

Theorem 4.3.2 Let $S$ be a nonempty subset of a vector space $V$. Then $S$ is a subspace of $V$ if and only if $S$ is closed under the operations of addition and scalar multiplication in $V$.

Proof If $S$ is a subspace of $V$, then it is a vector space, and hence, it is certainly closed under addition and scalar multiplication. Conversely, assume that $S$ is closed under addition and scalar multiplication. We must prove that Axioms A3-A10 of Definition 4.2.1 hold when we restrict to vectors in $S$. Consider first the axioms A3, A4, and A7-A10. These are properties of the addition and scalar multiplication operations, and hence, since we use the same operations in $S$ as in $V$, these axioms are all inherited from $V$ by the subset $S$. Finally, we establish A5 and A6: Choose any vector ${ }^{2} \mathbf{v}$ in $S$. Since $S$ is closed under scalar multiplication, both $0 \mathbf{v}$ and $(-1) \mathbf{v}$ are in $S$. But by Theorem 4.2.7, $0 \mathbf{v}=\mathbf{0}$ and $(-1) \mathbf{v}=-\mathbf{v}$, and hence, $\mathbf{0}$ and $-\mathbf{v}$ are both in $S$. Therefore, A5 and A6 are satisfied.

[^25]The idea behind Theorem 4.3.2 is that once we have a vector space $V$ in place, then any nonempty subset $S$, equipped with the same addition and scalar multiplication operations, will inherit all of the axioms that involve those operations. The only possible concern we have for $S$ is whether or not it satisfies the closure axioms A1 and A2. Of course, we presumably had to carry out the full verification of A1-A10 for the vector space $V$ in the first place, before gaining the shortcut of Theorem 4.3.2 for the subset $S$.

In determining whether a subset $S$ of a vector space $V$ is a subspace of $V$, we must keep clear in our minds what the given vector space is and what conditions on the vectors in $V$ restrict them to lie in the subset $S$. This is most easily done by expressing $S$ in set notation as follows:

$$
\begin{equation*}
S=\{\mathbf{v} \in V: \text { conditions on } \mathbf{v}\} . \tag{4.3.1}
\end{equation*}
$$

We illustrate with an example.
Example 4.3.3 Let $S$ denote the set of all real solutions to the following linear system of equations:

$$
\begin{array}{r}
x_{1}-4 x_{2}+6 x_{3}=0, \\
-3 x_{1}+10 x_{2}-10 x_{3}=0 .
\end{array}
$$

Express $S$ in set notation and verify that $S$ is a subspace of $\mathbb{R}^{3}$.
Solution: Following the model in (4.3.1), we can express $S$ in set notation as follows:

$$
S=\left\{\mathbf{x} \in \mathbb{R}^{3}: \mathbf{x} \text { satisfies the two equations given in the linear system }\right\},
$$

or

$$
S=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{1}-4 x_{2}+6 x_{3}=0 \quad \text { and } \quad-3 x_{1}+10 x_{2}-10 x_{3}=0\right\} .
$$

The reduced row-echelon form of the augmented matrix of the system is

$$
\left[\begin{array}{rrr|r}
1 & 0 & -10 & 0 \\
0 & 1 & -4 & 0
\end{array}\right],
$$

so that the solution set of the system is the nonempty set

$$
S=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{1}=10 t, \quad x_{2}=4 t, \quad x_{3}=t \text { for some } t \in \mathbb{R}\right\} .
$$

We can also write this as

$$
S=\left\{\mathbf{x} \in \mathbb{R}^{3}: \mathbf{x}=(10 t, 4 t, t), t \in \mathbb{R}\right\} .
$$

We now use Theorem 4.3.2 to verify that $S$ is a subspace of $\mathbb{R}^{3}$ : If $\mathbf{x}=(10 r, 4 r, r)$ and $\mathbf{y}=(10 s, 4 s, s)$ are any two vectors in $S$, then

$$
\mathbf{x}+\mathbf{y}=(10 r, 4 r, r)+(10 s, 4 s, s)=(10(r+s), 4(r+s), r+s)=(10 t, 4 t, t),
$$

where $t=r+s$. Thus, $\mathbf{x}+\mathbf{y}$ has the required form for elements of $S$, and consequently, if we add two vectors in $S$, the result is another vector in $S$. Similarly, if we multiply an arbitrary vector $\mathbf{x}=(10 r, 4 r, r)$ in $S$ by a real number $k$, the resulting vector is

$$
k \mathbf{x}=k(10 r, 4 r, r)=(10 k r, 4 k r, k r)=(10 t, 4 t, t),
$$

where $t=k r$. Hence, $k \mathbf{x}$ again has the proper form for membership in the subset $S$, and so $S$ is closed under scalar multiplication. By Theorem 4.3.2, $S$ is a subspace of $\mathbb{R}^{3}$.


Figure 4.3.2: The solution set to the homogeneous system of linear equations in Example 4.3.3 is a subspace of $\mathbb{R}^{3}$.

Note, of course, that our application of Theorem 4.3.2 hinges on our prior knowledge that $\mathbb{R}^{3}$ is a vector space.

Geometrically, the vectors in $S$ lie along the line of intersection of the planes with the given equations. This is the line through the origin in the direction of the vector $\mathbf{v}=(10,4,1)$. (See Figure 4.3.2.)

Example 4.3.4 Verify that $S=\left\{\mathbf{x} \in \mathbb{R}^{2}: \mathbf{x}=(r,-3 r+1), r \in \mathbb{R}\right\}$ is not a subspace of $\mathbb{R}^{2}$.
Solution: One approach here, according to Theorem 4.3.2, is to demonstrate the failure of closure under addition or scalar multiplication. For example, if we start with two vectors in $S$, say $\mathbf{x}=(r,-3 r+1)$ and $\mathbf{y}=(s,-3 s+1)$, then

$$
\mathbf{x}+\mathbf{y}=(r,-3 r+1)+(s,-3 s+1)=(r+s,-3(r+s)+2)=(w,-3 w+2),
$$

where $w=r+s$. Owing to the form of the second component of $\mathbf{x}+\mathbf{y}$, we see that $\mathbf{x}+\mathbf{y}$ does not have the required form for membership in $S$. Hence, $S$ is not closed under addition, and hence fails to be a subspace of $\mathbb{R}^{2}$. Alternatively, we can show similarly that $S$ is not closed under scalar multiplication.

Observant readers may have noticed another reason that $S$ cannot form a subspace. Geometrically, the points in $S$ correspond to those points that lie on the line with Cartesian equation $y=-3 x+1$. Since this line does not pass through the origin, $S$ does not contain the zero vector $\mathbf{0}=(0,0)$, and therefore, we know $S$ cannot be a subspace.

Remark In general, we have the following important observation. It could be referred to as the

## Zero Vector Check

If a subset $S$ of a vector space $V$ fails to contain the zero vector $\mathbf{0}$,
then it cannot form a subspace.
This observation can often be made more quickly than deciding whether or not $S$ is closed under addition and closed under scalar multiplication. However, we caution that if the zero vector does belong to $S$, then the observation is inconclusive and further investigation is required to determine whether or not $S$ forms a subspace of $V$.

Example 4.3.5 Let $V=\mathbb{R}^{2}$, and let

$$
S_{1}=\{(x, x-1): x \in \mathbb{R}\} \quad \text { and } \quad S_{2}=\left\{\left(x, x^{2}\right): x \in \mathbb{R}\right\} .
$$

Note that $(0,0)$ does not belong to $S_{1}$, so $S_{1}$ fails to be a subspace of $V$ by the Zero Vector Check. On the other hand, $(0,0)$ does belong to $S_{2}$. However, in spite of this, $S_{2}$ still fails to be a subspace of $V$. The reader can check that both closure under addition and closure under scalar multiplication do not hold for $S_{2}$. See Figure 4.3.3.


Figure 4.3.3: The subsets $S_{1}$ and $S_{2}$ in Example 4.3.5 each fail to form a subspace of $\mathbb{R}^{2}$.

Example 4.3.6 Let $S$ denote the set of all real skew-symmetric $n \times n$ matrices. Verify that $S$ is a subspace of $M_{n}(\mathbb{R})$.
Solution: The subset of interest is

$$
S=\left\{A \in M_{n}(\mathbb{R}): A^{T}=-A\right\}
$$

Note that $S$ is nonempty since, for example, it contains the zero matrix $0_{n}$. We now verify closure of $S$ under addition and scalar multiplication. Let $A$ and $B$ be in $S$. Then

$$
A^{T}=-A \quad \text { and } \quad B^{T}=-B
$$

Using these conditions and the properties of the transpose yields

$$
(A+B)^{T}=A^{T}+B^{T}=(-A)+(-B)=-(A+B)
$$

and

$$
(k A)^{T}=k A^{T}=k(-A)=-(k A)
$$

for all real values of $k$. Consequently $A+B$ and $k A$ are both skew-symmetric matrices, and so, they are elements of $S$. Hence $S$ is closed under both addition and scalar multiplication, and so, by Theorem 4.3.2, it is indeed a subspace of $M_{n}(\mathbb{R})$.

Remark Notice in Example 4.3.6 that it was not necessary to actually write out the matrices $A$ and $B$ in terms of their elements [ $a_{i j}$ ] and [ $b_{i j}$ ], respectively. This shows the advantage of using simple abstract notation to describe the elements of the subset $S$ in some situations. In other circumstances, the nature of the description of the elements of $S$ demands that the elements of the matrices be explicitly written. Here is an example.

Example 4.3.7 Let $V=M_{2 \times 3}(\mathbb{R})$, and let $S$ denote the set of all elements of $V$ for which the entries in each column sum to zero. Show that $S$ is a subspace of $V$.

Solution: The entries in each column of any matrix $A$ belonging to $S$ must sum to zero, although the various columns of $A$ are themselves unrelated to one another. Therefore, a typical element of $S$ has the form

$$
A=\left[\begin{array}{rrr}
a & b & c \\
-a & -b & -c
\end{array}\right]
$$

Unlike our previous example, in this case it is necessary for us to explicitly write $A$ by showing its entries. By choosing $a=b=c=0$, we see that the zero vector of $M_{2 \times 3}(\mathbb{R})$ belongs to $S$. Therefore, we proceed now to show that $S$ is closed under addition and scalar multiplication.

Let $A$ and $B$ be in $S$, and for real constants $a, b, c, x, y$, and $z$, write

$$
A=\left[\begin{array}{rrr}
a & b & c \\
-a & -b & -c
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{rrr}
x & y & z \\
-x & -y & -z
\end{array}\right]
$$

Noting that

$$
A+B=\left[\begin{array}{ccc}
a+x & b+y & c+z \\
-(a+x) & -(b+y) & -(c+z)
\end{array}\right]
$$

we conclude from the fact that the columns of $A+B$ sum to zero that $A+B$ still resides in $S$. Moreover, for all real values of $k$, we see that

$$
k A=\left[\begin{array}{rrr}
k a & k b & k c \\
k(-a) & k(-b) & k(-c)
\end{array}\right]=\left[\begin{array}{rrr}
k a & k b & k c \\
-k a & -k b & -k c
\end{array}\right] \text {, }
$$

which shows that $k A$ belongs to $S$. Hence, $S$ is closed under both addition and scalar multiplication. Thus, $S$ is a subspace of $M_{2 \times 3}(\mathbb{R})$.

Example 4.3.8 Let $V$ be the vector space of all real-valued functions defined on an interval $[a, b]$, and let $S$ denote the set of all functions $f$ in $V$ that satisfy $f(a)=f(b)$. Verify that $S$ is a subspace of $V$.

Solution: We have

$$
S=\{f \in V: f(a)=f(b)\}
$$

which is nonempty since it contains, for example, the zero function

$$
O(x)=0 \text { for all } x \text { in }[a, b]
$$

Assume that $f$ and $g$ are in $S$, so that $f(a)=f(b)$ and $g(a)=g(b)$. We now check for closure of $S$ under addition and scalar multiplication. We have

$$
(f+g)(a)=f(a)+g(a)=f(b)+g(b)=(f+g)(b)
$$

which implies that $f+g \in S$. Hence, $S$ is closed under addition. Further, if $k$ is any real number,

$$
(k f)(a)=k f(a)=k f(b)=(k f)(b)
$$

so that $S$ is also closed under scalar multiplication. Theorem 4.3.2 therefore implies that $S$ is a subspace of $V$. Some representative functions from $S$ are sketched in Figure 4.3.4.


Figure 4.3.4: Representative functions in the subspace $S$ given in Example 4.3.8. Each function in $S$ satisfies $f(a)=f(b)$.

Example 4.3.9 Let $V$ be the vector space $P_{2}(\mathbb{R})$, fix $r \in \mathbb{R}$, and let $S$ denote the set of polynomials $p(x) \in V$ such that $p(r)=0$. Express $S$ in set notation and verify that $S$ is a subspace of $V$.

Solution: We have

$$
S=\{p(x) \in V: p(r)=0\} .
$$

To verify that $S$ is a subspace of $V$, it is actually not necessary to write the polynomials in question explicitly in the form $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$ for real scalars $a_{0}, a_{1}, a_{2}$. Rather, we can proceed as follows. To show closure under addition, suppose that $p(x)$ and $q(x)$ belong to $S$. That is, $p(r)=q(r)=0$. Then $(p+q)(r)=p(r)+q(r)=0+0=0$, so that $p+q \in S$. Similarly, for closure under scalar multiplication, if $k$ is a real scalar, then $(k p)(r)=k \cdot p(r)=k \cdot 0=0$, so that $k p \in S$, as needed.

This example shows that the set of polynomials in $P_{2}(\mathbb{R})$ that have a given root $r \in \mathbb{R}$ forms a subspace of $P_{2}(\mathbb{R})$.

In the next theorem, we establish that the subset $\{\mathbf{0}\}$ of a vector space $V$ is in fact a subspace of $V$. We call this subspace the trivial subspace of $V$.

Theorem 4.3.10 Let $V$ be a vector space with zero vector $\mathbf{0}$. Then $S=\{\mathbf{0}\}$ is a subspace of $V$.

Proof Note that $S$ is nonempty. Further, the closure of $S$ under addition and scalar multiplication follows, respectively, from

$$
\mathbf{0}+\mathbf{0}=\mathbf{0} \quad \text { and } \quad k \mathbf{0}=\mathbf{0},
$$

where the second statement follows from Theorem 4.2.7.

We now use Theorem 4.3.2 to establish an important result pertaining to homogeneous systems of linear equations that has already been illustrated in Example 4.3.3.

Theorem 4.3.11 Let $A$ be an $m \times n$ matrix. The solution set of the homogeneous system of linear equations $A \mathbf{x}=\mathbf{0}$ is a subspace of $\mathbb{C}^{n}$ (or $\mathbb{R}^{n}$ if the solutions are real).

Proof Let $S$ denote the solution set of the homogeneous linear system. Then we can write

$$
S=\left\{\mathbf{x} \in \mathbb{C}^{n}: A \mathbf{x}=\mathbf{0}\right\},
$$

a subset of $\mathbb{C}^{n}$. Since a homogeneous system always admits the trivial solution $\mathbf{x}=\mathbf{0}$, we know that $S$ is nonempty. If $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are in $S$, then

$$
A \mathbf{x}_{1}=\mathbf{0} \quad \text { and } \quad A \mathbf{x}_{2}=\mathbf{0} .
$$

Using properties of the matrix product, we have

$$
A\left(\mathbf{x}_{1}+\mathbf{x}_{2}\right)=A \mathbf{x}_{1}+A \mathbf{x}_{2}=\mathbf{0}+\mathbf{0}=\mathbf{0},
$$

so that $\mathbf{x}_{1}+\mathbf{x}_{2}$ also solves the system and therefore is in $S$. Furthermore, if $k$ is any complex scalar, then

$$
A(k \mathbf{x})=k A \mathbf{x}=k \mathbf{0}=\mathbf{0},
$$

so that $k \mathbf{x}$ is also a solution of the system and therefore is in $S$. Since $S$ is closed under both addition and scalar multiplication, it follows from Theorem 4.3.2 that $S$ is a subspace of $\mathbb{C}^{n}$. Of course, if the solutions to the system $A \mathbf{x}=\mathbf{0}$ in Theorem 4.3.11 are all real, then the solution set is actually a subspace of $\mathbb{R}^{n}$.

The preceding theorem has established that the solution set to any homogeneous linear system of equations is a vector space. Because of the importance of this vector space, it is given a special name.

## DEFINITION 4.3.12

Let $A$ be an $m \times n$ matrix. The solution set to the corresponding homogeneous linear system $A \mathbf{x}=\mathbf{0}$ is called the null space of $A$ and is denoted nullspace(A). Thus,

$$
\text { nullspace }(A)=\left\{\mathbf{x} \in \mathbb{C}^{n}: A \mathbf{x}=\mathbf{0}\right\} .
$$

## Remarks

1. If the matrix $A$ has real elements, then we will consider only the corresponding real solutions to $A \mathbf{x}=\mathbf{0}$. Consequently, in this case,

$$
\text { nullspace }(A)=\left\{\mathbf{x} \in \mathbb{R}^{n}: A \mathbf{x}=\mathbf{0}\right\}
$$

a subspace of $\mathbb{R}^{n}$.
2. The previous theorem does not hold for the solution set of a nonhomogeneous linear system $A \mathbf{x}=\mathbf{b}$, for $\mathbf{b} \neq \mathbf{0}$, since $\mathbf{x}=\mathbf{0}$ is not in the solution set of the system.

Next we introduce the vector space of primary importance in the study of linear differential equations. This vector space arises as a subspace of the vector space of all functions that are defined on an interval $I$.

Let $V$ denote the vector space of all real-valued functions that are defined on an interval $I$, and let $C^{k}(I)$ denote the set of all functions that are continuous and have (at least) $k$ continuous derivatives on the interval $I$, for a fixed positive integer $k$. Show that $C^{k}(I)$ is a subspace of $V$.

Solution: In this case

$$
C^{k}(I)=\left\{f \in V: f, f^{\prime}, f^{\prime \prime}, \ldots, f^{(k)} \text { exist and are continuous on } I\right\} .
$$

This set is nonempty, as the zero function $O(x)=0$ for all $x \in I$ is an element of $C^{k}(I)$. Moreover, it follows from the properties of derivatives that if we add two functions in $C^{k}(I)$, the result is a function in $C^{k}(I)$. Similarly, if we multiply a function in $C^{k}(I)$ by a scalar, then the result is a function in $C^{k}(I)$. Thus, Theorem 4.3.2 implies that $C^{k}(I)$ is a subspace of $V$.

Our final result in this section ties together the ideas introduced here with the theory of differential equations.

## Theorem 4.3.14

The set of all solutions to the homogeneous linear differential equation

$$
\begin{equation*}
y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=0 \tag{4.3.2}
\end{equation*}
$$

on an interval $I$ is a vector space.
Proof Let $S$ denote the set of all solutions to the given differential equation. Then $S$ is a nonempty subset of $C^{2}(I)$, since the identically zero function $y=0$ is a solution to the differential equation. By using Theorem 4.3.2, we will establish that $S$ is in fact a subspace of $C^{k}(I){ }^{3}$ Let $y_{1}$ and $y_{2}$ be in $S$, and let $k$ be a scalar. Then we have the following:

$$
\begin{equation*}
y_{1}^{\prime \prime}+a_{1}(x) y_{1}^{\prime}+a_{2}(x) y_{1}=0 \quad \text { and } \quad y_{2}^{\prime \prime}+a_{1}(x) y_{2}^{\prime}+a_{2}(x) y_{2}=0 . \tag{4.3.3}
\end{equation*}
$$

Now, if $y(x)=y_{1}(x)+y_{2}(x)$, then

$$
\begin{aligned}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y & =\left(y_{1}+y_{2}\right)^{\prime \prime}+a_{1}(x)\left(y_{1}+y_{2}\right)^{\prime}+a_{2}(x)\left(y_{1}+y_{2}\right) \\
& =\left[y_{1}^{\prime \prime}+a_{1}(x) y_{1}^{\prime}+a_{2}(x) y_{1}\right]+\left[y_{2}^{\prime \prime}+a_{1}(x) y_{2}^{\prime}+a_{2}(x) y_{2}\right] \\
& =0+0=0
\end{aligned}
$$

where we have used (4.3.3). Consequently, $y(x)=y_{1}(x)+y_{2}(x)$ is a solution to the differential equation (4.3.2). Moreover, if $y(x)=k y_{1}(x)$, then

$$
\begin{aligned}
y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y & =\left(k y_{1}\right)^{\prime \prime}+a_{1}(x)\left(k y_{1}\right)^{\prime}+a_{2}(x)\left(k y_{1}\right) \\
& =k\left[y_{1}^{\prime \prime}+a_{1}(x) y_{1}^{\prime}+a_{2}(x) y_{1}\right]=0,
\end{aligned}
$$

where we have once more used (4.3.3). This establishes that $y(x)=k y_{1}(x)$ is a solution to Equation (4.3.2). Therefore, $S$ is closed under both addition and scalar multiplication. Consequently, the set of all solutions to Equation (4.3.2) is a subspace of $C^{2}(I)$.

We will refer to the set of all solutions to a differential equation of the form (4.3.2) as the solution space of the differential equation. A key theoretical result that we will establish in Chapter 8 regarding the homogeneous linear differential equation (4.3.2) is that every solution to the differential equation has the form

$$
\begin{equation*}
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x), \tag{4.3.4}
\end{equation*}
$$

where $y_{1}, y_{2}$ are any two nonproportional solutions. The form (4.3.4) for $y(x)$ is called a linear combination of $y_{1}(x)$ and $y_{2}(x)$. The power of this result is impressive: It reduces

[^26]the search for all solutions to Equation (4.3.2) to the search for just two nonproportional solutions. In vector space terms, the result can be restated as follows:

Every vector in the solution space to the differential equation (4.3.2) can be written as a linear combination of any two nonproportional solutions $y_{1}$ and $y_{2}$.

We say that the solution space is spanned by $y_{1}$ and $y_{2}$. For example, we saw in Example 1.2.13 that the set of all solutions to the differential equation

$$
y^{\prime \prime}+\omega^{2} y=0
$$

is spanned by $y_{1}(x)=\cos \omega x$ and $y_{2}(x)=\sin \omega x$. We now begin our investigation as to whether this type of idea will work more generally when the solution set to a problem is a vector space. For example, what about the solution set to a homogeneous linear system $A \mathbf{x}=\mathbf{0}$ ? We might suspect that if there are $k$ free variables defining the vectors in nullspace $(A)$, then every solution to $A \mathbf{x}=\mathbf{0}$ can be expressed as a linear combination of $k$ basic solutions. We will establish that this is indeed the case in Section 4.9. The two key concepts we need to generalize are (1) spanning a general vector space with a set of vectors, and (2) linear independence in a general vector space. These will be addressed in turn in the next two sections.

## Exercises for 4.3

## Key Terms

Subspace, Zero vector check, Trivial subspace, Null space of a matrix $A$.

## Skills

- Be able to express typical vectors from a subset $S$ of a vector space $V$ in set notation.
- Be able to check whether or not a subset $S$ of a vector space $V$ is a subspace of $V$.
- Be able to compute the null space of an $m \times n$ matrix $A$.


## True-False Review

For Questions (a)-(h), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The null space of an $m \times n$ matrix $A$ with real elements is a subspace of $\mathbb{R}^{m}$.
(b) The solution set of any linear system of $m$ equations in $n$ variables forms a subspace of $\mathbb{C}^{n}$.
(c) The points in $\mathbb{R}^{2}$ that lie on the line $y=m x+b$ form a subspace of $\mathbb{R}^{2}$ if and only if $b=0$.
(d) If $m<n$, then $\mathbb{R}^{m}$ is a subspace of $\mathbb{R}^{n}$.
(e) A nonempty subset $S$ of a vector space $V$ that is closed under scalar multiplication contains the zero vector of $V$.
(f) If $V=\mathbb{R}$ is a vector space under the usual operations of addition and scalar multiplication, then the subset $\mathbb{R}^{+}$of positive real numbers, together with the operations defined in Problem 20 of Section 4.2, forms a subspace of $V$.
(g) If $V=\mathbb{R}^{3}$ and $S$ consists of all points on the $x y$-plane, the $x z$-plane, and the $y z$-plane, then $S$ is a subspace of $V$.
(h) If $V$ is a vector space, then two different subspaces of $V$ can contain no common vectors other than $\mathbf{0}$.

## Problems

1. Let $S=\left\{\mathbf{x} \in \mathbb{R}^{3}: \mathbf{x}=(r-2 s, 3 r+s, s), r, s \in \mathbb{R}\right\}$.
(a) Show that $S$ is a subspace of $\mathbb{R}^{3}$.
(b) Show that the vectors in $S$ lie on the plane with equation $3 x-y+7 z=0$.
2. Let $S=\left\{\mathbf{x} \in \mathbb{R}^{2}: \mathbf{x}=(2 k,-3 k), k \in \mathbb{R}\right\}$.
(a) Show that $S$ is a subspace of $\mathbb{R}^{2}$.
(b) Make a sketch depicting the subspace $S$ in the Cartesian plane.

For Problems 3-22, express $S$ in set notation and determine whether it is a subspace of the given vector space $V$.
3. $V=\mathbb{R}^{3}$, and $S$ is the set of all vectors $(x, y, z)$ in $V$ such that $z=3 x$ and $y=2 x$.
4. $V=\mathbb{R}^{2}$, and $S$ is the set of all vectors $(x, y)$ in $V$ satisfying $3 x+2 y=0$.
5. $V=\mathbb{R}^{4}$, and $S$ is the set of all vectors of the form $\left(x_{1}, 0, x_{3}, 2\right)$.
6. $V=\mathbb{R}^{3}$, and $S$ is the set of all vectors $(x, y, z)$ in $V$ satisfying $x+y+z=1$.
7. $V=\mathbb{R}^{n}$, and $S$ is the set of all solutions to the nonhomogeneous linear system $A \mathbf{x}=\mathbf{b}$, where $A$ is a fixed $m \times n$ matrix and $\mathbf{b}(\neq \mathbf{0})$ is a fixed vector.
8. $V=\mathbb{R}^{2}$, and $S$ consists of all vectors $(x, y)$ satisfying $x^{2}-y^{2}=0$.
9. $V=M_{2}(\mathbb{R})$, and $S$ is the subset of all $2 \times 2$ matrices with $\operatorname{det}(A)=1$.
10. $V=M_{n}(\mathbb{R})$, and $S$ is the subset of all $n \times n$ lower triangular matrices.
11. $V=M_{n}(\mathbb{R})$, and $S$ is the subset of all $n \times n$ invertible matrices.
12. $V=M_{2}(\mathbb{R})$, and $S$ is the subset of all $2 \times 2$ matrices whose four elements sum to zero.
13. $V=M_{3 \times 2}(\mathbb{R})$, and $S$ is the subset of all $3 \times 2$ matrices such that the elements in each column sum to zero.
14. $V=M_{2 \times 3}(\mathbb{R})$, and $S$ is the subset of all $2 \times 3$ matrices such that the elements in each row sum to 10 .
15. $V=M_{2}(\mathbb{R})$, and $S$ is the subset of all $2 \times 2$ real symmetric matrices.
16. $V$ is the vector space of all real-valued functions defined on the interval $[a, b]$, and $S$ is the subset of $V$ consisting of all real-valued functions $[a, b]$ satisfying $f(a)=5 \cdot f(b)$.
17. $V$ is the vector space of all real-valued functions defined on the interval $[a, b]$, and $S$ is the subset of $V$ consisting of all real-valued functions $[a, b]$ satisfying $f(a)=1$.
18. $V$ is the vector space of all real-valued functions defined on the interval $(-\infty, \infty)$, and $S$ is the subset of $V$ consisting of all real-valued functions satisfying $f(-x)=f(x)$ for all $x \in(-\infty, \infty)$.
19. $V=P_{2}(\mathbb{R})$, and $S$ is the subset of $P_{2}(\mathbb{R})$ consisting of all polynomials of the form $p(x)=a x^{2}+b$.
20. $V=P_{2}(\mathbb{R})$, and $S$ is the subset of $P_{2}(\mathbb{R})$ consisting of all polynomials of the form $p(x)=a x^{2}+1$.
21. $V=C^{2}(I)$, and $S$ is the subset of $V$ consisting of those functions satisfying the differential equation

$$
y^{\prime \prime}+2 y^{\prime}-y=0
$$

on $I$.
22. $V=C^{2}(I)$, and $S$ is the subset of $V$ consisting of those functions satisfying the differential equation

$$
y^{\prime \prime}+2 y^{\prime}-y=1
$$

on $I$.
For Problems 23-29, determine the null space of the given matrix $A$.
23. $A=\left[\begin{array}{ll}1 & 4\end{array}\right]$.
24. $A=\left[\begin{array}{lll}1 & -3 & 2\end{array}\right]$.
25. $A=\left[\begin{array}{rr}2 & -4 \\ 1 & 2 \\ -3 & -5\end{array}\right]$.
26. $A=\left[\begin{array}{llll}1 & 2 & 3 & 4 \\ 5 & 6 & 7 & 8\end{array}\right]$.
27. $A=\left[\begin{array}{rrr}1 & -2 & 1 \\ 4 & -7 & -2 \\ -1 & 3 & 4\end{array}\right]$.
28. $A=\left[\begin{array}{rrrr}1 & 3 & -2 & 1 \\ 3 & 10 & -4 & 6 \\ 2 & 5 & -6 & -1\end{array}\right]$.
29. $A=\left[\begin{array}{rrr}1 & i & -2 \\ 3 & 4 i & -5 \\ -1 & -3 i & i\end{array}\right]$.
30. Show that the set of all solutions to the nonhomogeneous differential equation

$$
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=F(x)
$$

where $F(x)$ is nonzero on an interval $I$, is not a subspace of $C^{2}(I)$.
31. Let $S_{1}$ and $S_{2}$ be subspaces of a vector space $V$. Let

$$
\begin{aligned}
& S_{1} \cup S_{2}=\left\{\mathbf{v} \in V: \mathbf{v} \in S_{1} \text { or } \mathbf{v} \in S_{2}\right\}, \\
& S_{1} \cap S_{2}=\left\{\mathbf{v} \in V: \mathbf{v} \in S_{1} \text { and } \mathbf{v} \in S_{2}\right\},
\end{aligned}
$$

(a) Show that, in general, $S_{1} \cup S_{2}$ is not a subspace of $V$.
(b) Show that $S_{1} \cap S_{2}$ is a subspace of $V$.
(c) Show that $S_{1}+S_{2}$ is a subspace of $V$. and let
$S_{1}+S_{2}=\left\{\mathbf{v} \in V: \mathbf{v}=\mathbf{x}+\mathbf{y}\right.$ for some $\mathbf{x} \in S_{1}$ and $\left.\mathbf{y} \in S_{2}\right\}$.

### 4.4 Spanning Sets

The only algebraic operations that are defined in a vector space $V$ are those of addition and scalar multiplication. Consequently, the most general way in which we can combine the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ in $V$ is

$$
\begin{equation*}
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}, \tag{4.4.1}
\end{equation*}
$$

where $c_{1}, c_{2}, \ldots, c_{k}$ are scalars. An expression of the form (4.4.1) is called a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$. Since $V$ is closed under addition and scalar multiplication, it follows that the foregoing linear combination is itself a vector in $V$. One of the questions that we wish to answer is whether every vector in a vector space can be obtained by taking linear combinations of a finite set of vectors. The following terminology is used in the case when the answer to this question is affirmative:

## DEFINITION 4.4.1

If every vector in a vector space $V$ can be written as a linear combination of $\mathbf{v}_{1}$, $\mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$, we say that $V$ is spanned or generated by $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ and call the set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ a spanning set for $V$. In this case, we also say that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ spans $V$.

This spanning idea was introduced at the end of the preceding section within the framework of differential equations. In addition, we are all used to representing geometric vectors in $\mathbb{R}^{3}$ in terms of their components as (see Section 4.1)

$$
\mathbf{v}=a \mathbf{i}+b \mathbf{j}+c \mathbf{k},
$$

where $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ denote the unit vectors pointing along the positive $x-, y$-, and $z$-axes, respectively, of a rectangular Cartesian coordinate system. Using the above terminology, we say that $\mathbf{v}$ has been expressed as a linear combination of the vectors $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$, and that the vector space $\mathbb{R}^{3}$ is spanned by $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$.

We now consider several examples to illustrate the spanning concept in different vector spaces.

Example 4.4.2 Show that $\mathbb{R}^{2}$ is spanned by the vectors

$$
\mathbf{v}_{1}=(1,1) \quad \text { and } \quad \mathbf{v}_{2}=(2,-1) .
$$

Solution: We must establish that for every $\mathbf{v}=\left(x_{1}, x_{2}\right)$ in $\mathbb{R}^{2}$, there exist constants $c_{1}$ and $c_{2}$ such that

$$
\begin{equation*}
\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2} \tag{4.4.2}
\end{equation*}
$$

That is, in component form,

$$
\left(x_{1}, x_{2}\right)=c_{1}(1,1)+c_{2}(2,-1) .
$$

Equating corresponding components in this equation yields the following linear system:


Figure 4.4.1: The vector $\mathbf{v}=(2,1)$ expressed as a linear combination of $\mathbf{v}_{1}=(1,1)$ and $\mathbf{v}_{2}=(2,-1)$.


Figure 4.4.2: Any two noncollinear vectors in $\mathbb{R}^{2}$ $\operatorname{span} \mathbb{R}^{2}$.

$$
\begin{aligned}
& c_{1}+2 c_{2}=x_{1}, \\
& c_{1}-c_{2}=x_{2} .
\end{aligned}
$$

In this system, we view $x_{1}$ and $x_{2}$ as fixed, while the variables we must solve for are $c_{1}$ and $c_{2}$. The determinant of the matrix of coefficients of this system is

$$
\left|\begin{array}{rr}
1 & 2 \\
1 & -1
\end{array}\right|=-3 .
$$

Since this is nonzero regardless of the values of $x_{1}$ and $x_{2}$, the matrix of coefficients is invertible, and hence for all $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$, the system has a (unique) solution according to Theorem 2.6.5. Thus, Equation (4.4.2) can be satisfied for any vector $\mathbf{v} \in \mathbb{R}^{2}$, and so, the given vectors do span $\mathbb{R}^{2}$.

Remark In Example 4.4.2 we are not actually required to solve the system obtained for the unknowns $c_{1}$ and $c_{2}$. We simply need to show that the system has a solution. This is not an uncommon scenario in theoretical mathematics. It is possible, of course, to go further and solve the linear system explicitly. For the interested reader, solving the linear system yields

$$
c_{1}=\frac{1}{3}\left(x_{1}+2 x_{2}\right), \quad c_{2}=\frac{1}{3}\left(x_{1}-x_{2}\right) .
$$

Hence,

$$
\left(x_{1}, x_{2}\right)=\frac{1}{3}\left(x_{1}+2 x_{2}\right) \mathbf{v}_{1}+\frac{1}{3}\left(x_{1}-x_{2}\right) \mathbf{v}_{2} .
$$

For example, if $\mathbf{v}=(2,1)$, then $c_{1}=\frac{4}{3}$ and $c_{2}=\frac{1}{3}$, so that $\mathbf{v}=\frac{4}{3} \mathbf{v}_{1}+\frac{1}{3} \mathbf{v}_{2}$. This is illustrated in Figure 4.4.1.

More generally, any two nonzero and noncollinear vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ in $\mathbb{R}^{2}$ span $\mathbb{R}^{2}$, since, as illustrated geometrically in Figure 4.4.2, every vector in $\mathbb{R}^{2}$ can be written as a linear combination of $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$.

Example 4.4.3 Determine whether the vectors $\mathbf{v}_{1}=(1,-3,6), \mathbf{v}_{2}=(1,-4,2)$, and $\mathbf{v}_{3}=(-2,10,4)$ span $\mathbb{R}^{3}$.

Solution: Let $\mathbf{v}=\left(x_{1}, x_{2}, x_{3}\right)$ be an arbitrary vector in $\mathbb{R}^{3}$. We must determine whether there are real numbers $c_{1}, c_{2}, c_{3}$ such that

$$
\begin{equation*}
\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+c_{3} \mathbf{v}_{3} \tag{4.4.3}
\end{equation*}
$$

or, in component form,

$$
\left(x_{1}, x_{2}, x_{3}\right)=c_{1}(1,-3,6)+c_{2}(1,-4,2)+c_{3}(-2,10,4) .
$$

Equating corresponding components on either side of this vector equation yields

$$
\begin{aligned}
c_{1}+c_{2}-2 c_{3} & =x_{1}, \\
-3 c_{1}-4 c_{2}+10 c_{3} & =x_{2}, \\
6 c_{1}+2 c_{2}+4 c_{3} & =x_{3} .
\end{aligned}
$$

Reducing the augmented matrix for this system to row-echelon form, we obtain

$$
\left[\begin{array}{rrr|c}
1 & 1 & -2 & x_{1} \\
0 & 1 & -4 & -3 x_{1}-x_{2} \\
0 & 0 & 0 & -18 x_{1}-4 x_{2}+x_{3}
\end{array}\right] .
$$

It follows that the system is consistent if and only if $x_{1}, x_{2}, x_{3}$ satisfy

$$
\begin{equation*}
-18 x_{1}-4 x_{2}+x_{3}=0 \tag{4.4.4}
\end{equation*}
$$

Consequently, Equation (4.4.3) holds only for those vectors $\mathbf{v}=\left(x_{1}, x_{2}, x_{3}\right)$ in $\mathbb{R}^{3}$ whose components satisfy Equation (4.4.4). Hence, $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$ do not span $\mathbb{R}^{3}$. Geometrically, Equation (4.4.4) is the equation of a plane through the origin in space, and so by taking linear combinations of the given vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$, we can obtain only those vectors that lie on this plane. We leave it as an exercise to verify that indeed the three given vectors lie in the plane with Equation (4.4.4). It is worth noting that this plane forms a subspace $S$ of $\mathbb{R}^{3}$, and that while $V$ is not spanned by the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}, S$ is.

The reason that the vectors in the previous example did not span $\mathbb{R}^{3}$ was because they were coplanar. In general, any three noncoplanar vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$ in $\mathbb{R}^{3}$ span $\mathbb{R}^{3}$ since, as illustrated in Figure 4.4.3, every vector in $\mathbb{R}^{3}$ can be written as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$. In the coming sections, we will make this same observation from a more algebraic point of view.


Figure 4.4.3: Any three noncoplanar vectors in $\mathbb{R}^{3}$ span $\mathbb{R}^{3}$.
Notice in the previous example that the linear combination (4.4.3) can be written as the matrix equation

$$
A \mathbf{c}=\mathbf{v},
$$

where $\mathbf{c}$ is the column vector of unknowns $\mathbf{c}=\left[\begin{array}{l}c_{1} \\ c_{2} \\ c_{3}\end{array}\right]$ and the columns of $A$ are the given vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}: A=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right]$. Thus, the question of whether or not the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$ span $\mathbb{R}^{3}$ can be formulated as follows: Does the system $A \mathbf{c}=\mathbf{v}$ have a solution $\mathbf{c}$ for every $\mathbf{v}$ in $\mathbb{R}^{3}$ ? If so, then the column vectors of $A$ span $\mathbb{R}^{3}$, and if not, then the column vectors of $A$ do not span $\mathbb{R}^{3}$. This reformulation applies more generally to vectors in $\mathbb{R}^{n}$, and we state it here for the record.

Theorem 4.4.4 Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ be vectors in $\mathbb{R}^{n}$. Then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ spans $\mathbb{R}^{n}$ if and only if, for the matrix $A=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right]$, the linear system $A \mathbf{c}=\mathbf{v}$ is consistent for every $\mathbf{v}$ in $\mathbb{R}^{n}$.

Proof Rewriting the system $A \mathbf{c}=\mathbf{v}$ as the linear combination

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}=\mathbf{v}
$$

we see that the existence of a solution $\left(c_{1}, c_{2}, \ldots, c_{k}\right)$ to this vector equation for each $\mathbf{v}$ in $\mathbb{R}^{n}$ is equivalent to the statement that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ spans $\mathbb{R}^{n}$.

Next, we consider a couple of examples involving vector spaces other than $\mathbb{R}^{n}$.
 $M_{2}(\mathbb{R})$.
Solution: An arbitrary vector in $M_{2}(\mathbb{R})$ is of the form $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. If we write $c_{1} A_{1}+c_{2} A_{2}+c_{3} A_{3}+c_{4} A_{4}=A$, then equating the elements of the matrices on each side of the equation yields the system

$$
\begin{aligned}
c_{1}+c_{2}+c_{3}+c_{4} & =a, \\
c_{2}+c_{3}+c_{4} & =b, \\
c_{3}+c_{4} & =c, \\
c_{4} & =d .
\end{aligned}
$$

Solving this by back substitution gives

$$
\begin{equation*}
c_{1}=a-b, \quad c_{2}=b-c, \quad c_{3}=c-d, \quad c_{4}=d . \tag{4.4.5}
\end{equation*}
$$

Hence, we have

$$
A=(a-b) A_{1}+(b-c) A_{2}+(c-d) A_{3}+d A_{4} .
$$

Consequently every vector in $M_{2}(\mathbb{R})$ can be written as a linear combination of $A_{1}, A_{2}$, $A_{3}$, and $A_{4}$, and therefore, these matrices do indeed span $M_{2}(\mathbb{R})$. Of course, we note once more that the actual solution (4.4.5) for $c_{1}, c_{2}, c_{3}$, and $c_{4}$ is not required here-merely the observation that the system can be solved is sufficient.

Remark The most natural spanning set for $M_{2}(\mathbb{R})$ is

$$
\left\{\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]\right\},
$$

a fact that we leave to the reader as an exercise.

Example 4.4.6 Determine a spanning set for $P_{2}(\mathbb{R})$, the vector space of all polynomials of degree 2 or less.

Solution: The general polynomial in $P_{2}(\mathbb{R})$ is

$$
p(x)=a_{0}+a_{1} x+a_{2} x^{2} .
$$

If we let

$$
p_{0}(x)=1, \quad p_{1}(x)=x, \quad p_{2}(x)=x^{2}
$$

then

$$
p(x)=a_{0} p_{0}(x)+a_{1} p_{1}(x)+a_{2} p_{2}(x)
$$

Thus, every vector in $P_{2}(\mathbb{R})$ is a linear combination of $1, x$, and $x^{2}$, and so a spanning set for $P_{2}(\mathbb{R})$ is $\left\{1, x, x^{2}\right\}$. For practice, the reader might show that $\left\{x^{2}, x+x^{2}, 1+x+x^{2}\right\}$ is another spanning set for $P_{2}(\mathbb{R})$, by making the appropriate modifications to the calculations in this example.

We will look at a couple more examples of a similar nature to Example 4.4 .6 shortly, but to facilitate this, it is useful at this point to discuss in more detail the concept of the span of a finite set of vectors.

## The Linear Span of a Set of Vectors

Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ be vectors in a vector space $V$. Forming all possible linear combinations of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ generates a subset of $V$ called the linear span of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$, denoted $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$. We have

$$
\begin{equation*}
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}=\left\{\mathbf{v} \in V: \mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}, c_{1}, c_{2}, \ldots, c_{k} \in F\right\} \tag{4.4.6}
\end{equation*}
$$

For example, suppose $V=C^{2}(I)$, and let $y_{1}(x)=\sin x$ and $y_{2}(x)=\cos x$. Then

$$
\operatorname{span}\left\{y_{1}, y_{2}\right\}=\left\{y \in C^{2}(I): y(x)=c_{1} \cos x+c_{2} \sin x, \quad \text { for some } c_{1}, c_{2} \in \mathbb{R}\right\}
$$

From Example 1.2.13, we recognize $y_{1}$ and $y_{2}$ as being nonproportional solutions to the differential equation $y^{\prime \prime}+y=0$. Consequently, in this example, the linear span of the given functions coincides with the set of all solutions to the differential equation $y^{\prime \prime}+y=0$ and therefore is a subspace of $V$. Our next theorem generalizes this to show that any linear span of vectors in any vector space forms a subspace.

Theorem 4.4.7 Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ be vectors in a vector space $V$. Then span $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is a subspace of $V$.

Proof Let $S=\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$. Then $\mathbf{0} \in S$ (corresponding to $c_{1}=c_{2}=\cdots=$ $c_{k}=0$ in (4.4.6)), so $S$ is nonempty. We now verify closure of $S$ under addition and scalar multiplication. If $\mathbf{v}$ and $\mathbf{w}$ are in $S$, then, from Equation (4.4.6),

$$
\mathbf{v}=a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{k} \mathbf{v}_{k} \quad \text { and } \quad \mathbf{w}=b_{1} \mathbf{v}_{1}+b_{2} \mathbf{v}_{2}+\cdots+b_{k} \mathbf{v}_{k}
$$

for some scalars $a_{i}, b_{i}$. Thus,

$$
\begin{aligned}
\mathbf{v}+\mathbf{w} & =\left(a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{k} \mathbf{v}_{k}\right)+\left(b_{1} \mathbf{v}_{1}+b_{2} \mathbf{v}_{2}+\cdots+b_{k} \mathbf{v}_{k}\right) \\
& =\left(a_{1}+b_{1}\right) \mathbf{v}_{1}+\left(a_{2}+b_{2}\right) \mathbf{v}_{2}+\cdots+\left(a_{k}+b_{k}\right) \mathbf{v}_{k} \\
& =c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}
\end{aligned}
$$

where $c_{i}=a_{i}+b_{i}$ for each $i=1,2, \ldots, k$. Consequently, $\mathbf{v}+\mathbf{w}$ has the proper form for membership in $S$ according to (4.4.6), so $S$ is closed under addition. Further, if $r$ is any scalar, then

$$
\begin{aligned}
r \mathbf{v}=r\left(a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{k} \mathbf{v}_{k}\right) & =\left(r a_{1}\right) \mathbf{v}_{1}+\left(r a_{2}\right) \mathbf{v}_{2}+\cdots+\left(r a_{k}\right) \mathbf{v}_{k} \\
& =d_{1} \mathbf{v}_{1}+d_{2} \mathbf{v}_{2}+\cdots+d_{k} \mathbf{v}_{k}
\end{aligned}
$$

where $d_{i}=r a_{i}$ for each $i=1,2, \ldots, k$. Consequently, $r \mathbf{v} \in S$, and so $S$ is also closed under scalar multiplication. Hence, $S=\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is a subspace of $V$.

## Remarks

1. As a special case, we will declare that $\operatorname{span}(\emptyset)=\{\mathbf{0}\}$.
2. We will also refer to $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ as the subspace of $V$ spanned by $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$.
3. In general, Theorem 4.4.7 provides an effective way to produce subspaces of a given vector space $V$ that is already in place. One simply needs to take any finite set of vectors in $V$ and form their linear span. While a given set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ in a vector space $V$ may or may not span the whole of $V$, the definition of the linear span of a set of vectors given above makes it clear that this set does span the subspace $S=\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$.

Example 4.4.8 If $V=\mathbb{R}^{2}$ and $\mathbf{v}_{1}=(-1,1)$, determine $\operatorname{span}\left\{\mathbf{v}_{1}\right\}$.
Solution: We have

$$
\begin{aligned}
\operatorname{span}\left\{\mathbf{v}_{1}\right\}=\left\{\mathbf{v} \in \mathbb{R}^{2}: \mathbf{v}=c_{1} \mathbf{v}_{1}, c_{1} \in \mathbb{R}\right\} & =\left\{\mathbf{v} \in \mathbb{R}^{2}: \mathbf{v}=c_{1}(-1,1), c_{1} \in \mathbb{R}\right\} \\
& =\left\{\mathbf{v} \in \mathbb{R}^{2}: \mathbf{v}=\left(-c_{1}, c_{1}\right), c_{1} \in \mathbb{R}\right\} .
\end{aligned}
$$

Geometrically, this is the line through the origin with parametric equations $x=-c_{1}$, $y=c_{1}$, so that the Cartesian equation of the line is $y=-x$. (See Figure 4.4.4.)


Figure 4.4.4: The subspace of $\mathbb{R}^{2}$ spanned by $\mathbf{v}_{1}=(-1,1)$.
Example 4.4.9 If $V=\mathbb{R}^{3}$ and $\mathbf{v}_{1}=(1,0,1)$ and $\mathbf{v}_{2}=(0,1,1)$, determine the subspace of $\mathbb{R}^{3}$ spanned by $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$. Does $\mathbf{w}=(1,1,-1)$ lie in this subspace?

Solution: We have

$$
\begin{aligned}
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\} & =\left\{\mathbf{v} \in \mathbb{R}^{3}: \mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}, c_{1}, c_{2} \in \mathbb{R}\right\} \\
& =\left\{\mathbf{v} \in \mathbb{R}^{3}: \mathbf{v}=c_{1}(1,0,1)+c_{2}(0,1,1), c_{1}, c_{2} \in \mathbb{R}\right\} \\
& =\left\{\mathbf{v} \in \mathbb{R}^{3}: \mathbf{v}=\left(c_{1}, c_{2}, c_{1}+c_{2}\right), c_{1}, c_{2} \in \mathbb{R}\right\} .
\end{aligned}
$$

The vector $\mathbf{w}=(1,1,-1)$ is not of the form $\left(c_{1}, c_{2}, c_{1}+c_{2}\right)$, since the system $c_{1}=1$, $c_{2}=1$, and $c_{1}+c_{2}=-1$ clearly has no solutions. Therefore, $\mathbf{w}$ does not lie in $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$. Geometrically, $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is the plane through the origin determined by the two given vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$. It has parametric equations $x=c_{1}, y=c_{2}$, $z=c_{1}+c_{2}$, which implies that its Cartesian equation is $z=x+y$. Thus, the fact that $\mathbf{w}$ is not in $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ means that $\mathbf{w}$ does not lie in this plane. The subspace is depicted in Figure 4.4.5.


Figure 4.4.5: The subspace of $\mathbb{R}^{3}$ spanned by $\mathbf{v}_{1}=(1,0,1)$ and $\mathbf{v}_{2}=(0,1,1)$ is the plane with Cartesian equation $z=x+y$.

Example 4.4.10
Let $A_{1}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right], A_{2}=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right], A_{3}=\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]$ in $M_{2}(\mathbb{R})$. Determine $\operatorname{span}\left\{A_{1}, A_{2}, A_{3}\right\}$.
Solution: By definition we have

$$
\begin{aligned}
& \operatorname{span}\left\{A_{1}, A_{2}, A_{3}\right\} \\
& \quad=\left\{A \in M_{2}(\mathbb{R}): A=c_{1} A_{1}+c_{2} A_{2}+c_{3} A_{3}, c_{1}, c_{2}, c_{3} \in \mathbb{R}\right\} \\
& \quad=\left\{A \in M_{2}(\mathbb{R}): A=c_{1}\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+c_{2}\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]+c_{3}\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right], c_{1}, c_{2}, c_{3} \in \mathbb{R}\right\} \\
& \quad=\left\{A \in M_{2}(\mathbb{R}): A=\left[\begin{array}{ll}
c_{1} & c_{2} \\
c_{2} & c_{3}
\end{array}\right], c_{1}, c_{2}, c_{3} \in \mathbb{R}\right\}
\end{aligned}
$$

This is the set of all real $2 \times 2$ symmetric matrices.

Example 4.4.11 Determine the subspace of $P_{2}(\mathbb{R})$ spanned by

$$
p_{1}(x)=1+3 x, \quad p_{2}(x)=x+x^{2}
$$

and decide whether $\left\{p_{1}(x), p_{2}(x)\right\}$ is a spanning set for $P_{2}(\mathbb{R})$.
Solution: We have

$$
\begin{aligned}
\operatorname{span}\left\{p_{1}(x), p_{2}(x)\right\} & =\left\{p(x) \in P_{2}(\mathbb{R}): p(x)=c_{1} p_{1}(x)+c_{2} p_{2}(x), c_{1}, c_{2} \in \mathbb{R}\right\} \\
& =\left\{p(x) \in P_{2}(\mathbb{R}): p(x)=c_{1}(1+3 x)+c_{2}\left(x+x^{2}\right), c_{1}, c_{2} \in \mathbb{R}\right\} \\
& =\left\{p(x) \in P_{2}(\mathbb{R}): p(x)=c_{1}+\left(3 c_{1}+c_{2}\right) x+c_{2} x^{2}, c_{1}, c_{2} \in \mathbb{R}\right\}
\end{aligned}
$$

Next, we will show that $\left\{p_{1}(x), p_{2}(x)\right\}$ is not a spanning set for $P_{2}(\mathbb{R})$. A general element in $P_{2}(\mathbb{R})$ has the form $p(x)=a+b x+c x^{2}$ for some real scalars $a, b$, and $c$. We can see from the last expression for $\operatorname{span}\left\{p_{1}(x), p_{2}(x)\right\}$ above that unless $b=3 a+c, p(x)$ will not belong to $\operatorname{span}\left\{p_{1}(x), p_{2}(x)\right\}$. Therefore, since some polynomials in $P_{2}(\mathbb{R})$ will not have this form, $\left\{p_{1}(x), p_{2}(x)\right\}$ is not a spanning set for $P_{2}(\mathbb{R})$. In Section 4.6 , we will see from a theoretical point of view how we could have drawn this conclusion immediately, without even computing what $\operatorname{span}\left\{p_{1}(x), p_{2}(x)\right\}$ is.

In the last few examples, we have started with some vectors in a vector space $V$ and computed their linear span. Let us conclude this section with a couple of examples where we turn this process around and instead seek a set of vectors that will span $V$.

Example 4.4.12 Find a spanning set for the vector space $V$ of all $3 \times 3$ skew-symmetric matrices.
Solution: Recall from Example 4.3.6 that $V$ does indeed form a vector space. A typical element of $V$ can be written as

$$
A=\left[\begin{array}{rrr}
0 & a & b \\
-a & 0 & c \\
-b & -c & 0
\end{array}\right] .
$$

To find a spanning set for $V$, we express $A$ as a linear combination as follows:

$$
A=a\left[\begin{array}{rrr}
0 & 1 & 0  \tag{4.4.7}\\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+b\left[\begin{array}{rrr}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right]+c\left[\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right] .
$$

Therefore, we can write every general element in $V$ as a linear combination of the three matrices appearing on the right side of (4.4.7). Thus, one spanning set for $V$ is given by

$$
\left\{\left[\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{rrr}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right],\left[\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right]\right\} .
$$

Example 4.4.13 Find a spanning set for the null space of the matrix $A=\left[\begin{array}{rrr}-1 & 5 & 3 \\ 2 & -10 & -6\end{array}\right]$.
Solution: We begin by computing the null space of $A$, as described in Section 4.3. A short calculation gives us the following row-echelon form for the matrix $A^{\#}$ : $\left[\begin{array}{rrr|r}1 & -5 & -3 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$. Therefore, the null space of $A$ is precisely the set of points $(x, y, z)$ in $\mathbb{R}^{3}$ such that $x-5 y-3 z=0$. Setting $y=s$ and $z=t$, we have $x=5 s+3 t$. Thus, elements in the null space of $A$ can be written in the form $(5 s+3 t, s, t)$, where $s, t \in \mathbb{R}$. To find a spanning set, we write

$$
(5 s+3 t, s, t)=s(5,1,0)+t(3,0,1),
$$

so that $\{(5,1,0),(3,0,1)\}$ is a spanning set for the null space of $A$.
In both of the last two examples, the key step is to take a general element of the vector space in question, expressed using arbitrary parameters, and then "bust out" those parameters as scalars in a linear combination in order to obtain the vectors in a spanning set. This is an important skill that the reader should practice and master, as it will be needed many times in what lies ahead.

## Exercises for 4.4

## Key Terms

Linear combination, Linear span, Spanning set.

## Skills

- Be able to determine whether a given set of vectors $S$ spans a vector space $V$, and be able to prove your answer mathematically.
- Be able to determine the linear span of a set of vectors. For vectors in $\mathbb{R}, \mathbb{R}^{2}$, and $\mathbb{R}^{3}$ be able to give a geometric description of the linear span.
- If $S$ is a spanning set for a vector space $V$, be able to write any vector in $V$ as a linear combination of the elements of $S$.
- Be able to construct a spanning set for a vector space $V$. As a special case, be able to determine a spanning set for the null space of an $m \times n$ matrix.
- Be able to determine whether a particular vector $\mathbf{v}$ in a vector space $V$ lies in the linear span of a set $S$ of vectors in $V$.


## True-False Review

For Questions (a)-(1), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The linear span of a set of vectors in a vector space $V$ forms a subspace of $V$.
(b) If some vector $\mathbf{v}$ in a vector space $V$ is a linear combination of vectors in a set $S$, then $S$ spans $V$.
(c) If $S$ is a spanning set for a vector space $V$ and $W$ is a subspace of $V$, then $S$ is a spanning set for $W$.
(d) If $S$ is a spanning set for a vector space $V$, then every vector $\mathbf{v}$ in $V$ must be uniquely expressible as a linear combination of the vectors in $S$.
(e) A set $S$ of vectors in a vector space $V$ spans $V$ if and only if the linear span of $S$ is $V$.
(f) The linear span of two vectors in $\mathbb{R}^{3}$ must be a plane through the origin.
(g) Every vector space $V$ has a finite spanning set.
(h) If $S$ is a spanning set for a vector space $V$, then any proper subset $S^{\prime}$ of $S$ (i.e., $S^{\prime} \neq S$ ) not a spanning set for $V$.
(i) The vector space of $3 \times 3$ upper triangular matrices is spanned by the matrices $E_{i j}$ where $1 \leq i \leq j \leq 3$.
(j) A spanning set for the vector space $P_{2}(\mathbb{R})$ must contain a polynomial of each degree 0,1 , and 2 .
(k) If $m<n$, then any spanning set for $\mathbb{R}^{n}$ must contain more vectors than any spanning set for $\mathbb{R}^{m}$.
(l) The vector space $P(\mathbb{R})$ of all polynomials with real coefficients cannot be spanned by a finite set $S$.

## Problems

For Problems 1-4, determine whether the given set of vectors spans $\mathbb{R}^{2}$.

1. $\{(5,-1)\}$
2. $\{(1,-1),(2,-2),(2,3)\}$.
3. $\{(2,5),(0,0)\}$.
4. $\{(6,-2),(-2,2 / 3),(3,-1)\}$.

Recall that three vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}$ in $\mathbb{R}^{3}$ are coplanar if and only if

$$
\operatorname{det}\left(\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right]\right)=0 .
$$

For Problems 5-8, use this result to determine whether the given set of vectors spans $\mathbb{R}^{3}$.
5. $\{(1,-1,1),(2,5,3),(4,-2,1)\}$.
6. $\{(1,-2,1),(2,3,1),(4,-1,2)\}$.
7. $\{(2,-1,4),(3,-3,5),(1,1,3)\}$.
8. $\{(1,2,3),(4,5,6),(7,8,9)\}$.
9. Show that the set of vectors

$$
\{(-4,1,3),(5,1,6),(6,0,2)\}
$$

does not span $\mathbb{R}^{3}$, but that it does span the subspace of $\mathbb{R}^{3}$ consisting of all vectors lying in the plane with equation $x+13 y-3 z=0$.
10. Show that the set of vectors

$$
\{(1,2,3),(3,4,5),(4,5,6)\}
$$

does not span $\mathbb{R}^{3}$, but that it does span the subspace of $\mathbb{R}^{3}$ consisting of all vectors lying in the plane with equation $x-2 y+z=0$.
11. Show that $\mathbf{v}_{1}=(2,-1), \mathbf{v}_{2}=(3,2)$ span $\mathbb{R}^{2}$ and express the vector $\mathbf{v}=(5,-7)$ as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}$.
12. Show that $\mathbf{v}_{1}=(1,-5), \mathbf{v}_{2}=(6,3)$ span $\mathbb{R}^{2}$, and express the vector $\mathbf{v}=(x, y)$ as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}$.
13. Show that $\mathbf{v}_{1}=(1,-3,2), \mathbf{v}_{2}=(1,0,-1), \mathbf{v}_{3}=$ $(1,2,-4)$ span $\mathbb{R}^{3}$, and express $\mathbf{v}=(9,8,7)$ as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}$.
14. Show that $\mathbf{v}_{1}=(-1,3,2), \mathbf{v}_{2}=(1,-2,1), \mathbf{v}_{3}=$ $(2,1,1)$ span $\mathbb{R}^{3}$, and express $\mathbf{v}=(x, y, z)$ as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}$.
15. Show that $\mathbf{v}_{1}=(1,1), \mathbf{v}_{2}=(-1,2), \mathbf{v}_{3}=(1,4)$ span $\mathbb{R}^{2}$. Do $\mathbf{v}_{1}, \mathbf{v}_{2}$ alone span $\mathbb{R}^{2}$ also?
16. Let $S$ be the subspace of $\mathbb{R}^{3}$ consisting of all vectors of the form $\mathbf{v}=\left(c_{1}, c_{2}, c_{2}-2 c_{1}\right)$. Determine a set of vectors that spans $S$.
17. Let $S$ be the subspace of $\mathbb{R}^{4}$ consisting of all vectors of the form $\mathbf{v}=\left(c_{1}, c_{2}, c_{2}-c_{1}, c_{1}-2 c_{2}\right)$. Determine a set of vectors that spans $S$.
18. Let $S$ be the subspace of $M_{2}(\mathbb{R})$ consisting of all skewsymmetric $2 \times 2$ matrices with real elements. Determine a matrix that spans $S$.
19. Let $S$ be the subset of $M_{2}(\mathbb{R})$ consisting of all upper triangular $2 \times 2$ matrices.
(a) Verify that $S$ is a subspace of $M_{2}(\mathbb{R})$.
(b) Determine a set of $2 \times 2$ matrices that span $S$.
20. Let $S$ be the subspace of $M_{2}(\mathbb{R})$ consisting of all $2 \times 2$ matrices whose four elements sum to zero (see Problem 12 in Section 4.3). Find a set of vectors that spans $S$.
21. Let $S$ be the subspace of $M_{3}(\mathbb{R})$ consisting of all $3 \times 3$ matrices such that the elements in each row and each column sum to zero. Find a set of vectors that spans $S$.
22. Let $S$ be the subspace of $M_{3}(\mathbb{R})$ consisting of all $3 \times 3$ symmetric matrices. Find a set of vectors that spans $S$.
23. Let $S$ be the subspace of $\mathbb{R}^{3}$ consisting of all solutions to the linear system

$$
x-2 y-z=0 .
$$

Determine a set of vectors that spans $S$.
24. Let $S$ be the subspace of $P_{3}(\mathbb{R})$ consisting of all polynomials $p(x)$ in $P_{3}(\mathbb{R})$ such that $p^{\prime}(x)=0$. Find a set of vectors that spans $S$.

For Problems 25-33, determine a spanning set for the null space of the given matrix $A$.
25. The matrix $A$ defined in Problem 23 in Section 4.3.
26. The matrix $A$ defined in Problem 24 in Section 4.3.
27. The matrix $A$ defined in Problem 25 in Section 4.3.
28. The matrix $A$ defined in Problem 26 in Section 4.3.
29. The matrix $A$ defined in Problem 27 in Section 4.3.
30. The matrix $A$ defined in Problem 28 in Section 4.3.
31. The matrix $A$ defined in Problem 29 in Section 4.3.
32. $A=\left[\begin{array}{rrrr}1 & 2 & 3 & 5 \\ 1 & 3 & 4 & 2 \\ 2 & 4 & 6 & -1\end{array}\right]$.
33. $A=\left[\begin{array}{lll}1 & 2 & 3 \\ 3 & 4 & 5 \\ 5 & 6 & 7\end{array}\right]$.

For Problems 34-35, determine $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ for the given vectors in $\mathbb{R}^{3}$, and describe it geometrically.
34. $\mathbf{v}_{1}=(1,-1,2), \mathbf{v}_{2}=(2,-1,3)$.
35. $\mathbf{v}_{1}=(1,2,-1), \mathbf{v}_{2}=(-2,-4,2)$.
36. Let $S$ be the subspace of $\mathbb{R}^{3}$ spanned by the vectors $\mathbf{v}_{1}=(1,1,-1), \mathbf{v}_{2}=(2,1,3), \mathbf{v}_{3}=(-2,-2,2)$. Show that $S$ is also spanned by $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ only.

For Problems 37-39, determine whether the given vector $\mathbf{v}$ lies in $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$.
37. $\mathbf{v}=(3,3,4), \mathbf{v}_{1}=(1,-1,2), \mathbf{v}_{2}=(2,1,3)$ in $\mathbb{R}^{3}$.
38. $\mathbf{v}=(5,3,-6), \mathbf{v}_{1}=(-1,1,2), \mathbf{v}_{2}=(3,1,-4)$ in $\mathbb{R}^{3}$.
39. $\mathbf{v}=(1,1,-2), \mathbf{v}_{1}=(3,1,2), \mathbf{v}_{2}=(-2,-1,1)$ in $\mathbb{R}^{3}$.
40. If $p_{1}(x)=x-4$ and $p_{2}(x)=x^{2}-x+3$, determine whether $p(x)=2 x^{2}-x+2$ lies in $\operatorname{span}\left\{p_{1}, p_{2}\right\}$.
41. Consider the vectors

$$
A_{1}=\left[\begin{array}{rr}
1 & -1 \\
2 & 0
\end{array}\right], A_{2}=\left[\begin{array}{rr}
0 & 1 \\
-2 & 1
\end{array}\right], A_{3}=\left[\begin{array}{ll}
3 & 0 \\
1 & 2
\end{array}\right]
$$

in $M_{2}(\mathbb{R})$. Determine $\operatorname{span}\left\{A_{1}, A_{2}, A_{3}\right\}$.
42. Consider the vectors

$$
A_{1}=\left[\begin{array}{rr}
1 & 2 \\
-1 & 3
\end{array}\right], A_{2}=\left[\begin{array}{rr}
-2 & 1 \\
1 & -1
\end{array}\right]
$$

in $M_{2}(\mathbb{R})$. Find $\operatorname{span}\left\{A_{1}, A_{2}\right\}$, and determine whether or not $B=\left[\begin{array}{rr}3 & 1 \\ -2 & 4\end{array}\right]$ lies in this subspace.
43. Let $V=C^{\infty}(I)$ and let $S$ be the subspace of $V$ spanned by the functions

$$
f(x)=\cosh x, \quad g(x)=\sinh x .
$$

(a) Give an expression for a general vector in $S$.
(b) Show that $S$ is also spanned by the functions

$$
h(x)=e^{x}, \quad j(x)=e^{-x} .
$$

For Problems 44-47, give a geometric description of the subspace of $\mathbb{R}^{3}$ spanned by the given set of vectors.
44. $\{0\}$.
45. $\left\{\mathbf{v}_{1}\right\}$, where $\mathbf{v}_{1}$ is any nonzero vector in $\mathbb{R}^{3}$.
46. $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$, where $\mathbf{v}_{1}, \mathbf{v}_{2}$ are nonzero and noncollinear vectors in $\mathbb{R}^{3}$.
47. $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$, where $\mathbf{v}_{1}, \mathbf{v}_{2}$ are collinear vectors in $\mathbb{R}^{3}$.
48. Prove that if $S$ and $S^{\prime}$ are subsets of a vector space $V$ such that $S$ is a subset of $S^{\prime}$, then $\operatorname{span}(S)$ is a subset of $\operatorname{span}\left(S^{\prime}\right)$.
49. Prove that

$$
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}=\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}
$$

if and only if $\mathbf{v}_{3}$ can be written as a linear combination of $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$.

### 4.5 Linear Dependence and Linear Independence

As indicated in the previous section, in analyzing a vector space we will be interested in determining a spanning set. The reader has perhaps already noticed that a vector space $V$ can have many such spanning sets.

Example 4.5.1 Observe that $\{(1,0),(0,1)\},\{(1,0),(1,1)\}$, and $\{(1,0),(0,1),(1,2)\}$ are three different spanning sets for $\mathbb{R}^{2}$.

As another illustration, two different spanning sets for $V=M_{2}(\mathbb{R})$ were given in Example 4.4.5 and the remark that followed. Given the abundance of spanning sets available for a given vector space $V$, we are faced with a natural question: Is there a "best class" of spanning sets to use? The answer, to a large degree, is yes. For instance, in Example 4.5.1, the spanning set $\{(1,0),(0,1),(1,2)\}$ contains an "extra" vector, $(1,2)$, which seems to be unnecessary for spanning $\mathbb{R}^{2}$, since $\{(1,0),(0,1)\}$ is already a spanning set. In some sense, $\{(1,0),(0,1)\}$ is a more efficient spanning set. It is what we call a minimal spanning set, since it contains the minimum number of vectors needed to span the vector space. ${ }^{4}$

But how will we know if we have found a minimal spanning set (assuming one exists)? Returning to the example above, we have seen that

$$
\operatorname{span}\{(1,0),(0,1)\}=\operatorname{span}\{(1,0),(0,1),(1,2)\}=\mathbb{R}^{2}
$$

Observe that the vector $(1,2)$ is already a linear combination of $(1,0)$ and $(0,1)$, and therefore, it does not add any new vectors to the linear span of $\{(1,0),(0,1)\}$.

As a second example, consider the vectors $\mathbf{v}_{1}=(1,1,1), \mathbf{v}_{2}=(3,-2,1)$, and $\mathbf{v}_{3}=4 \mathbf{v}_{1}+\mathbf{v}_{2}=(7,2,5)$. It is easily verified that $\operatorname{det}\left(\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right]\right)=0$. Consequently, the three vectors lie in a plane (see Figure 4.5.1) and therefore, since they are not collinear, the linear span of these three vectors is the whole of this plane. Furthermore, the same plane is generated if we consider the linear span of $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ alone. As in the previous example, the reason that $\mathbf{v}_{3}$ does not add any new vectors to the linear span of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is that it is already a linear combination of $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$. It is not possible, however, to generate all vectors in the plane by taking linear combinations of just one of the given vectors, as we could only generate a line lying in the plane in that case. Consequently, $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is a minimal spanning set for the subspace of $\mathbb{R}^{3}$ consisting of all points lying on the plane.

As a final example, recall from Example 1.2.13 that the solution space to the differential equation

$$
y^{\prime \prime}+y=0
$$

[^27]

Figure 4.5.1: $\mathbf{v}_{3}=4 \mathbf{v}_{1}+\mathbf{v}_{2}$ lies in the plane through the origin containing $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$, and so, $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}=\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$.
can be written as $\operatorname{span}\left\{y_{1}, y_{2}\right\}$, where $y_{1}(x)=\cos x$ and $y_{2}(x)=\sin x$. However, if we let $y_{3}(x)=3 \cos x-2 \sin x$, for instance, then $\left\{y_{1}, y_{2}, y_{3}\right\}$ is also a spanning set for the solution space of the differential equation, since

$$
\begin{aligned}
\operatorname{span}\left\{y_{1}, y_{2}, y_{3}\right\} & =\left\{c_{1} \cos x+c_{2} \sin x+c_{3}(3 \cos x-2 \sin x): c_{1}, c_{2}, c_{3} \in \mathbb{R}\right\} \\
& =\left\{\left(c_{1}+3 c_{3}\right) \cos x+\left(c_{2}-2 c_{3}\right) \sin x: c_{1}, c_{2}, c_{3} \in \mathbb{R}\right\} \\
& =\left\{d_{1} \cos x+d_{2} \sin x: d_{1}, d_{2} \in \mathbb{R}\right\} \\
& =\operatorname{span}\left\{y_{1}, y_{2}\right\} .
\end{aligned}
$$

The reason that $\left\{y_{1}, y_{2}, y_{3}\right\}$ is not a minimal spanning set for the solution space is that $y_{3}$ is a linear combination of $y_{1}$ and $y_{2}$, and therefore, as we have just shown, it does not add any new vectors to the linear span of $\{\cos x, \sin x\}$.

More generally, it is not too difficult to extend the argument used in the preceding examples to establish the following general result.

Theorem 4.5.2 Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be a set of at least two vectors in a vector space $V$. If one of the vectors in the set is a linear combination of the other vectors in the set, then that vector can be deleted from the given set of vectors and the linear span of the resulting set of vectors will be the same as the linear span of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$.

Proof The proof of this result is left for the exercises (Problem 51).
For instance, if $\mathbf{v}_{1}$ is a linear combination of $\mathbf{v}_{2}, \mathbf{v}_{3}, \ldots, \mathbf{v}_{k}$, then Theorem 4.5.2 says that

$$
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}=\operatorname{span}\left\{\mathbf{v}_{2}, \mathbf{v}_{3}, \ldots, \mathbf{v}_{k}\right\} .
$$

In this case, the set $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is not a minimal spanning set.
To determine a minimal spanning set, the problem that we are faced with in view of Theorem 4.5.2 is that of determining when a vector in $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ can be expressed as a linear combination of the remaining vectors in the set. The correct formulation for solving this problem requires the concepts of linear dependence and linear independence, which we are now ready to introduce. First we consider linear dependence.

## DEFINITION 4.5.3

A finite nonempty set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ in a vector space $V$ is said to be linearly dependent if there exist scalars $c_{1}, c_{2}, \ldots, c_{k}$, not all zero, such that

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}=\mathbf{0}
$$

Such a nontrivial linear combination of vectors is sometimes referred to as a linear dependency among the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$.

A set of vectors that is not linearly dependent is called linearly independent. This can be stated mathematically as follows:

## DEFINITION 4.5.4

A finite, nonempty set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ in a vector space $V$ is said to be linearly independent if the only values of the scalars $c_{1}, c_{2}, \ldots, c_{k}$ for which

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}=\mathbf{0}
$$

$$
\text { are } c_{1}=c_{2}=\cdots=c_{k}=0
$$

## Remarks

1. It follows immediately from the preceding two definitions that a nonempty set of vectors in a vector space $V$ is linearly independent if and only if it is not linearly dependent.
2. If $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is a linearly independent set of vectors, we sometimes informally say that the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ are themselves linearly independent. The same remark applies to the linearly dependent condition as well.

Consider the simple case of a set containing a single vector $\mathbf{v}$. If $\mathbf{v}=\mathbf{0}$, then $\{\mathbf{v}\}$ is linearly dependent, since for any nonzero scalar $c_{1}$,

$$
c_{1} \mathbf{0}=\mathbf{0}
$$

On the other hand, if $\mathbf{v} \neq \mathbf{0}$, then the only value of the scalar $c_{1}$ for which

$$
c_{1} \mathbf{v}=\mathbf{0}
$$

is $c_{1}=0$. Consequently, $\{\mathbf{v}\}$ is linearly independent. We can therefore state the next theorem.

Theorem 4.5.5 A set consisting of a single vector $\mathbf{v}$ in a vector space $V$ is linearly dependent if and only if $\mathbf{v}=\mathbf{0}$. Therefore, any set consisting of a single nonzero vector is linearly independent.

We next establish that linear dependence of a set containing at least two vectors is equivalent to the property that we are interested in; namely, that at least one vector in the set can be expressed as a linear combination of the remaining vectors in the set.

Theorem 4.5.6 Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be a set of at least two vectors in a vector space $V$. Then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots\right.$, $\left.\mathbf{v}_{k}\right\}$ is linearly dependent if and only if at least one of the vectors in the set can be expressed as a linear combination of the others.

Proof If $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly dependent, then according to Definition 4.5.3, there exist scalars $c_{1}, c_{2}, \ldots, c_{k}$, not all zero, such that

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}=\mathbf{0} .
$$

Suppose that $c_{i} \neq 0$. Then we can express $\mathbf{v}_{i}$ as a linear combination of the other vectors as follows:

$$
\mathbf{v}_{i}=-\frac{1}{c_{i}}\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{i-1} \mathbf{v}_{i-1}+c_{i+1} \mathbf{v}_{i+1}+\cdots+c_{k} \mathbf{v}_{k}\right) .
$$

Conversely, suppose that one of the vectors, say, $\mathbf{v}_{j}$, can be expressed as a linear combination of the remaining vectors. That is,

$$
\mathbf{v}_{j}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{j-1} \mathbf{v}_{j-1}+c_{j+1} \mathbf{v}_{j+1}+\cdots+c_{k} \mathbf{v}_{k}
$$

Adding $(-1) \mathbf{v}_{j}$ to both sides of this equation yields

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{j-1} \mathbf{v}_{j-1}-\mathbf{v}_{j}+c_{j+1} \mathbf{v}_{j+1}+\cdots+c_{k} \mathbf{v}_{k}=\mathbf{0} .
$$

Since the coefficient of $\mathbf{v}_{j}$ is $-1 \neq 0$, the set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly dependent.

As far as the minimal spanning set idea is concerned, Theorems 4.5.6 and 4.5.2 tell us that a linearly dependent spanning set for a (nontrivial) vector space $V$ cannot be a minimal spanning set. On the other hand, we will see in the next section that a linearly independent spanning set for $V$ must be a minimal spanning set for $V$. For the remainder of this section, however, we focus more on the mechanics of determining whether a given set of vectors is linearly independent or linearly dependent. Sometimes this can be done by inspection. For example, Figure 4.5 .2 illustrates that any set of three vectors in $\mathbb{R}^{2}$ is linearly dependent.

Example 4.5.7 Let $V$ be the vector space of all functions defined on an interval $I$. If

$$
f_{1}(x)=1, \quad f_{2}(x)=2 \sin ^{2} x, \quad f_{3}(x)=-5 \cos ^{2} x
$$

then $\left\{f_{1}, f_{2}, f_{3}\right\}$ is linearly dependent in $V$, since the trigonometric identity $\sin ^{2} x+$ $\cos ^{2} x=1$ implies that for all $x \in I$,

$$
f_{1}(x)=\frac{1}{2} f_{2}(x)-\frac{1}{5} f_{3}(x) .
$$

We can therefore conclude from Theorem 4.5.2 that

$$
\operatorname{span}\left\{1,2 \sin ^{2} x,-5 \cos ^{2} x\right\}=\operatorname{span}\left\{2 \sin ^{2} x,-5 \cos ^{2} x\right\} .
$$

In relatively simple examples, the following general results can be applied. They are a direct consequence of the definition of linearly dependent vectors and are left for the exercises (Problem 52).

Proposition 4.5.8 Let $V$ be a vector space.

1. Any set of two vectors in $V$ is linearly dependent if and only if the vectors are proportional.
2. Any set of vectors in $V$ containing the zero vector is linearly dependent.

Example 4.5.9 If $\mathbf{v}_{1}=(1,2,-9)$ and $\mathbf{v}_{2}=(-2,-4,18)$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is linearly dependent in $\mathbb{R}^{3}$, since $\mathbf{v}_{2}=-2 \mathbf{v}_{1}$. Geometrically, $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ lie on the same line.

Remark We emphasize that the first result in Proposition 4.5.8 holds only for the case of two vectors. It cannot be applied to sets containing more than two vectors.

Example 4.5.10 If $\mathbf{v}_{1}=(2,4), \mathbf{v}_{2}=(-3,1)$, and $\mathbf{v}_{3}=(-1,5)$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is linearly dependent in $\mathbb{R}^{2}$ since $\mathbf{v}_{1}+\mathbf{v}_{2}-\mathbf{v}_{3}=\mathbf{0}$, but no two of these three vectors are proportional.

Example 4.5.11 If $A_{1}=\left[\begin{array}{ll}2 & 1 \\ 3 & 4\end{array}\right], A_{2}=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]$, and $A_{3}=\left[\begin{array}{rr}2 & 5 \\ -3 & 2\end{array}\right]$, then $\left\{A_{1}, A_{2}, A_{3}\right\}$ is linearly dependent in $M_{2}(\mathbb{R})$, since it contains the zero vector from $M_{2}(\mathbb{R})$.

For more complicated situations, we must resort to Definitions 4.5.3 and 4.5.4, although conceptually it is always helpful to keep in mind that the essence of the problem that we are solving is to determine whether a vector in a given set can be expressed as a linear combination of the remaining vectors in the set. We now give some examples to illustrate the use of Definitions 4.5.3 and 4.5.4.

Example 4.5.12 If $\mathbf{v}_{1}=(3,-1,2), \mathbf{v}_{2}=(-9,5,-2)$, and $\mathbf{v}_{3}=(-9,9,6)$, show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is linearly dependent in $\mathbb{R}^{3}$, and determine the linear dependency relationship.
Solution: We must first establish that there are values of the scalars $c_{1}, c_{2}, c_{3}$, not all zero, such that

$$
\begin{equation*}
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+c_{3} \mathbf{v}_{3}=\mathbf{0} \tag{4.5.1}
\end{equation*}
$$

Substituting for the given vectors yields

$$
c_{1}(3,-1,2)+c_{2}(-9,5,-2)+c_{3}(-9,9,6)=(0,0,0)
$$

That is,

$$
\left(3 c_{1}-9 c_{2}-9 c_{3},-c_{1}+5 c_{2}+9 c_{3}, 2 c_{1}-2 c_{2}+6 c_{3}\right)=(0,0,0) .
$$

Equating corresponding components on either side of this equation yields

$$
\begin{array}{r}
3 c_{1}-9 c_{2}-9 c_{3}=0, \\
-c_{1}+5 c_{2}+9 c_{3}=0, \\
2 c_{1}-2 c_{2}+6 c_{3}=0 .
\end{array}
$$

The reduced row-echelon form of the augmented matrix of this system is

$$
\left[\begin{array}{lll|l}
1 & 0 & 6 & 0 \\
0 & 1 & 3 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

Consequently, the system has an infinite number of solutions for $c_{1}, c_{2}, c_{3}$, and so, the vectors are linearly dependent.

In order to determine a specific linear dependency relationship, we proceed to find $c_{1}, c_{2}$, and $c_{3}$. Setting $c_{3}=t$, we have $c_{2}=-3 t$ and $c_{1}=-6 t$. Taking $t=1$ and substituting these values for $c_{1}, c_{2}, c_{3}$ into (4.5.1), we obtain the linear dependency relationship

$$
\begin{equation*}
-6 \mathbf{v}_{1}-3 \mathbf{v}_{2}+\mathbf{v}_{3}=\mathbf{0}, \tag{4.5.2}
\end{equation*}
$$

which can be easily verified using the given expressions for $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$. It follows from Theorem 4.5.2 that

$$
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}=\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\} .
$$

Geometrically, we can conclude that $\mathbf{v}_{3}$ lies in the plane determined by the vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$. The choice to focus on $\mathbf{v}_{3}$ here is somewhat arbitrary. We could alternatively draw similar conclusions about any one of the vectors that occurs in the linear dependency (4.5.2).

Example 4.5.13 Determine whether the set of polynomials $\left\{p_{1}(x), p_{2}(x), p_{3}(x), p_{4}(x)\right\}$ is linearly dependent or linearly independent in $P_{3}(\mathbb{R})$, where
$p_{1}(x)=1-4 x^{3}, \quad p_{2}(x)=2+2 x, \quad p_{3}(x)=1-x^{2}+2 x^{3}, \quad p_{4}(x)=2 x-x^{3}$.
Solution: The condition for determining whether these vectors are linearly dependent or linearly independent,

$$
c_{1} p_{1}(x)+c_{2} p_{2}(x)+c_{3} p_{3}(x)+c_{4} p_{4}(x)=0,
$$

is equivalent in this case to

$$
c_{1}\left(1-4 x^{3}\right)+c_{2}(2+2 x)+c_{3}\left(1-x^{2}+2 x^{3}\right)+c_{4}\left(2 x-x^{3}\right)=0,
$$

which is satisfied if and only if

$$
\begin{aligned}
c_{1}+2 c_{2}+c_{3} & =0, \\
2 c_{2}+2 c_{4} & =0, \\
-c_{3} & =0, \\
-4 c_{1}+2 c_{3}-c_{4} & =0 .
\end{aligned}
$$

The augmented matrix for this linear system is

$$
\left[\begin{array}{rrrr|r}
1 & 2 & 1 & 0 & 0 \\
0 & 2 & 0 & 2 & 0 \\
0 & 0 & -1 & 0 & 0 \\
-4 & 0 & 2 & -1 & 0
\end{array}\right] .
$$

Notice how the coefficients of the given polynomials appear in this matrix. Their coefficients are arranged by columns. The reduced row-echelon form for this matrix is

$$
\left[\begin{array}{llll|l}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right],
$$

which implies that the system has only the trivial solution $c_{1}=c_{2}=c_{3}=c_{4}=0$. It follows from Definition 4.5 .4 that $\left\{p_{1}(x), p_{2}(x), p_{3}(x), p_{4}(x)\right\}$ is linearly independent.

As a corollary to Theorem 4.5.2, we establish the following result.
Corollary 4.5.14 Any nonempty, finite set of linearly dependent vectors in a vector space $V$ contains a linearly independent subset that has the same linear span as the given set of vectors.

Proof Since the given set is linearly dependent, at least one of the vectors in the set is a linear combination of the remaining vectors, by Theorem 4.5.6. Thus, by Theorem 4.5.2, we can delete that vector from the set, and the resulting set of vectors will span the same subspace of $V$ as the original set. If the resulting set is linearly independent, then we are done. If not, then we can repeat the procedure to eliminate another vector in the set. Continuing in this manner (with a finite number of iterations), we will obtain a linearly independent set that spans the same subspace of $V$ as the subspace spanned by the original set of vectors.

Remark Corollary 4.5.14 is actually true even if the set of vectors in question is infinite, but we shall not need to consider that case in this text. In the case of an infinite set of vectors, other techniques are required for the proof.

Note that the linearly independent set that is obtained using the procedure given in the previous theorem is not unique, and therefore one question that arises is whether the number of vectors in any resulting linearly independent set is the same regardless of the manner in which the procedure is applied. We will give an affirmative answer to this question in Section 4.6.

## Example 4.5.15

Let $\mathbf{v}_{1}=(1,2,3), \mathbf{v}_{2}=(-1,1,4), \mathbf{v}_{3}=(3,3,2)$, and $\mathbf{v}_{4}=(-2,-4,-6)$. Determine a linearly independent set of vectors that spans the same subspace of $\mathbb{R}^{3}$ that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}, \mathbf{v}_{4}\right\}$ does.
Solution: Setting

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+c_{3} \mathbf{v}_{3}+c_{4} \mathbf{v}_{4}=\mathbf{0}
$$

requires that

$$
c_{1}(1,2,3)+c_{2}(-1,1,4)+c_{3}(3,3,2)+c_{4}(-2,-4,-6)=(0,0,0),
$$

leading to the linear system

$$
\begin{aligned}
c_{1}-c_{2}+3 c_{3}-2 c_{4} & =0, \\
2 c_{1}+c_{2}+3 c_{3}-4 c_{4} & =0, \\
3 c_{1}+4 c_{2}+2 c_{3}-6 c_{4} & =0 .
\end{aligned}
$$

The augmented matrix of this system is

$$
\left[\begin{array}{rrrr|r}
1 & -1 & 3 & -2 & 0 \\
2 & 1 & 3 & -4 & 0 \\
3 & 4 & 2 & -6 & 0
\end{array}\right],
$$

and the reduced row-echelon form of the augmented matrix of this system is

$$
\left[\begin{array}{rrrr|r}
1 & 0 & 2 & -2 & 0 \\
0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

The system has two free variables, $c_{3}=s$ and $c_{4}=t$, and so $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}, \mathbf{v}_{4}\right\}$ is linearly dependent. Free variables arise in the solution to this linear system because the third and fourth columns of the reduced row-echelon form are not pivoted. Thus, we may view the third and fourth vectors in the list we started with as the impediments to linear independence. Indeed, if we remove the third and fourth columns of the augmented matrix, we will no longer acquire free variables in the solution. Thus, $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is the linearly independent set of vectors we are seeking. Geometrically, the subspace $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}, \mathbf{v}_{4}\right\}$ of $\mathbb{R}^{3}$ is the plane spanned by $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$, and the vectors $\mathbf{v}_{3}$ and $\mathbf{v}_{4}$ lie in this plane.

## Linear Dependence and Linear Independence in $\mathbb{R}^{n}$

Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be a set of vectors in $\mathbb{R}^{n}$, and let $A$ denote the matrix that has $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ as column vectors. Thus,

$$
\begin{equation*}
A=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right] . \tag{4.5.3}
\end{equation*}
$$

Since each of the given vectors is in $\mathbb{R}^{n}$, it follows that $A$ has $n$ rows and is therefore an $n \times k$ matrix.

The linear combination $c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}=\mathbf{0}$ can be written in matrix form as (see Theorem 2.2.9)

$$
\begin{equation*}
A \mathbf{c}=\mathbf{0}, \tag{4.5.4}
\end{equation*}
$$

where $A$ is given in Equation (4.5.3) and $\mathbf{c}=\left[c_{1} c_{2} \ldots c_{k}\right]^{T}$. Consequently, we can state the following theorem and corollary:

Theorem 4.5.16 Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ be vectors in $\mathbb{R}^{n}$ and $A=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right]$. Then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly dependent if and only if the linear system $A \mathbf{c}=\mathbf{0}$ has a nontrivial solution for $\mathbf{c}$.

Corollary 4.5.17 Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ be vectors in $\mathbb{R}^{n}$ and $A=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right]$.

1. If $k>n$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly dependent.
2. If $k=n$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly dependent if and only if $\operatorname{det}(A)=0$.

Proof If $k>n$, the system (4.5.4) has an infinite number of solutions (see Corollary 2.5.11), and hence, the vectors are linearly dependent by Theorem 4.5.16.

On the other hand, if $k=n$, the system (4.5.4) is $n \times n$, and hence, from Corollary 3.2.6, it has an infinite number of solutions if and only if $\operatorname{det}(A)=0$.

In the case $k<n$, further investigation is generally required to assess whether the given set of vectors is linearly dependent or linearly independent.

Example 4.5.18 Determine whether the given vectors are linearly dependent or linearly independent in $\mathbb{R}^{4}$.
(a) $\mathbf{v}_{1}=(1,3,-1,0), \mathbf{v}_{2}=(2,9,-1,3), \mathbf{v}_{3}=(4,5,6,11), \mathbf{v}_{4}=(1,-1,2,5)$, $\mathbf{v}_{5}=(3,-2,6,7)$.
(b) $\mathbf{v}_{1}=(1,4,1,7), \mathbf{v}_{2}=(3,-5,2,3), \mathbf{v}_{3}=(2,-1,6,9), \mathbf{v}_{4}=(-2,3,1,6)$.

## Solution:

(a) Since we have five vectors in $\mathbb{R}^{4}$, Corollary 4.5 .17 implies that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}, \mathbf{v}_{4}, \mathbf{v}_{5}\right\}$ is necessarily linearly dependent.
(b) In this case, we have four vectors in $\mathbb{R}^{4}$, and therefore, we can use the determinant:

$$
\operatorname{det}(A)=\operatorname{det}\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}, \mathbf{v}_{4}\right]=\left|\begin{array}{rrrr}
1 & 3 & 2 & -2 \\
4 & -5 & -1 & 3 \\
1 & 2 & 6 & 1 \\
7 & 3 & 9 & 6
\end{array}\right|=-462
$$

Since the determinant is nonzero, it follows from Corollary 4.5.17 that the given set of vectors is linearly independent.

## Linear Independence of Functions

We now consider the general problem of determining whether or not a given set of functions is linearly independent or linearly dependent. We begin by specializing the general Definition 4.5.4 to the case of a set of functions defined on an interval $I$.

## DEFINITION 4.5.19

The set of functions $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ is linearly independent on an interval $I$ if and only if the only values of the scalars $c_{1}, c_{2}, \ldots, c_{k}$ such that

$$
\begin{equation*}
c_{1} f_{1}(x)+c_{2} f_{2}(x)+\cdots+c_{k} f_{k}(x)=0, \quad \text { for all } x \in I \tag{4.5.5}
\end{equation*}
$$

are $c_{1}=c_{2}=\cdots=c_{k}=0$.

The main point to notice is that the condition (4.5.5) must hold for all $x$ in $I$.
A key tool in deciding whether or not a collection of functions is linearly independent on an interval $I$ is the Wronskian. As we will see in Chapter 8 , we can draw particularly sharp conclusions from the Wronskian about the linear dependence or independence of a family of solutions to a differential equation.

## DEFINITION 4.5.20

Let $f_{1}, f_{2}, \ldots, f_{k}$ be functions in $C^{k-1}(I)$. The Wronskian of these functions is the order $k$ determinant defined by

$$
W\left[f_{1}, f_{2}, \ldots, f_{k}\right](x)=\left|\begin{array}{cccc}
f_{1}(x) & f_{2}(x) & \ldots & f_{k}(x) \\
f_{1}^{\prime}(x) & f_{2}^{\prime}(x) & \ldots & f_{k}^{\prime}(x) \\
\vdots & \vdots & & \vdots \\
f_{1}^{(k-1)}(x) & f_{2}^{(k-1)}(x) & \ldots & f_{k}^{(k-1)}(x)
\end{array}\right|
$$

Remark Notice that the Wronskian is a function defined on $I$. Also note that this function depends on the order of the functions in the Wronskian. For example, using properties of determinants,

$$
W\left[f_{2}, f_{1}, \ldots, f_{k}\right](x)=-W\left[f_{1}, f_{2}, \ldots, f_{k}\right](x)
$$

Example 4.5.21 If $f_{1}(x)=\sin x$ and $f_{2}(x)=\cos x$ on $(-\infty, \infty)$, then

$$
\begin{aligned}
W\left[f_{1}, f_{2}\right](x) & =\left|\begin{array}{rr}
\sin x & \cos x \\
\cos x & -\sin x
\end{array}\right|=(\sin x)(-\sin x)-(\cos x)(\cos x) \\
& =-\left(\sin ^{2} x+\cos ^{2} x\right)=-1 .
\end{aligned}
$$

Example 4.5.22 If $f_{1}(x)=x, f_{2}(x)=\frac{1}{x^{2}}$, and $f_{3}(x)=\frac{1}{x^{4}}$ on $(0, \infty)$, then for all $x>0$, we have

$$
W\left[f_{1}, f_{2}, f_{3}\right](x)=\left|\begin{array}{rrr}
x & \frac{1}{x^{2}} & \frac{1}{x^{4}} \\
1 & -\frac{2}{x^{3}} & -\frac{4}{x^{5}} \\
0 & \frac{6}{x^{4}} & \frac{20}{x^{6}}
\end{array}\right|=x\left(-\frac{40}{x^{9}}+\frac{24}{x^{9}}\right)-\left(\frac{20}{x^{8}}-\frac{6}{x^{8}}\right)=-\frac{30}{x^{8}} .
$$

We have used cofactor expansion along the first column in evaluating the determinant in this case.

We can now state and prove the main result about the Wronskian.

Theorem 4.5.23 Let $f_{1}, f_{2}, \ldots, f_{k}$ be functions in $C^{k-1}(I)$. If $W\left[f_{1}, f_{2}, \ldots, f_{k}\right]$ is nonzero at some point $x_{0}$ in $I$, then $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ is linearly independent on $I$.

Proof To apply Definition 4.5.19, assume that

$$
c_{1} f_{1}(x)+c_{2} f_{2}(x)+\cdots+c_{k} f_{k}(x)=0,
$$

for all $x$ in $I$. Then, differentiating $k-1$ times yields the linear system

$$
\begin{array}{rlll}
c_{1} f_{1}(x) & +c_{2} f_{2}(x) & +\cdots+c_{k} f_{k}(x) & =0, \\
c_{1} f_{1}^{\prime}(x) & +c_{2} f_{2}^{\prime}(x) & +\cdots+c_{k} f_{k}^{\prime}(x) & =0, \\
& & \vdots \\
& & \\
c_{1} f_{1}^{(k-1)}(x)+c_{2} f_{2}^{(k-1)}(x) & +\cdots+c_{k} f_{k}^{(k-1)}(x) & =0,
\end{array}
$$

where the unknowns in the system are $c_{1}, c_{2}, \ldots, c_{k}$. We wish to show that $c_{1}=c_{2}=$ $\cdots=c_{k}=0$. The determinant of the matrix of coefficients of this system is just $W\left[f_{1}, f_{2}, \ldots, f_{k}\right](x)$. Consequently, if $W\left[f_{1}, f_{2}, \ldots, f_{k}\right]\left(x_{0}\right) \neq 0$ for some $x_{0}$ in $I$, then the determinant of the matrix of coefficients of the system is nonzero at that point, and therefore the only solution to the system is the trivial solution $c_{1}=c_{2}=\cdots=c_{k}=0$. That is, the given set of functions is linearly independent on $I$.

## Remarks

1. Notice that it is only necessary for $W\left[f_{1}, f_{2}, \ldots, f_{k}\right](x)$ to be nonzero at one point in $I$ for $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ to be linearly independent on $I$.
2. Theorem 4.5 .23 does not say that if $W\left[f_{1}, f_{2}, \ldots, f_{k}\right](x)=0$ for every $x$ in $I$, then $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ is linearly dependent on $I$. As we will see in the next example below, the Wronskian of a linearly independent set of functions on an interval $I$ can be identically zero on $I$. Instead, the logical equivalent of the preceding theorem is: If $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ is linearly dependent on $I$, then $W\left[f_{1}, f_{2}, \ldots, f_{k}\right](x)=0$ at every point $x$ of $I$.

If $W\left[f_{1}, f_{2}, \ldots, f_{k}\right](x)=0$ for all $x$ in $I$, Theorem 4.5.23 gives no information as to the linear dependence or independence of $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ on $I$.

## Example 4.5.24

Determine whether the following functions are linearly dependent or linearly independent on $I=(-\infty, \infty)$.
(a) $f_{1}(x)=e^{x}, f_{2}(x)=x^{2} e^{x}$.
(b) $f_{1}(x)=x, f_{2}(x)=x+x^{2}, f_{3}(x)=2 x-x^{2}$.
(c) $f_{1}(x)=x^{2}, f_{2}(x)= \begin{cases}2 x^{2}, & \text { if } x \geq 0, \\ -x^{2}, & \text { if } x<0 .\end{cases}$

## Solution:

(a) $W\left[f_{1}, f_{2}\right](x)=\left|\begin{array}{cc}e^{x} & x^{2} e^{x} \\ e^{x} & e^{x}\left(x^{2}+2 x\right)\end{array}\right|=e^{2 x}\left(x^{2}+2 x\right)-x^{2} e^{2 x}=2 x e^{2 x}$. Since $W\left[f_{1}, f_{2}\right](x) \neq 0$ (except at $x=0$ ), the functions are linearly independent on $(-\infty, \infty)$.
(b)

$$
\begin{aligned}
W\left[f_{1}, f_{2}, f_{3}\right](x) & =\left|\begin{array}{ccc}
x & x+x^{2} & 2 x-x^{2} \\
1 & 1+2 x & 2-2 x \\
0 & 2 & -2
\end{array}\right| \\
& =x[(-2)(1+2 x)-2(2-2 x)]-\left[(-2)\left(x+x^{2}\right)-2\left(2 x-x^{2}\right)\right] \\
& =0 .
\end{aligned}
$$

Thus, no conclusion can be drawn from Theorem 4.5.23. However, a closer inspection of the functions reveals, for example, that

$$
f_{2}=3 f_{1}-f_{3}
$$

Consequently, the functions are linearly dependent on $(-\infty, \infty)$.
(c) If $x \geq 0$, then

$$
W\left[f_{1}, f_{2}\right](x)=\left|\begin{array}{cc}
x^{2} & 2 x^{2} \\
2 x & 4 x
\end{array}\right|=0
$$

whereas if $x<0$, then

$$
W\left[f_{1}, f_{2}\right](x)=\left|\begin{array}{ll}
x^{2} & -x^{2} \\
2 x & -2 x
\end{array}\right|=0
$$

Thus, $W\left[f_{1}, f_{2}\right](x)=0$ for all $x$ in $(-\infty, \infty)$, and so, no conclusion can be drawn from Theorem 4.5.23. Again we take a closer look at the given functions. They are sketched in Figure 4.5.3. In this case, we see that on the interval $(-\infty, 0)$, the functions are linearly dependent, since

$$
f_{1}+f_{2}=0
$$

They are also linearly dependent on $[0, \infty)$, since on this interval, we have

$$
2 f_{1}-f_{2}=0
$$



Figure 4.5.3: Two functions that are linearly independent on $(-\infty, \infty)$, but whose Wronskian is identically zero on that interval.

The key point is to realize that there is no set of nonzero constants $c_{1}, c_{2}$ for which

$$
c_{1} f_{1}+c_{2} f_{2}=0
$$

holds for all $x$ in $(-\infty, \infty)$. Hence, the given functions are linearly independent on $(-\infty, \infty)$. This illustrates our second remark following Theorem 4.5.23, and it emphasizes the importance of the role played by the interval $I$ when discussing linear dependence and linear independence of functions. A collection of functions may be linearly independent on an interval $I_{1}$, but linearly dependent on another interval $I_{2}$.

It might appear at this stage that the usefulness of the Wronskian is questionable, since if $W\left[f_{1}, f_{2}, \ldots, f_{k}\right]$ vanishes on an interval $I$, then no conclusion can be drawn as to the linear dependence or linear independence of the functions $f_{1}, f_{2}, \ldots, f_{k}$ on $I$. However, the real power of the Wronskian is in its application to solutions of linear differential equations of the form

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=0 \tag{4.5.6}
\end{equation*}
$$

In Chapter 8, we will establish that if we have $n$ functions that are solutions of an equation of the form (4.5.6) on an interval $I$, then if the Wronskian of these functions is identically zero on $I$, the functions are indeed linearly dependent on $I$. Thus, the Wronskian does completely characterize the linear dependence or linear independence of solutions of such equations. This is a fundamental result in the theory of linear differential equations.

## Exercises for 4.5

## Key Terms

Linearly dependent set, Linear dependency, Linearly independent set, Minimal spanning set, Wronskian of a set of functions.

## Skills

- For a set of one or two vectors, be able to determine at a glance whether it is linearly dependent or linearly independent.
- Be able to determine whether any given finite set of vectors is linearly dependent or linearly independent.
- For linearly dependent sets of vectors, be able to determine a linear dependency relationship among the vectors.
- Be able to take a linearly dependent set of vectors and remove vectors until it becomes a linearly independent set of vectors with the same linear span as the original set.
- Be able to produce a linearly independent set of vectors that spans a given subspace of a vector space $V$.
- Be able to conclude immediately that a set of $k$ vectors in $\mathbb{R}^{n}$ is linearly dependent if $k>n$, and know what can be said in the case where $k=n$ as well.
- Know what information the Wronskian does (and does not) give about the linear dependence or linear independence of a set of functions on an interval $I$.


## True-False Review

For Questions (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Every vector space $V$ possesses a unique minimal spanning set.
(b) The set of column vectors of a $5 \times 7$ matrix $A$ must be linearly dependent.
(c) The set of column vectors of a $7 \times 5$ matrix $A$ must be linearly independent.
(d) Any nonempty subset of a linearly independent set of vectors is linearly independent.
(e) If the Wronskian of a set of functions is nonzero at some point $x_{0}$ in an interval $I$, then the set of functions is linearly independent.
(f) If it is possible to express one of the vectors in a set $S$ as a linear combination of the others, then $S$ is a linearly dependent set.
(g) If a set of vectors $S$ in a vector space $V$ contains a linearly dependent subset, then $S$ is itself a linearly dependent set.
(h) A set of three vectors in a vector space $V$ is linearly dependent if and only if all three vectors are proportional to one another.
(i) If the Wronskian of a set of functions is identically zero at every point of an interval $I$, then the set of functions is linearly dependent.

## Problems

For Problems 1-10, determine whether the given set of vectors is linearly independent or linearly dependent in $\mathbb{R}^{n}$. In the case of linear dependence, find a dependency relationship.

1. $\{(3,6,9)\}$.
2. $\{(1,-1),(1,1)\}$.
3. $\{(2,-1),(3,2),(0,1)\}$.
4. $\{(1,-1,0),(0,1,-1),(1,1,1)\}$.
5. $\{(1,2,3),(1,-1,2),(1,-4,1)\}$.
6. $\{(-2,4,-6),(3,-6,9)\}$.
7. $\{(1,-1,2),(2,1,0)\}$.
8. $\{(-1,1,2),(0,2,-1),(3,1,2),(-1,-1,1)\}$.
9. $\{(1,-1,2,3),(2,-1,1,-1),(-1,1,1,1)\}$.
10. $\{(2,-1,0,1),(1,0,-1,2),(0,3,1,2)$, $(-1,1,2,1)\}$.
11. Let $\mathbf{v}_{1}=(1,2,3), \mathbf{v}_{2}=(4,5,6), \mathbf{v}_{3}=(7,8,9)$. Determine whether $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is linearly independent in $\mathbb{R}^{3}$. Describe

$$
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}
$$

geometrically.
12. Consider the vectors $\mathbf{v}_{1}=(2,-1,5), \mathbf{v}_{2}=(1,3,-4)$, $\mathbf{v}_{3}=(-3,-9,12)$ in $\mathbb{R}^{3}$.
(a) Show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is linearly dependent.
(b) Is $\mathbf{v}_{1} \in \operatorname{span}\left\{\mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ ? Draw a picture illustrating your answer.
13. Determine all values of the constant $k$ for which the vectors $(1,1, k),(0,2, k)$ and $(1, k, 6)$ are linearly dependent in $\mathbb{R}^{3}$.

For Problems 14-15, determine all values of the constant $k$ for which the given set of vectors is linearly independent in $\mathbb{R}^{4}$.
14. $\{(1,0,1, k),(-1,0, k, 1),(2,0,1,3)\}$.
15. $\{(1,1,0,-1),(1, k, 1,1),(2,1, k, 1),(-1,1,1, k)\}$.

For Problems 16-18, determine whether the given set of vectors is linearly independent in $M_{2}(\mathbb{R})$.
16. $A_{1}=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right], A_{2}=\left[\begin{array}{rr}2 & -1 \\ 0 & 1\end{array}\right], A_{3}=\left[\begin{array}{ll}3 & 6 \\ 0 & 4\end{array}\right]$.
17. $A_{1}=\left[\begin{array}{rr}2 & -1 \\ 3 & 4\end{array}\right], A_{2}=\left[\begin{array}{rr}-1 & 2 \\ 1 & 3\end{array}\right]$.
18. $A_{1}=\left[\begin{array}{ll}1 & 0 \\ 1 & 2\end{array}\right], A_{2}=\left[\begin{array}{rr}-1 & 1 \\ 2 & 1\end{array}\right], A_{3}=\left[\begin{array}{ll}2 & 1 \\ 5 & 7\end{array}\right]$.

For Problems 19-22, determine whether the given set of vectors is linearly independent in $P_{2}(\mathbb{R})$.
19. $p_{1}(x)=1-x, \quad p_{2}(x)=1+x$.
20. $p_{1}(x)=2+3 x, \quad p_{2}(x)=4+6 x$.
21. $p_{1}(x)=1-3 x^{2}, \quad p_{2}(x)=2 x+x^{2}, \quad p_{3}(x)=5$.
22. $p_{1}(x)=3 x+5 x^{2}, \quad p_{2}(x)=1+x+x^{2}$, $p_{3}(x)=2-x, \quad p_{4}(x)=1+2 x^{2}$.
23. Show that the vectors

$$
p_{1}(x)=a+b x \quad \text { and } \quad p_{2}(x)=c+d x
$$

are linearly independent in $P_{1}(\mathbb{R})$ if and only if the constants $a, b, c, d$ satisfy $a d-b c \neq 0$.
24. If $f_{1}(x)=\cos 2 x, f_{2}(x)=\sin ^{2} x, f_{3}(x)=\cos ^{2} x$, determine whether $\left\{f_{1}, f_{2}, f_{3}\right\}$ is linearly dependent or linearly independent in $C^{\infty}(-\infty, \infty)$.

For Problems 25-31, determine a linearly independent set of vectors that spans the same subspace of $V$ as that spanned by the original set of vectors.
25. $V=\mathbb{R}^{3},\{(1,2,3),(-3,4,5),(1,-4 / 3,-5 / 3)\}$.
26. $V=\mathbb{R}^{3},\{(3,1,5),(0,0,0),(1,2,-1),(-1,2,3)\}$.
27. $V=\mathbb{R}^{3},\{(1,1,1),(1,-1,1),(1,-3,1),(3,1,2)\}$.
28. $V=\mathbb{R}^{4}$,
$\{(1,1,-1,1),(2,-1,3,1),(1,1,2,1),(2,-1,2,1)\}$.
29. $V=M_{2}(\mathbb{R})$,

$$
\left\{\left[\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right],\left[\begin{array}{rr}
-1 & 2 \\
5 & 7
\end{array}\right],\left[\begin{array}{ll}
3 & 2 \\
1 & 1
\end{array}\right]\right\}
$$

30. $V=P_{1}(\mathbb{R}),\{2-5 x, 3+7 x, 4-x\}$.
31. $V=P_{2}(\mathbb{R}),\left\{2+x^{2}, 4-2 x+3 x^{2}, 1+x\right\}$.

For Problems 32-36, use the Wronskian to show that the given functions are linearly independent on the given interval $I$.
32. $f_{1}(x)=1, f_{2}(x)=x, f_{3}(x)=x^{2}, I=(-\infty, \infty)$.
33. $f_{1}(x)=\sin x, f_{2}(x)=\cos x, f_{3}(x)=\tan x$, $I=(-\pi / 2, \pi / 2)$.
34. $f_{1}(x)=1, f_{2}(x)=3 x, f_{3}(x)=x^{2}-1$, $I=(-\infty, \infty)$.
35. $f_{1}(x)=e^{2 x}, f_{2}(x)=e^{3 x}, f_{3}(x)=e^{-x}$, $I=(-\infty, \infty)$.
36.

$$
f_{1}(x)=\left\{\begin{aligned}
x^{2}, & \text { if } x \geq 0 \\
3 x^{3}, & \text { if } x<0
\end{aligned}\right.
$$

$$
f_{2}(x)=7 x^{2}, I=(-\infty, \infty)
$$

For Problems 37-39, show that the Wronskian of the given functions is identically zero on $(-\infty, \infty)$. Determine whether the functions are linearly independent or linearly dependent on that interval.
37. $f_{1}(x)=1, f_{2}(x)=x, f_{3}(x)=2 x-1$.
38. $f_{1}(x)=e^{x}, f_{2}(x)=e^{-x}, f_{3}(x)=\cosh x$.
39. $f_{1}(x)=2 x^{3}$,

$$
f_{2}(x)=\left\{\begin{aligned}
5 x^{3}, & \text { if } x \geq 0 \\
-3 x^{3}, & \text { if } x<0
\end{aligned}\right.
$$

40. Consider the functions $f_{1}(x)=x$,

$$
f_{2}(x)=\left\{\begin{aligned}
x, & \text { if } x \geq 0 \\
-x, & \text { if } x<0
\end{aligned}\right.
$$

(a) Show that $f_{2}$ is not in $C^{1}(-\infty, \infty)$.
(b) Show that $\left\{f_{1}, f_{2}\right\}$ is linearly dependent on the intervals $(-\infty, 0)$ and $[0, \infty)$, while it is linearly independent on the interval $(-\infty, \infty)$. Justify your results by making a sketch showing both of the functions.
41. Determine whether the functions $f_{1}(x)=x$,

$$
f_{2}(x)=\left\{\begin{array}{cl}
x, & \text { if } x \neq 0 \\
1, & \text { if } x=0
\end{array}\right.
$$

are linearly dependent or linearly independent on $I=$ $(-\infty, \infty)$.
42. Show that the functions

$$
f_{1}(x)=\left\{\begin{aligned}
x-1, & \text { if } x \geq 1 \\
2(x-1), & \text { if } x<1
\end{aligned}\right.
$$

$f_{2}(x)=2 x, f_{3}(x)=3$ form a linearly independent set on $(-\infty, \infty)$. Determine all intervals on which $\left\{f_{1}, f_{2}, f_{3}\right\}$ is linearly dependent.
43. (a) Show that $\left\{1, x, x^{2}, x^{3}\right\}$ is linearly independent on every interval.
(b) If $f_{k}(x)=x^{k}$ for $k=0,1, \ldots, n$, show that $\left\{f_{0}, f_{1}, \ldots, f_{n}\right\}$ is linearly independent on every interval for all fixed $n$.
44. (a) Show that the functions

$$
f_{1}(x)=e^{r_{1} x}, f_{2}(x)=e^{r_{2} x}, f_{3}(x)=e^{r_{3} x}
$$

have Wronskian

$$
\begin{aligned}
& W\left[f_{1}, f_{2}, f_{3}\right](x)=e^{\left(r_{1}+r_{2}+r_{3}\right) x}\left|\begin{array}{ccc}
1 & 1 & 1 \\
r_{1} & r_{2} & r_{3} \\
r_{1}^{2} & r_{2}^{2} & r_{3}^{2}
\end{array}\right| \\
& \quad=e^{\left(r_{1}+r_{2}+r_{3}\right) x}\left(r_{3}-r_{1}\right)\left(r_{3}-r_{2}\right)\left(r_{2}-r_{1}\right)
\end{aligned}
$$

and hence determine the conditions on $r_{1}, r_{2}, r_{3}$ such that $\left\{f_{1}, f_{2}, f_{3}\right\}$ is linearly independent on every interval.
(b) More generally, show that the set of functions

$$
\left\{e^{r_{1} x}, e^{r_{2} x}, \ldots, e^{r_{n} x}\right\}
$$

is linearly independent on every interval if and only if all of the $r_{i}$ are distinct. [Hint: Show that the Wronskian of the given functions is a multiple of the $n \times n$ Vandermonde determinant, and then use Problem 30 in Section 3.3.]
45. Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ be a linearly independent set in a vector space $V$, and let $\mathbf{v}=\alpha \mathbf{v}_{1}+\mathbf{v}_{2}, \mathbf{w}=\mathbf{v}_{1}+\alpha \mathbf{v}_{2}$, where $\alpha$ is a constant. Use Definition 4.5.4 to determine all values of $\alpha$ for which $\{\mathbf{v}, \mathbf{w}\}$ is linearly independent.
46. If $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ are vectors in a vector space $V$, and $\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}$ are each linear combinations of them, prove that $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right\}$ is linearly dependent.
47. Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ be a set of linearly independent vectors in a vector space $V$ and suppose that the vectors $\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{n}$ are each linear combinations of them. It follows that we can write

$$
\mathbf{u}_{k}=\sum_{i=1}^{m} a_{i k} \mathbf{v}_{i}, \quad k=1,2, \ldots, n
$$

for appropriate constants $a_{i k}$.
(a) If $n>m$, prove that $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{n}\right\}$ is linearly dependent on $V$.
(b) If $n=m$, prove that $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{n}\right\}$ is linearly independent in $V$ if and only if $\operatorname{det}\left[a_{i j}\right] \neq 0$.
(c) If $n<m$, prove that $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{n}\right\}$ is linearly independent in $V$ if and only if $\operatorname{rank}(A)=n$, where $A=\left[a_{i j}\right]$.
(d) Which result from this section do these results generalize?
48. Prove from Definition 4.5 .4 that if $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is linearly independent and if $A$ is an invertible $n \times n$ matrix, then the set $\left\{A \mathbf{v}_{1}, A \mathbf{v}_{2}, \ldots, A \mathbf{v}_{n}\right\}$ is linearly independent.
49. Prove that if $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is linearly independent and $\mathbf{v}_{3}$ is not in $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is linearly independent.
50. Generalizing the previous exercise, prove that if $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly independent and $\mathbf{v}_{k+1}$ is not in $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k+1}\right\}$ is linearly independent.
51. Prove Theorem 4.5.2.
52. Prove Proposition 4.5.8.
53. Prove that if $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ spans a vector space $V$, then for every vector $\mathbf{v}$ in $V,\left\{\mathbf{v}, \mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly dependent.
54. Prove that if $V=P_{n}(\mathbb{R})$ and $S=\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}$ is a set of vectors in $V$ each of a different degree, then $S$ is linearly independent. [Hint: Assume without loss of generality that the polynomials are ordered in descending degree: $\operatorname{deg}\left(p_{1}\right)>\operatorname{deg}\left(p_{2}\right)>\cdots>\operatorname{deg}\left(p_{k}\right)$. Assuming that $c_{1} p_{1}+c_{2} p_{2}+\cdots+c_{k} p_{k}=0$, first show that $c_{1}$ is zero by examining the highest degree. Then repeat for lower degrees to show successively that $c_{2}=0, c_{3}=0$, and so on.]

### 4.6 Bases and Dimension

In the preceding two sections, we have encountered the concept of a spanning set for a vector space and the concept of a linearly independent set of vectors. In this section, we put the two concepts together to arrive at one of the most important definitions in this entire text and a cornerstone of linear algebra.

## DEFINITION 4.6.1

A set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ in a vector space $V$ is called a basis ${ }^{5}$ for $V$ if
(a) The vectors are linearly independent.
(b) The vectors span $V$.

In the preceding section, we saw that a minimal spanning set must be linearly independent. Thus, every minimal spanning set is a basis. Corollary 4.6 .6 below will establish that every basis is a minimal spanning set.

Notice that if we have a finite spanning set for a vector space, then we can always, in principle, determine a basis for $V$ by using the technique of Corollary 4.5.14. Furthermore, the computational aspects of determining a basis have been covered in the previous two sections, since all we are really doing is combining the two concepts of linear independence and linear span. Consequently, this section is somewhat more theoretically oriented than the preceding ones. The reader is encouraged to not gloss over the theoretical aspects, as these really are fundamental results in linear algebra.

There do exist vector spaces $V$ for which it is impossible to find a finite set of linearly independent vectors that span $V$. The vector space $C^{n}(I), n \geq 1$, is such an example (Example 4.6.19). Such vector spaces are called infinite-dimensional vector spaces. Our primary interest in this text, however, will be vector spaces that contain a finite spanning set of linearly independent vectors. These are known as finite-dimensional vector spaces, and we will encounter numerous examples of them throughout the remainder of this section.

We begin with the vector space $\mathbb{R}^{n}$. In $\mathbb{R}^{2}$, the most natural basis, denoted $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$, consists of the two vectors

$$
\begin{equation*}
\mathbf{e}_{1}=(1,0), \quad \mathbf{e}_{2}=(0,1) \tag{4.6.1}
\end{equation*}
$$

and in $\mathbb{R}^{3}$, the most natural basis, denoted $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$, consists of the three vectors

$$
\begin{equation*}
\mathbf{e}_{1}=(1,0,0), \quad \mathbf{e}_{2}=(0,1,0), \quad \mathbf{e}_{3}=(0,0,1) \tag{4.6.2}
\end{equation*}
$$

The verification that the sets (4.6.1) and (4.6.2) are indeed bases of $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, respectively, is straightforward and left as an exercise. ${ }^{6}$ These bases are referred to as the standard basis on $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, respectively. In the case of the standard basis for $\mathbb{R}^{3}$ given in (4.6.2), we recognize the vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ as the familiar unit vectors $\mathbf{i}, \mathbf{j}, \mathbf{k}$ pointing along the positive $x$-, $y$-, and $z$-axes of the rectangular Cartesian coordinate system.

More generally, consider the set of vectors $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ in $\mathbb{R}^{n}$ defined by

$$
\mathbf{e}_{1}=(1,0, \ldots, 0), \quad \mathbf{e}_{2}=(0,1, \ldots, 0), \quad \ldots, \quad \mathbf{e}_{n}=(0,0, \ldots, 1)
$$

These vectors are linearly independent by Corollary 4.5.17 since

$$
\operatorname{det}\left(\left[\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right]\right)=\operatorname{det}\left(I_{n}\right)=1 \neq 0
$$

Furthermore, the vectors span $\mathbb{R}^{n}$, since an arbitrary vector $\mathbf{v}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $\mathbb{R}^{n}$ can be written as

$$
\begin{aligned}
\mathbf{v} & =x_{1}(1,0, \ldots, 0)+x_{2}(0,1, \ldots, 0)+\cdots+x_{n}(0,0, \ldots, 1) \\
& =x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+\cdots+x_{n} \mathbf{e}_{n}
\end{aligned}
$$

[^28]Consequently, $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ is a basis for $\mathbb{R}^{n}$. We refer to this basis as the standard basis for $\mathbb{R}^{n}$.

The general vector in $\mathbb{R}^{n}$ has $n$ components, and the standard basis vectors arise as the $n$ vectors that are obtained by sequentially setting one component to the value 1 and the other components to 0 . In general, this is how we obtain standard bases in vector spaces whose vectors are determined by the specification of $n$ constants. We illustrate with some examples.

Example 4.6.2 Determine the standard basis for $M_{2}(\mathbb{R})$.
Solution: The general matrix in $M_{2}(\mathbb{R})$ is $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. Consequently, there are four parameters that give rise to four special vectors in $M_{2}(\mathbb{R})$. Sequentially setting one of these parameters to the value 1 and the others to 0 generates the following four matrices:

$$
E_{11}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad E_{12}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad E_{21}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], \quad E_{22}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .
$$

We see that $\left\{E_{11}, E_{12}, E_{21}, E_{22}\right\}$ is a spanning set for $M_{2}(\mathbb{R})$. Furthermore,

$$
c_{1} E_{11}+c_{2} E_{12}+c_{3} E_{21}+c_{4} E_{22}=0_{2}
$$

holds if and only if

$$
c_{1}\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+c_{2}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+c_{3}\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]+c_{4}\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] ;
$$

that is, if and only if $c_{1}=c_{2}=c_{3}=c_{4}=0$. Consequently, $\left\{E_{11}, E_{12}, E_{21}, E_{22}\right\}$ is a linearly independent spanning set for $M_{2}(\mathbb{R})$, and hence it is a basis. This is the standard basis for $M_{2}(\mathbb{R})$.

Remark More generally, consider the vector space of all $m \times n$ matrices with real entries, $M_{m \times n}(\mathbb{R})$. If we let $E_{i j}$ denote the $m \times n$ matrix with value 1 in the $(i, j)$-position and zeros elsewhere, then one can show routinely that

$$
\left\{E_{i j}: 1 \leq i \leq m, 1 \leq j \leq n\right\}
$$

is a basis for $M_{m \times n}(\mathbb{R})$, and it is the standard basis for $M_{m \times n}(\mathbb{R})$.
Example 4.6.3 Determine a basis for $P_{2}(\mathbb{R})$.
Solution: We have

$$
P_{2}(\mathbb{R})=\left\{a_{0}+a_{1} x+a_{2} x^{2}: a_{0}, a_{1}, a_{2} \in \mathbb{R}\right\},
$$

so that the vectors in $P_{2}(\mathbb{R})$ are determined by specifying values for the three parameters $a_{0}, a_{1}$, and $a_{2}$. Sequentially setting one of these parameters to the value 1 and the other two to the value 0 yields the following vectors in $P_{2}(\mathbb{R})$ :

$$
p_{0}(x)=1, \quad p_{1}(x)=x, \quad p_{2}(x)=x^{2} .
$$

We have shown in Example 4.4.6 that $\left\{p_{0}(x), p_{1}(x), p_{2}(x)\right\}$ is a spanning set for $P_{2}(\mathbb{R})$. Furthermore,

$$
W\left[p_{0}, p_{1}, p_{2}\right](x)=\left|\begin{array}{ccc}
1 & x & x^{2} \\
0 & 1 & 2 x \\
0 & 0 & 2
\end{array}\right|=2 \neq 0,
$$

which implies that $\left\{p_{0}(x), p_{1}(x), p_{2}(x)\right\}$ is linearly independent on any interval. ${ }^{7}$ Consequently, $\left\{p_{0}(x), p_{1}(x), p_{2}(x)\right\}$ is a basis for $P_{2}(\mathbb{R})$. This is the standard basis for $P_{2}(\mathbb{R})$.

Remark More generally, the reader can check that a basis for the vector space of all polynomials of degree $n$ or less, $P_{n}(\mathbb{R})$, is

$$
\left\{1, x, x^{2}, \ldots, x^{n}\right\}
$$

This is the standard basis for $P_{n}(\mathbb{R})$.

## Dimension of a Finite-Dimensional Vector Space

The reader has probably realized that there can be many different bases for a given vector space $V$. In addition to the standard basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ on $\mathbb{R}^{3}$, for example, it can be checked $^{8}$ that $\{(1,2,3),(4,5,6),(7,8,8)\}$ and $\{(1,0,0),(1,1,0),(1,1,1)\}$ are also bases for $\mathbb{R}^{3}$. And there are countless others as well.

Despite the multitude of different bases available for a vector space $V$, they all share one common feature: the number of vectors in each basis for $V$ is the same. This fact will be deduced as a corollary of our next theorem, a fundamental result in the theory of vector spaces.

Theorem 4.6.4 If a finite-dimensional vector space has a basis consisting of $n$ vectors, then any set of more than $n$ vectors is linearly dependent.

Proof Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ be a basis for $V$, and consider an arbitrary set of vectors in $V$, say, $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}\right\}$, with $m>n$. We wish to prove that $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}\right\}$ is necessarily linearly dependent. Since $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is a basis for $V$, it follows that each $\mathbf{u}_{j}$ can be written as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$. Thus, there exist constants $a_{i j}$ such that

$$
\begin{aligned}
\mathbf{u}_{1} & =a_{11} \mathbf{v}_{1}+a_{21} \mathbf{v}_{2}+\cdots+a_{n 1} \mathbf{v}_{n} \\
\mathbf{u}_{2} & =a_{12} \mathbf{v}_{1}+a_{22} \mathbf{v}_{2}+\cdots+a_{n 2} \mathbf{v}_{n} \\
& \vdots \\
& \\
\mathbf{u}_{m} & =a_{1 m} \mathbf{v}_{1}+a_{2 m} \mathbf{v}_{2}+\cdots+a_{n m} \mathbf{v}_{n}
\end{aligned}
$$

To prove that $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}\right\}$ is linearly dependent, we must show that there exist scalars $c_{1}, c_{2}, \ldots, c_{m}$, not all zero, such that

$$
\begin{equation*}
c_{1} \mathbf{u}_{1}+c_{2} \mathbf{u}_{2}+\cdots+c_{m} \mathbf{u}_{m}=\mathbf{0} \tag{4.6.3}
\end{equation*}
$$

Inserting the expressions for $\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}$ into Equation (4.6.3) yields

$$
\begin{aligned}
c_{1}\left(a_{11} \mathbf{v}_{1}+a_{21} \mathbf{v}_{2}\right. & \left.+\cdots+a_{n 1} \mathbf{v}_{n}\right)+c_{2}\left(a_{12} \mathbf{v}_{1}+a_{22} \mathbf{v}_{2}+\cdots+a_{n 2} \mathbf{v}_{n}\right) \\
& +\cdots+c_{m}\left(a_{1 m} \mathbf{v}_{1}+a_{2 m} \mathbf{v}_{2}+\cdots+a_{n m} \mathbf{v}_{n}\right)=\mathbf{0} .
\end{aligned}
$$

[^29]Rearranging terms, we have

$$
\begin{aligned}
\left(a_{11} c_{1}+a_{12} c_{2}\right. & \left.+\cdots+a_{1 m} c_{m}\right) \mathbf{v}_{1}+\left(a_{21} c_{1}+a_{22} c_{2}+\cdots+a_{2 m} c_{m}\right) \mathbf{v}_{2} \\
& +\cdots+\left(a_{n 1} c_{1}+a_{n 2} c_{2}+\cdots+a_{n m} c_{m}\right) \mathbf{v}_{n}=\mathbf{0}
\end{aligned}
$$

Since $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is linearly independent, we can conclude that

$$
\begin{aligned}
& a_{11} c_{1}+a_{12} c_{2}+\cdots+a_{1 m} c_{m}=0, \\
& a_{21} c_{1}+a_{22} c_{2}+\cdots+a_{2 m} c_{m}=0, \\
& \vdots \\
& a_{n 1} c_{1}+a_{n 2} c_{2}+\cdots+a_{n m} c_{m}=0 .
\end{aligned}
$$

This is an $n \times m$ homogeneous system of linear equations with $n<m$, and hence, from Corollary 2.5.11, it has nontrivial solutions for $c_{1}, c_{2}, \ldots, c_{m}$. It therefore follows from Equation (4.6.3) that $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}\right\}$ is linearly dependent.

Corollary 4.6.5 All bases in a finite-dimensional vector space $V$ contain the same number of vectors.

Proof Suppose $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ and $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}\right\}$ are two bases for $V$. From Theorem 4.6.4 we know that we cannot have $m>n$ (otherwise $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}\right\}$ would be a linearly dependent set and hence could not be a basis for $V$ ). Nor can we have $n>m$ (otherwise $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ would be a linearly dependent set and hence could not be a basis for $V$ ). Thus, it follows that we must have $m=n$.

We can now prove that any basis provides a minimal spanning set for $V$.
Corollary 4.6.6 If a finite-dimensional vector space $V$ has a basis consisting of $n$ vectors, then every spanning set for $V$ must contain at least $n$ vectors.

Proof If the spanning set contained fewer than $n$ vectors, then there would be a subset of less than $n$ linearly independent vectors that spanned $V$; that is, there would be a basis consisting of less than $n$ vectors. But this would contradict Corollary 4.6.5.

The number of vectors in a basis for a finite-dimensional vector space is clearly a fundamental property of the vector space, and by Corollary 4.6.5, it is independent of the particular chosen basis. We call this number the dimension of the vector space.

## DEFINITION 4.6.7

The dimension of a finite-dimensional vector space $V$, written $\operatorname{dim}[V]$, is the number of vectors in any basis for $V$. If $V$ is the trivial vector space, $V=\{\boldsymbol{0}\}$, then we define its dimension to be zero.

Remark We say that the dimension of the world we live in is three for the very reason that the maximum number of independent directions that we can perceive is three. If a vector space has a basis containing $n$ vectors, then from Theorem 4.6.4, the maximum number of vectors in any linearly independent set is $n$. Thus, we see that the terminology dimension used in an arbitrary vector space is a generalization of a familiar idea.

Example 4.6.8 It follows from our examples earlier in this section that $\operatorname{dim}\left[\mathbb{R}^{3}\right]=3, \operatorname{dim}\left[M_{2}(\mathbb{R})\right]=4$, and $\operatorname{dim}\left[P_{2}(\mathbb{R})\right]=3$.

More generally, the following dimensions should be remembered:

$$
\operatorname{dim}\left[\mathbb{R}^{n}\right]=n, \quad \operatorname{dim}\left[M_{m \times n}(\mathbb{R})\right]=m n, \quad \operatorname{dim}\left[M_{n}(\mathbb{R})\right]=n^{2}, \quad \operatorname{dim}\left[P_{n}(\mathbb{R})\right]=n+1 .
$$

These values have essentially been established previously in our discussion of standard bases. The standard basis for $\mathbb{R}^{n}$ is $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$, where $\mathbf{e}_{i}$ is the $n$-tuple with value 1 in the $i$ th position and value 0 elsewhere. Thus, this basis contains $n$ vectors. The standard basis for $M_{m \times n}(\mathbb{R})$ is the set of matrices $E_{i j}(1 \leq i \leq m, 1 \leq j \leq n)$ with value 1 in the $(i, j)$-position and value 0 elsewhere. There are $m n$ such matrices in this standard basis. The case of $M_{n}(\mathbb{R})$ is just a special case of $M_{m \times n}(\mathbb{R})$ in which $m=n$. Finally, the standard basis for $P_{n}(\mathbb{R})$ is $\left\{1, x, x^{2}, \ldots, x^{n}\right\}$, a set of $n+1$ vectors.

Next, let us return to Example 1.2.13 once more to cast its results in terms of the basis concept.

Example 4.6.9 Determine a basis for the solution space to the differential equation

$$
y^{\prime \prime}+y=0
$$

on any interval $I$.
Solution: Our results from Example 1.2.13 tell us that all solutions to the given differential equation are of the form

$$
y(x)=c_{1} \cos x+c_{2} \sin x .
$$

Consequently, $\{\cos x, \sin x\}$ is a linearly independent spanning set for the solution space of the differential equation and therefore is a basis.

More generally, we will show in Chapter 8 that all solutions to the differential equation

$$
y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=0
$$

on the interval $I$ have the form

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x),
$$

where $\left\{y_{1}, y_{2}\right\}$ is any linearly independent set of solutions to the differential equation. Using the terminology introduced in this section, it will therefore follow that:

The set of all solutions to $y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=0$ on an interval $I$ is a vector space of dimension two.

If a vector space has dimension $n$, then from Theorem 4.6.4, the maximum number of vectors in any linearly independent set is $n$. On the other hand, from Corollary 4.6.6, the minimum number of vectors that can span $V$ is also $n$. Thus, a basis for $V$ must be a linearly independent set of $n$ vectors. Our next theorem establishes that any set of $n$ linearly independent vectors is a basis for $V$.

Theorem 4.6.10 If $\operatorname{dim}[V]=n$, then any set of $n$ linearly independent vectors in $V$ is a basis for $V$.

Proof Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ be $n$ linearly independent vectors in $V$. We need to show that they span $V$. To do this, let $\mathbf{v}$ be an arbitrary vector in $V$. From Theorem 4.6.4, the set of vectors $\left\{\mathbf{v}, \mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is linearly dependent, and so there exist scalars $c_{0}, c_{1}, \ldots, c_{n}$, not all zero, such that

$$
\begin{equation*}
c_{0} \mathbf{v}+c_{1} \mathbf{v}_{1}+\cdots+c_{n} \mathbf{v}_{n}=\mathbf{0} \tag{4.6.4}
\end{equation*}
$$

If $c_{0}=0$, then the linear independence of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ and (4.6.4) would imply that $c_{0}=c_{1}=\cdots=c_{n}=0$, a contradiction. Hence, $c_{0} \neq 0$, and so, from Equation (4.6.4),

$$
\mathbf{v}=-\frac{1}{c_{0}}\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{n} \mathbf{v}_{n}\right)
$$

Thus $\mathbf{v}$, and hence any vector in $V$, can be written as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$, and hence, $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ spans $V$, in addition to being linearly independent. Hence it is a basis for $V$, as required.

Theorem 4.6.10 is one of the most important results of the section. In Chapter 8, we will explicitly construct a basis for the solution space to the differential equation

$$
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=0
$$

consisting of $n$ vectors. That is, we will show that the solution space to this differential equation is $n$-dimensional. It will then follow immediately from Theorem 4.6.10 that every solution to this differential equation is of the form

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+\cdots+c_{n} y_{n}(x)
$$

where $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ is any linearly independent set of $n$ solutions to the differential equation. Therefore, determining all solutions to the differential equation will be reduced to determining any linearly independent set of $n$ solutions. A similar application of the theorem will be used to develop the theory for systems of differential equations in Chapter 9.

More generally, Theorem 4.6 .10 says that if we know in advance that the dimension of the vector space $V$ is $n$, then $n$ linearly independent vectors in $V$ are already guaranteed to form a basis for $V$ without needing to explicitly verify that these $n$ vectors also span $V$. This represents a useful reduction in the work required to verify a basis. Here is an example:

Example 4.6.11 Verify that $\left\{1+x, 2-2 x+x^{2}, 1+x^{2}\right\}$ is a basis for $P_{2}(\mathbb{R})$.
Solution: We know that $\operatorname{dim}\left[P_{2}(\mathbb{R})\right]=3$. Therefore, if we can show that the three given vectors are linearly independent, then Theorem 4.6 .10 will guarantee that the three given vectors are a basis for $P_{2}(\mathbb{R})$. The polynomials

$$
p_{1}(x)=1+x, \quad p_{2}(x)=2-2 x+x^{2}, \quad p_{3}(x)=1+x^{2}
$$

have Wronskian

$$
W\left[p_{1}, p_{2}, p_{3}\right](x)=\left|\begin{array}{ccc}
1+x & 2-2 x+x^{2} & 1+x^{2} \\
1 & -2+2 x & 2 x \\
0 & 2 & 2
\end{array}\right|=-6 \neq 0
$$

Since the Wronskian is nonzero, the given set of vectors is linearly independent on any interval. Consequently, $\left\{1+x, 2-2 x+x^{2}, 1+x^{2}\right\}$ is indeed a basis for $P_{2}(\mathbb{R})$.

There is a notable parallel result to Theorem 4.6 .10 which can also cut down the work required to verify that a set of vectors in $V$ is a basis for $V$, provided that we know the dimension of $V$ in advance.

Theorem 4.6.12 If $\operatorname{dim}[V]=n$, then any set of $n$ vectors in $V$ that spans $V$ is a basis for $V$.
Proof Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ be $n$ vectors in $V$ that span $V$. To confirm that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is a basis for $V$, we need only show that this is a linearly independent set of vectors. Suppose, to the contrary, that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is a linearly dependent set. By Corollary 4.5.14, there is a linearly independent subset of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$, with fewer than $n$ vectors, which also spans $V$. But this implies that $V$ contains a basis with fewer than $n$ vectors, a contradiction.

Putting the results of Theorems 4.6.10 and 4.6.12 together, the following result is immediate.

If $\operatorname{dim}[V]=n$ and $S=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is a set of $n$ vectors in $V$, the following statements are equivalent:

1. $S$ is a basis for $V$.
2. $S$ is linearly independent.
3. $S$ spans $V$.

We emphasize once more the importance of this result. It means that if we have a set $S$ of $\operatorname{dim}[V]$ vectors in $V$, then to determine whether or not $S$ is a basis for $V$, we need only check if $S$ is linearly independent or if $S$ spans $V$, not both.

We have already navigated through a number of important theoretical results in this section. Therefore, before proceeding further, it will be helpful to pause and summarize some important relationships in a table:

Suppose that $V$ is a vector space with $\operatorname{dim}[V]=n$, and let $S=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be a subset of $V$.

| $S$ | $k<n$ | $k>n$ | $k=n$ |
| :---: | :---: | :---: | :---: |
| is <br> linearly independent? | Maybe | No | Maybe |
| spans | No | Maybe | Maybe <br> (Theorem 4.6.4) |
| (Corollary 4.6.13) |  |  |  |
| ? | (Corollary 4.6.6) |  | (Corollary 4.6.13) |
| is a | No | No | Maybe <br> basis? |
| (Corollary 4.6.5) | (Corollary 4.6.5) | (Corollary 4.6.13) |  |

Of course, to be able to use the foregoing table information, we must already know the value of $\operatorname{dim}[V]$.

In keeping with the intuitive idea that the dimension of a vector space in some way measures its size, the next result relating the dimension of a vector space $V$ to that of any of its subspaces should not be surprising.

Corollary 4.6.14 Let $S$ be a subspace of a finite-dimensional vector space $V$. If $\operatorname{dim}[V]=n$, then

$$
\operatorname{dim}[S] \leq n .
$$

Furthermore, if $\operatorname{dim}[S]=n$, then $S=V$.

Proof Suppose that $\operatorname{dim}[S]>n$. Then any basis for $S$ would contain more than $n$ linearly independent vectors, and therefore, we would have a linearly independent set of more than $n$ vectors in $V$. This would contradict Theorem 4.6.4. Thus, $\operatorname{dim}[S] \leq n$.

Now consider the case when $\operatorname{dim}[S]=n=\operatorname{dim}[V]$. In this case, any basis for $S$ consists of $n$ linearly independent vectors in $S$, and hence $n$ linearly independent vectors in $V$. Thus, by Theorem 4.6.10, these vectors also form a basis for $V$. Hence, every vector in $V$ is spanned by the basis vectors for $S$, and hence, every vector in $V$ lies in $S$. Thus, $V=S$.

Example 4.6.15 Give a geometric description of the subspaces of $\mathbb{R}^{3}$ of dimensions $0,1,2,3$.
Solution: Zero-dimensional subspace: This corresponds to the subspace $\{(0,0,0)\}$, and therefore, it is represented geometrically by the origin of a Cartesian coordinate system.
One-dimensional subspace: These are subspaces generated by a single (nonzero) basis vector. Consequently, they correspond geometrically to lines through the origin.
Two-dimensional subspace: These are the subspaces generated by any two noncollinear vectors and correspond geometrically to planes through the origin.
Three-dimensional subspace: Since $\operatorname{dim}\left[\mathbb{R}^{3}\right]=3$, it follows from Corollary 4.6.14 that the only three-dimensional subspace of $\mathbb{R}^{3}$ is $\mathbb{R}^{3}$ itself.

Example 4.6.16 Determine a basis for the subspace of $\mathbb{R}^{3}$ consisting of all solutions to the equation $x_{1}+2 x_{2}-x_{3}=0$.

Solution: We can solve this problem geometrically. The given equation is that of a plane through the origin and therefore is a two-dimensional subspace of $\mathbb{R}^{3}$. In order to determine a basis for this subspace, we need only choose two linearly independent (i.e., noncollinear) vectors that lie in the plane. A simple choice of vectors is ${ }^{9} \mathbf{v}_{1}=(1,0,1)$ and $\mathbf{v}_{2}=(2,-1,0)$. Thus, a basis for the subspace is $\{(1,0,1),(2,-1,0)\}$.

Corollary 4.6.14 has shown that if $S$ is a subspace of a finite-dimensional vector space $V$ with $\operatorname{dim}[S]=\operatorname{dim}[V]$, then $S=V$. Our next result establishes that, in general, a basis for a subspace of a finite-dimensional vector space $V$ can be extended to a basis for $V$. This result will be required in the next section and also in Chapter 6 .

Theorem 4.6.17 Let $S$ be a subspace of a finite-dimensional vector space $V$. Any basis for $S$ is part of a basis for $V$.

Proof Suppose $\operatorname{dim}[V]=n$ and $\operatorname{dim}[S]=k$. By Corollary 4.6.14, $k \leq n$. If $k=n$, then $S=V$, so that any basis for $S$ is a basis for $V$. Suppose now that $k<n$, and let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be a basis for $S$. These basis vectors are linearly independent, but they fail to span $V$ (otherwise they would form a basis for $V$, contradicting $k<n$ ). Thus, there is at least one vector, say $\mathbf{v}_{k+1}$, in $V$ that is not in $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$. Hence, $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}, \mathbf{v}_{k+1}\right\}$ is linearly independent. If $k+1=n$, then we have a basis for $V$ by Theorem 4.6.10, and we are done. Otherwise, we can repeat the procedure to obtain the linearly independent set $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}, \mathbf{v}_{k+1}, \mathbf{v}_{k+2}\right\}$. The process will terminate when we have a linearly independent set containing $n$ vectors, including the original vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ in the basis for $S$. This proves the theorem.

[^30]Remark The process used in proving the previous theorem is referred to as extending a basis.

Let $S$ denote the subspace of $M_{2}(\mathbb{R})$ consisting of all symmetric $2 \times 2$ matrices. Determine a basis for $S$, and find $\operatorname{dim}[S]$. Extend this basis for $S$ to obtain a basis for $M_{2}(\mathbb{R})$.

Solution: We first express $S$ in set notation as

$$
S=\left\{A \in M_{2}(\mathbb{R}): A^{T}=A\right\} .
$$

In order to determine a basis for $S$, we need to obtain the element form of the matrices in $S$. We can write

$$
S=\left\{\left[\begin{array}{ll}
a & b \\
b & c
\end{array}\right]: a, b, c \in \mathbb{R}\right\} .
$$

Since

$$
\left[\begin{array}{ll}
a & b \\
b & c
\end{array}\right]=a\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+b\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]+c\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right],
$$

it follows that

$$
S=\operatorname{span}\left\{\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]\right\} .
$$

Furthermore, it is easily shown that the matrices in this spanning set are linearly independent. Consequently, a basis for $S$ is $\left\{\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right],\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]\right\}$, so that $\operatorname{dim}[S]=3$. Since $\operatorname{dim}\left[M_{2}(\mathbb{R})\right]=4$, in order to extend the basis for $S$ to a basis for $M_{2}(\mathbb{R})$, we need to add one additional matrix from $M_{2}(\mathbb{R})$ such that the resulting set is linearly independent. We must choose a nonsymmetric matrix, for any symmetric matrix can be expressed as a linear combination of the three basis vectors for $S$, and this would create a linear dependency among the matrices. A simple choice of nonsymmetric matrix (although this is certainly not the only choice) is $\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$. Adding this vector to the basis for $S$ yields the linearly independent set

$$
\left\{\left[\begin{array}{ll}
1 & 0  \tag{4.6.5}\\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\right\} .
$$

Since $\operatorname{dim}\left[M_{2}(\mathbb{R})\right]=4$, Theorem 4.6.10 implies that (4.6.5) is a basis for $M_{2}(\mathbb{R})$.
It is important to realize that not all vector spaces are finite-dimensional. Some are infinite-dimensional. In an infinite-dimensional vector space, we can find an arbitrarily large number of linearly independent vectors. We now give an example of an infinitedimensional vector space that is of primary importance in the theory of differential equations, $C^{n}(I)$.

Show that the vector space $C^{n}(I)$ is an infinite-dimensional vector space.
Solution: Consider the functions $1, x, x^{2}, \ldots, x^{k}$ in $C^{n}(I)$. Of course, each of these functions is in $C^{k}(I)$ as well, and for each fixed $k$, the Wronskian of these functions is nonzero (the reader can check that the matrix involved in this calculation is upper triangular, with nonzero entries on the main diagonal). Hence, the functions are linearly independent on $I$ by Theorem 4.5.23. Since we can choose $k$ arbitrarily, it follows that there is an arbitrarily large number of linearly independent vectors in $C^{n}(I)$, and hence, $C^{n}(I)$ is infinite-dimensional.

In this example, we showed that $C^{n}(I)$ is an infinite-dimensional vector space. Consequently, the use of our finite-dimensional vector space theory in the analysis of differential equations appears questionable. However, the key theoretical result that we will establish in Chapter 8 is that the solution set of certain linear differential equations is a finite-dimensional subspace of $C^{n}(I)$, and therefore, our basis results will be applicable to this solution set.

## Exercises for 4.6

## Key Terms

Basis, Standard basis, Infinite-dimensional, Finite-dimensional, Dimension, Extending a basis.

## Skills

- Be able to determine whether a given set of vectors forms a basis for a vector space $V$.
- Be able to construct a basis for a given vector space $V$.
- Be able to extend a basis for a subspace of $V$ to $V$ itself.
- Be familiar with the standard bases on $\mathbb{R}^{n}, M_{m \times n}(\mathbb{R})$, and $P_{n}(\mathbb{R})$.
- Be able to give the dimension of a vector space $V$.
- Be able to draw conclusions about the properties of a set of vectors in a vector space (i.e., spanning or linear independence) based solely on the size of the set.
- Understand the usefulness of Theorems 4.6.10 and 4.6.12.


## True-False Review

For Questions (a)-(k), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A basis for a vector space $V$ is a set $S$ of vectors that spans $V$.
(b) If $V$ and $W$ are vector spaces of dimensions $n$ and $m$, respectively, and if $n>m$, then $W$ is a subspace of $V$.
(c) A vector space $V$ can have many different bases.
(d) $\operatorname{dim}\left[P_{n}(\mathbb{R})\right]=\operatorname{dim}\left[\mathbb{R}^{n}\right]$.
(e) If $V$ is an $n$-dimensional vector space, then any set $S$ of $m$ vectors with $m>n$ must span $V$.
(f) Five vectors in $P_{3}(\mathbb{R})$ must be linearly dependent.
(g) Two vectors in $P_{3}(\mathbb{R})$ must be linearly independent.
(h) The set of all solutions to any $n$th order linear differential equation forms an $n$-dimensional vector space.
(i) If $V$ is an $n$-dimensional vector space, then every set $S$ with fewer than $n$ vectors can be extended to a basis for $V$.
(j) Every set of vectors that spans a finite-dimensional vector space $V$ contains a subset which forms a basis for $V$.
(k) The set of all $3 \times 3$ upper triangular matrices forms a 3-dimensional subspace of $M_{3}(\mathbb{R})$.

## Problems

For Problems 1-7, determine whether the given set $S$ of vectors is a basis for $\mathbb{R}^{n}$.

1. $S=\{(-6,-1)\}$.
2. $S=\{(1,1),(-1,1)\}$.
3. $S=\{(1,2,1),(3,-1,2),(1,1,-1)\}$.
4. $S=\{(1,-1,1),(2,5,-2),(3,11,-5)\}$.
5. $S=\{(1,1,-1,2),(1,0,1,-1),(2,-1,1,-1)\}$.
6. $S=\{(1,1,0,2),(2,1,3,-1),(-1,1,1,-2)$, $(2,-1,1,2)\}$.
7. $S=\{(7,1,-3),(6,1,0),(-5,-1,-2),(0,-3,8)\}$.
8. Determine all values of the constant $k$ for which the set of vectors $S=\{(0,-1,0, k),(1,0,1,0)$, $(0,1,1,0),(k, 0,2,1)\}$ is a basis for $\mathbb{R}^{4}$.

For Problems 9-14, determine whether the given set $S$ of vectors is a basis for $P_{n}(\mathbb{R})$.
9. $n=1: S=\{2-5 x, 3 x, 7+x\}$.
10. $n=2: S=\left\{1-3 x^{2}, 2 x+5 x^{2}, 1-x+3 x^{2}\right\}$.
11. $n=2: S=\left\{5 x^{2}, 1+6 x,-3-x^{2}\right\}$.
12. $n=2: S=\left\{-2 x+x^{2}, 1+2 x+3 x^{2},-1-x^{2}\right.$, $\left.5 x+5 x^{2}\right\}$.
13. $n=3: S=\left\{1+x^{3}, x+x^{3}, x^{2}+x^{3}\right\}$.
14. $n=3: S=\left\{1+x+2 x^{3}, 2+x+3 x^{2}-x^{3}\right.$, $\left.-1+x+x^{2}-2 x^{3}, 2-x+x^{2}+2 x^{3}\right\}$.

For Problems 15-18, determine whether the given set $S$ of vectors is a basis for $M_{m \times n}(\mathbb{R})$.
15. $m=n=2: S=\left\{\left[\begin{array}{rr}-3 & 1 \\ 0 & 2\end{array}\right],\left[\begin{array}{rr}3 & -5 \\ 6 & 1\end{array}\right]\right.$,

$$
\left.\left[\begin{array}{rr}
-1 & -2 \\
1 & 0
\end{array}\right],\left[\begin{array}{rr}
0 & 3 \\
1 & -4
\end{array}\right],\left[\begin{array}{rr}
6 & -2 \\
-3 & -4
\end{array}\right]\right\} .
$$

16. $m=n=2: S=\left\{\left[\begin{array}{rr}-2 & -8 \\ 1 & 4\end{array}\right],\left[\begin{array}{rr}0 & 1 \\ -1 & 1\end{array}\right]\right.$,

$$
\left.\left[\begin{array}{rr}
-5 & 0 \\
5 & -4
\end{array}\right],\left[\begin{array}{ll}
3 & -2 \\
4 & -1
\end{array}\right]\right\} .
$$

17. $m=3, n=2: S=\left\{\left[\begin{array}{rr}6 & -3 \\ 1 & 4 \\ 4 & -4\end{array}\right],\left[\begin{array}{rr}0 & -2 \\ 9 & 1 \\ -3 & -5\end{array}\right]\right.$,

$$
\left.\left[\begin{array}{rr}
2 & -9 \\
1 & 1 \\
-3 & 0
\end{array}\right],\left[\begin{array}{rr}
1 & -5 \\
2 & 0 \\
-4 & 0
\end{array}\right],\left[\begin{array}{rr}
-7 & 5 \\
0 & -1 \\
3 & 1
\end{array}\right]\right\} .
$$

18. $m=2, n=3: S=\left\{\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 1 & 1\end{array}\right],\left[\begin{array}{rrr}0 & -5 & 1 \\ -1 & 0 & 2\end{array}\right]\right.$,

$$
\begin{aligned}
& {\left[\begin{array}{rrr}
8 & -3 & 1 \\
0 & 1 & 4
\end{array}\right],\left[\begin{array}{rrr}
2 & -6 & 3 \\
1 & 0 & 1
\end{array}\right],\left[\begin{array}{lll}
2 & 2 & 2 \\
2 & 2 & 2
\end{array}\right],} \\
& \left.\left[\begin{array}{rrr}
1 & 0 & -2 \\
2 & -2 & 1
\end{array}\right]\right\} .
\end{aligned}
$$

For Problems 19-23, find the dimension of the null space of the given matrix $A$.
19. $A=\left[\begin{array}{lllll}8 & -9 & 3 & 3 & -5\end{array}\right]$.
20. $A=\left[\begin{array}{rr}1 & 3 \\ -2 & -6\end{array}\right]$.
21. $A=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0\end{array}\right]$.
22. $A=\left[\begin{array}{rrr}1 & -1 & 4 \\ 2 & 3 & -2 \\ 1 & 2 & -2\end{array}\right]$.
23. $A=\left[\begin{array}{rrrr}1 & -1 & 2 & 3 \\ 2 & -1 & 3 & 4 \\ 1 & 0 & 1 & 1 \\ 3 & -1 & 4 & 5\end{array}\right]$.
24. Let $S$ be the subspace of $\mathbb{R}^{3}$ that consists of all solutions to the equation $x-3 y+z=0$. Determine a basis for $S$, and hence, find $\operatorname{dim}[S]$.
25. Let $S$ be the subspace of $\mathbb{R}^{3}$ consisting of all vectors of the form $(r, r-2 s, 3 s-5 r)$, where $r$ and $s$ are real numbers. Determine a basis for $S$, and hence, find $\operatorname{dim}[S]$.
26. Determine a basis $S$ for $P_{3}(\mathbb{R})$, and hence, prove that $\operatorname{dim}\left[P_{3}(\mathbb{R})\right]=4$. Be sure to prove that $S$ is a basis.
27. Determine a basis $S$ for $P_{3}(\mathbb{R})$ whose elements all have the same degree. Be sure to prove that $S$ is a basis.
28. Let $S$ be the subspace of $M_{2}(\mathbb{R})$ consisting of all $2 \times 2$ upper triangular matrices. Determine a basis for $S$, and hence, find $\operatorname{dim}[S]$.
29. Let $S$ be the subspace of $M_{2}(\mathbb{R})$ consisting of all $2 \times 2$ matrices with trace zero. Determine a basis for $S$, and hence, find $\operatorname{dim}[S]$.
30. Let $S$ be the subspace of $\mathbb{R}^{3}$ spanned by the vectors $\mathbf{v}_{1}=(1,0,1), \mathbf{v}_{2}=(0,1,1), \mathbf{v}_{3}=(2,0,2)$. Determine a basis for $S$, and hence, find $\operatorname{dim}[S]$.
31. Let $S$ be the vector space consisting of the set of all linear combinations of the functions $f_{1}(x)=$ $e^{x}, f_{2}(x)=e^{-x}, f_{3}(x)=\sinh (x)$. Determine a basis for $S$, and hence, find $\operatorname{dim}[S]$.
32. Determine a basis for the subspace of $M_{2}(\mathbb{R})$ spanned by $\left[\begin{array}{rr}1 & 3 \\ -1 & 2\end{array}\right],\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right],\left[\begin{array}{rr}-1 & 4 \\ 1 & 1\end{array}\right],\left[\begin{array}{rr}5 & -6 \\ -5 & 1\end{array}\right]$.
33. Let $\mathbf{v}_{1}=(1,1)$ and $\mathbf{v}_{2}=(-1,1)$.
(a) Show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ spans $\mathbb{R}^{2}$.
(b) Show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is linearly independent.
(c) Conclude from (a) or (b) that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is a basis for $\mathbb{R}^{2}$. What theorem in this section allows you to draw this conclusion from either (a) or (b), without proving both?
34. Let $\mathbf{v}_{1}=(2,1)$ and $\mathbf{v}_{2}=(3,1)$.
(a) Show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ spans $\mathbb{R}^{2}$.
(b) Show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is linearly independent.
(c) Conclude from (a) or (b) that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is a basis for $\mathbb{R}^{2}$. What theorem in this section allows you to draw this conclusion from either (a) or (b), without proving both?
35. Let $\mathbf{v}_{1}=(0,6,3), \mathbf{v}_{2}=(3,0,3)$, and $\mathbf{v}_{3}=$ $(6,-3,0)$. Show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is a basis for $\mathbb{R}^{3}$. [Hint: You need not show that the set is both linearly independent and a spanning set for $\mathbb{R}^{3}$. Use a theorem from this section to shorten your work.]
36. Determine all values of the constant $\alpha$ for which $\left\{1+\alpha x^{2}, 1+x+x^{2}, 2+x\right\}$ is a basis for $P_{2}(\mathbb{R})$.
37. Let $p_{1}(x)=1+x, p_{2}(x)=-x+x^{2}, p_{3}(x)=$ $1+2 x^{2}$. Show that $\left\{p_{1}, p_{2}, p_{3}\right\}$ is a basis for $P_{2}(\mathbb{R})$. [Hint: You need not show that the set is both linearly independent and a spanning set for $P_{2}(\mathbb{R})$. Use a theorem from this section to shorten your work.]
38. The Legendre polynomial of degree $n, p_{n}(x)$, is defined to be the polynomial solution of the differential equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+n(n+1) y=0
$$

which has been normalized so that $p_{n}(1)=1$. The first three Legendre polynomials are $p_{0}(x)=1, p_{1}(x)=$ $x$, and $p_{2}(x)=\frac{1}{2}\left(3 x^{2}-1\right)$. Show that $\left\{p_{0}, p_{1}, p_{2}\right\}$ is a basis for $P_{2}(\mathbb{R})$. [The hint for the previous problem applies again.]
39. Let $A_{1}=\left[\begin{array}{rr}-1 & 1 \\ 0 & 1\end{array}\right], A_{2}=\left[\begin{array}{rr}1 & 3 \\ -1 & 0\end{array}\right]$, $A_{3}=\left[\begin{array}{ll}1 & 0 \\ 1 & 2\end{array}\right], A_{4}=\left[\begin{array}{rr}0 & -1 \\ 2 & 3\end{array}\right]$.
(a) Show that $\left\{A_{1}, A_{2}, A_{3}, A_{4}\right\}$ is a basis for $M_{2}(\mathbb{R})$. [Adapt the hints on Problems 35 and 37.]
(b) Express the vector $\left[\begin{array}{ll}5 & 6 \\ 7 & 8\end{array}\right]$ as a linear combination of the basis $\left\{A_{1}, A_{2}, A_{3}, A_{4}\right\}$.
40. Let $A=\left[\begin{array}{rrrr}1 & 1 & -1 & 1 \\ 2 & -3 & 5 & -6 \\ 5 & 0 & 2 & -3\end{array}\right]$, and let $\mathbf{v}_{1}=$ $(-2,7,5,0)$ and $\mathbf{v}_{2}=(3,-8,0,5)$.
(a) Show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is a basis for the null space of $A$.
(b) Using the basis in part (a), write an expression for an arbitrary vector $(x, y, z, w)$ in the null space of $A$.
41. Let $V=M_{3}(\mathbb{R})$ and let $S$ be the subset of all vectors in $V$ such that the sum of the entries in each row and in each column is zero.
(a) Find a basis and the dimension of $S$.
(b) Extend the basis in (a) to a basis for $V$.
42. Let $V=M_{3}(\mathbb{R})$ and let $S$ be the subset of all vectors in $V$ such that the sum of the entries in each column is zero.
(a) Find a basis and the dimension of $S$.
(b) Extend the basis in (a) to a basis for $V$.

For Problems 43-44, $\operatorname{Sym}_{n}(\mathbb{R})$ and $\operatorname{Skew}_{n}(\mathbb{R})$ denote the vector spaces consisting of all real $n \times n$ matrices that are symmetric and skew-symmetric, respectively.
43. Find a basis for $\operatorname{Sym}_{2}(\mathbb{R})$ and $\operatorname{Skew}_{2}(\mathbb{R})$, and show that

$$
\operatorname{dim}\left[\operatorname{Sym}_{2}(\mathbb{R})\right]+\operatorname{dim}\left[\operatorname{Ske}_{2}(\mathbb{R})\right]=\operatorname{dim}\left[M_{2}(\mathbb{R})\right]
$$

44. Determine the dimensions of $\operatorname{Sym}_{n}(\mathbb{R})$ and $\operatorname{Skew}_{n}(\mathbb{R})$, and show that

$$
\operatorname{dim}\left[\operatorname{Sym}_{n}(\mathbb{R})\right]+\operatorname{dim}\left[\operatorname{Skew}_{n}(\mathbb{R})\right]=\operatorname{dim}\left[M_{n}(\mathbb{R})\right]
$$

For Problems 45-47, a subspace $S$ of a vector space $V$ is given. Determine a basis for $S$ and extend your basis for $S$ to obtain a basis for $V$.
45. $V=\mathbb{R}^{3}, S$ is the subspace consisting of all points lying on the plane with Cartesian equation

$$
x+4 y-3 z=0
$$

46. $V=M_{2}(\mathbb{R}), S$ is the subspace consisting of all matrices of the form $\left[\begin{array}{ll}a & b \\ b & a\end{array}\right]$.
47. $V=P_{2}(\mathbb{R}), S$ is the subspace consisting of all polynomials of the form

$$
\left(2 a_{1}+a_{2}\right) x^{2}+\left(a_{1}+a_{2}\right) x+\left(3 a_{1}-a_{2}\right)
$$

For Problems 48-50, determine a basis for the solution space of the given differential equation by seeking solutions of the form $y(x)=e^{r x}$.
48. $y^{\prime \prime}+2 y^{\prime}-3 y=0$.
49. $y^{\prime \prime}+6 y^{\prime}=0$.
50. $y^{\prime \prime}-2 y=0$.
51. Let $S$ denote the subspace of the solution space to the differential equation $y^{\prime \prime}+16 y=0$, with basis $\{\sin 4 x+5 \cos 4 x\}$. Write the general vector in $S$ and extend the basis for $S$ to a basis for the full solution space of the differential equation.
52. Let $S$ be a basis for $P_{n-1}(\mathbb{R})$. Prove that $S \cup\left\{x^{n}\right\}$ is a basis for $P_{n}(\mathbb{R})$. [Hint: Problem 50 in Section 4.5 is useful here.]
53. Generalize the previous problem as follows. Let $S$ be a basis for $P_{n-1}(\mathbb{R})$, and let $p$ be any polynomial of degree $n$. Prove that $S \cup\{p\}$ is a basis for $P_{n}(\mathbb{R})$. [Hint: Problem 50 in Section 4.5 is useful here.]
54. (a) What is the dimension of $\mathbb{C}^{n}$ as a real vector space? Determine a basis.
(b) What is the dimension of $\mathbb{C}^{n}$ as a complex vector space? Determine a basis.

### 4.7 Change of Basis

Throughout this section, we restrict our attention to vector spaces that are finitedimensional. If we have a (finite) basis for such a vector space $V$, then, since the vectors in a basis span $V$, any vector in $V$ can be expressed as a linear combination of the basis vectors. The next theorem establishes that there is only one way in which we can do this.

Theorem 4.7.1 If $V$ is a vector space with basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$, then every vector $\mathbf{v} \in V$ can be written uniquely as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$.

Proof Since $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ span $V$, every vector $\mathbf{v} \in V$ can be expressed as

$$
\begin{equation*}
\mathbf{v}=a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{n} \mathbf{v}_{n}, \tag{4.7.1}
\end{equation*}
$$

for some scalars $a_{1}, a_{2}, \ldots, a_{n}$. Suppose also that

$$
\begin{equation*}
\mathbf{v}=b_{1} \mathbf{v}_{1}+b_{2} \mathbf{v}_{2}+\cdots+b_{n} \mathbf{v}_{n}, \tag{4.7.2}
\end{equation*}
$$

for some scalars $b_{1}, b_{2}, \ldots, b_{n}$. We will show that $a_{i}=b_{i}$ for each $i$, which will prove the uniqueness assertion of this theorem. Subtracting Equation (4.7.2) from Equation (4.7.1) yields

$$
\begin{equation*}
\left(a_{1}-b_{1}\right) \mathbf{v}_{1}+\left(a_{2}-b_{2}\right) \mathbf{v}_{2}+\cdots+\left(a_{n}-b_{n}\right) \mathbf{v}_{n}=\mathbf{0} . \tag{4.7.3}
\end{equation*}
$$

But $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is linearly independent, and so Equation (4.7.3) implies that

$$
a_{1}-b_{1}=0, \quad a_{2}-b_{2}=0, \quad \ldots, \quad a_{n}-b_{n}=0 .
$$

That is, $a_{i}=b_{i}$ for each $i=1,2, \ldots, n$.

Remark The converse of Theorem 4.7.1 is also true. That is, if every vector $\mathbf{v}$ in a vector space $V$ can be written uniquely as a linear combination of the vectors in $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is a basis for $V$. The proof of this fact is left as an exercise (Problem 39).

Up to this point, we have not paid particular attention to the order in which the vectors of a basis are listed. However, in the remainder of this section, this will become an important consideration. By an ordered basis for a vector space, we mean a basis in which we are keeping track of the order in which the basis vectors are listed.

## DEFINITION 4.7.2

If $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is an ordered basis for $V$ and $\mathbf{v}$ is a vector in $V$, then the scalars $c_{1}, c_{2}, \ldots, c_{n}$ in the unique $n$-tuple $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ such that

$$
\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{n} \mathbf{v}_{n}
$$

are called the components of $\mathbf{v}$ relative to the ordered basis $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$. We denote the column vector consisting of the components of $\mathbf{v}$ relative to the ordered basis $B$ by $[\mathbf{v}]_{B}$, and we call $[\mathbf{v}]_{B}$ the component vector of $\mathbf{v}$ relative to $B$.

Example 4.7.3 Determine the component vector of the vector $\mathbf{v}=(1,7)$ in $\mathbb{R}^{3}$ relative to the ordered basis $B=\{(1,2),(3,1)\}$.


Figure 4.7.1: The components of the vector $\mathbf{v}=(1,7)$ relative to the basis $\{(1,2),(3,1)\}$.

Solution: If we let $\mathbf{v}_{1}=(1,2)$ and $\mathbf{v}_{2}=(3,1)$, then since these vectors are not collinear, $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is indeed a basis for $\mathbb{R}^{2}$. We must determine constants $c_{1}, c_{2}$ such that

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}=\mathbf{v}
$$

We write

$$
c_{1}(1,2)+c_{2}(3,1)=(1,7)
$$

This requires that

$$
c_{1}+3 c_{2}=1 \quad \text { and } \quad 2 c_{1}+c_{2}=7
$$

The solution to this system is $(4,-1)$, which gives the components of $\mathbf{v}$ relative to the ordered basis $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$. (See Figure 4.7.1.) Thus,

$$
\mathbf{v}=4 \mathbf{v}_{1}-\mathbf{v}_{2} .
$$

Therefore, we have

$$
[\mathbf{v}]_{B}=\left[\begin{array}{r}
4 \\
-1
\end{array}\right] .
$$

Remark In the preceding example, the component vector of $\mathbf{v}=(1,7)$ relative to the ordered basis $B^{\prime}=\{(3,1),(1,2)\}$ is

$$
[\mathbf{v}]_{B^{\prime}}=\left[\begin{array}{r}
-1 \\
4
\end{array}\right] .
$$

Thus, even though the bases $B$ and $B^{\prime}$ contain the same vectors, the fact that the vectors are listed in different order affects the components of the vectors in the vector space.

In $P_{2}(\mathbb{R})$, determine the component vector of $p(x)=1-2 x+5 x^{2}$ relative to the following:
(a) The standard (ordered) basis $B=\left\{1, x, x^{2}\right\}$.
(b) The ordered basis $C=\left\{1-2 x, 2+x, 2+x+x^{2}\right\}$.

## Solution:

(a) The given polynomial is already written as a linear combination of the standard basis vectors. Consequently, the components of $p(x)=1-2 x+5 x^{2}$ relative to
the standard basis $B$ are $1,-2$, and 5 . We write

$$
[p(x)]_{B}=\left[\begin{array}{r}
1 \\
-2 \\
5
\end{array}\right] .
$$

(b) The components of $p(x)=1-2 x+5 x^{2}$ relative to the ordered basis

$$
C=\left\{1-2 x, 2+x, 2+x+x^{2}\right\}
$$

are $c_{1}, c_{2}$, and $c_{3}$, where

$$
c_{1}(1-2 x)+c_{2}(2+x)+c_{3}\left(2+x+x^{2}\right)=1-2 x+5 x^{2} .
$$

That is,

$$
\left(c_{1}+2 c_{2}+2 c_{3}\right)+\left(-2 c_{1}+c_{2}+c_{3}\right) x+c_{3} x^{2}=1-2 x+5 x^{2} .
$$

Hence, $c_{1}, c_{2}$, and $c_{3}$ satisfy

$$
\begin{aligned}
c_{1}+2 c_{2}+2 c_{3} & =1, \\
-2 c_{1}+c_{2}+c_{3} & =-2, \\
c_{3} & =5 .
\end{aligned}
$$

The augmented matrix of this system has reduced row-echelon form

$$
\left[\begin{array}{lll|r}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & -5 \\
0 & 0 & 1 & 5
\end{array}\right],
$$

so that the system has solution $(1,-5,5)$, which gives the required components. Hence, we can write

$$
1-2 x+5 x^{2}=1(1-2 x)-5(2+x)+5\left(2+x+x^{2}\right) .
$$

Therefore,

$$
[p(x)]_{C}=\left[\begin{array}{r}
1 \\
-5 \\
5
\end{array}\right]
$$

## Change-of-Basis Matrix

The preceding example naturally motivates the following question: If we are given two different ordered bases for an $n$-dimensional vector space $V$, say

$$
\begin{equation*}
B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\} \quad \text { and } \quad C=\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right\}, \tag{4.7.4}
\end{equation*}
$$

and a vector $\mathbf{v}$ in $V$, how are $[\mathbf{v}]_{B}$ and $[\mathbf{v}]_{C}$ related? In practical terms, we may know the components of $\mathbf{v}$ relative to $B$ and wish to know the components of $\mathbf{v}$ relative to a different ordered basis $C$. This question actually arises quite often, since different bases are advantageous in different circumstances, so it is useful to be able to convert components of a vector relative to one basis to components relative to another basis. The tool we need in order to do this efficiently is the change-of-basis matrix. Before we describe this matrix, we pause to record the linearity properties satisfied by the components of a vector. These properties will facilitate the discussion that follows.

Lemma 4.7.5 Let $V$ be a vector space with basis $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$, let $\mathbf{x}$ and $\mathbf{y}$ be vectors in $V$, and let $c$ be a scalar. Then we have
(a) $[\mathbf{x}+\mathbf{y}]_{B}=[\mathbf{x}]_{B}+[\mathbf{y}]_{B}$.
(b) $[c \mathbf{x}]_{B}=c[\mathbf{x}]_{B}$.

Proof Write

$$
\mathbf{x}=a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{n} \mathbf{v}_{n} \quad \text { and } \quad \mathbf{y}=b_{1} \mathbf{v}_{1}+b_{2} \mathbf{v}_{2}+\cdots+b_{n} \mathbf{v}_{n}
$$

so that

$$
\mathbf{x}+\mathbf{y}=\left(a_{1}+b_{1}\right) \mathbf{v}_{1}+\left(a_{2}+b_{2}\right) \mathbf{v}_{2}+\cdots+\left(a_{n}+b_{n}\right) \mathbf{v}_{n}
$$

Hence,

$$
[\mathbf{x}+\mathbf{y}]_{B}=\left[\begin{array}{c}
a_{1}+b_{1} \\
a_{2}+b_{2} \\
\vdots \\
a_{n}+b_{n}
\end{array}\right]=\left[\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right]+\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right]=[\mathbf{x}]_{B}+[\mathbf{y}]_{B},
$$

which establishes (a). The proof of (b) is left as an exercise (Problem 38).

## DEFINITION 4.7.6

Let $V$ be an $n$-dimensional vector space with ordered bases $B$ and $C$ given in (4.7.4). We define the change-of-basis matrix from $B$ to $C$ by

$$
\begin{equation*}
P_{C \leftarrow B}=\left[\left[\mathbf{v}_{1}\right]_{C},\left[\mathbf{v}_{2}\right]_{C}, \ldots,\left[\mathbf{v}_{n}\right]_{C}\right] . \tag{4.7.5}
\end{equation*}
$$

In words, we determine the components of each vector in the "old basis" $B$ with respect the "new basis" $C$ and write the component vectors in the columns of the change-of-basis matrix.

Remark Of course, there is also a change of basis matrix from $C$ to $B$, given by

$$
P_{B \leftarrow C}=\left[\left[\mathbf{w}_{1}\right]_{B},\left[\mathbf{w}_{2}\right]_{B}, \ldots,\left[\mathbf{w}_{n}\right]_{B}\right] .
$$

We will see shortly that the matrices $P_{B \leftarrow C}$ and $P_{C \leftarrow B}$, which are both $n \times n$ matrices, are closely related.

Our first order of business at this point is to see why the matrix in (4.7.5) converts the components of a vector relative to $B$ into components relative to $C$. Let $\mathbf{v}$ be a vector in $V$ and write

$$
\mathbf{v}=a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{n} \mathbf{v}_{n} .
$$

Then

$$
[\mathbf{v}]_{B}=\left[\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right]
$$

Hence, using Theorem 2.2.9 and Lemma 4.7.5, we have

$$
P_{C \leftarrow B}[\mathbf{v}]_{B}=a_{1}\left[\mathbf{v}_{1}\right]_{C}+a_{2}\left[\mathbf{v}_{2}\right]_{C}+\cdots+a_{n}\left[\mathbf{v}_{n}\right]_{C}=\left[a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{n} \mathbf{v}_{n}\right]_{C}=[\mathbf{v}]_{C} .
$$

This calculation shows that premultiplying the component vector of $\mathbf{v}$ relative to $B$ by the change of basis matrix $P_{C \leftarrow B}$ yields the component vector of $\mathbf{v}$ relative to $C$ :

$$
\begin{equation*}
[\mathbf{v}]_{C}=P_{C \leftarrow B}[\mathbf{v}]_{B} . \tag{4.7.6}
\end{equation*}
$$

Example 4.7.7 Let $V=\mathbb{R}^{2}, B=\{(1,2),(3,4)\}, C=\{(7,3),(4,2)\}$, and $\mathbf{v}=(1,0)$. It is routine to verify that $B$ and $C$ are bases for $V$.
(a) Determine $[\mathbf{v}]_{B}$ and $[\mathbf{v}]_{C}$.
(b) Find $P_{C \leftarrow B}$ and $P_{B \leftarrow C}$.
(c) Use (4.7.6) to compute $[\mathbf{v}]_{C}$, and compare your answer with (a).

## Solution:

(a) Solving $(1,0)=a_{1}(1,2)+a_{2}(3,4)$, we find $a_{1}=-2$ and $a_{2}=1$. Hence, $[\mathbf{v}]_{B}=\left[\begin{array}{r}-2 \\ 1\end{array}\right]$. Likewise, setting $(1,0)=b_{1}(7,3)+b_{2}(4,2)$, we find $b_{1}=1$ and $b_{2}=-1.5$. Hence, $[\mathbf{v}]_{C}=\left[\begin{array}{r}1 \\ -1.5\end{array}\right]$.
(b) A short calculation shows that $[(1,2)]_{C}=\left[\begin{array}{c}-3 \\ 5.5\end{array}\right]$ and $[(3,4)]_{C}=\left[\begin{array}{c}-5 \\ 9.5\end{array}\right]$. Thus, we have

$$
P_{C \leftarrow B}=\left[\begin{array}{rr}
-3 & -5 \\
5.5 & 9.5
\end{array}\right] .
$$

Likewise, another short calculation shows that $[(7,3)]_{B}=\left[\begin{array}{r}-9.5 \\ 5.5\end{array}\right]$ and $[(4,2)]_{B}=\left[\begin{array}{r}-5 \\ 3\end{array}\right]$. Hence,

$$
P_{B \leftarrow C}=\left[\begin{array}{rr}
-9.5 & -5 \\
5.5 & 3
\end{array}\right] .
$$

(c) We compute as follows:

$$
P_{C \leftarrow B}[\mathbf{v}]_{B}=\left[\begin{array}{rr}
-3 & -5 \\
5.5 & 9.5
\end{array}\right]\left[\begin{array}{r}
-2 \\
1
\end{array}\right]=\left[\begin{array}{r}
1 \\
-1.5
\end{array}\right]=[\mathbf{v}]_{C},
$$

as we found in part (a).
The reader may have noticed a close resemblance between the two matrices $P_{C \leftarrow B}$ and $P_{B \leftarrow C}$ computed in part (b) of the preceding example. In fact, a brief calculation shows that

$$
P_{C \leftarrow B} P_{B \leftarrow C}=I_{2}=P_{B \leftarrow C} P_{C \leftarrow B} .
$$

The two change-of-basis matrices are inverses of each other. This turns out to be always true. To see why, consider again Equation (4.7.6). If we premultiply both sides of (4.7.6)
by the matrix $P_{B \leftarrow C}$, we get

$$
\begin{equation*}
P_{B \leftarrow C}[\mathbf{v}]_{C}=P_{B \leftarrow C} P_{C \leftarrow B}[\mathbf{v}]_{B} . \tag{4.7.7}
\end{equation*}
$$

Rearranging the roles of $B$ and $C$ in (4.7.6), the left side of (4.7.7) is simply $[\mathbf{v}]_{B}$. Thus,

$$
P_{B \leftarrow C} P_{C \leftarrow B}[\mathbf{v}]_{B}=[\mathbf{v}]_{B} .
$$

Since this is true for any vector $[\mathbf{v}]_{B}$ in $\mathbb{R}^{n}$, this implies that

$$
P_{B \leftarrow C} P_{C \leftarrow B}=I_{n},
$$

the $n \times n$ identity matrix. Likewise, a similar calculation with the roles of $B$ and $C$ reversed shows that

$$
P_{C \leftarrow B} P_{B \leftarrow C}=I_{n} .
$$

Thus, we have proved that
The matrices $P_{C \leftarrow B}$ and $P_{B \leftarrow C}$ are inverses of one another.

Example 4.7.8 Let $V=P_{2}(\mathbb{R})$, and let $B=\left\{2+4 x+x^{2}, 2+7 x+2 x^{2}, 6+4 x+5 x^{2}\right\}$, and $C=$ $\left\{2+x+x^{2}, x+x^{2}, x\right\}$. It is routine to verify that $B$ and $C$ are bases for $V$. Find the change-of-basis matrix from $B$ to $C$, and use it to calculate the change-of-basis matrix from $C$ to $B$.

Solution: We set $2+4 x+x^{2}=a_{1}\left(2+x+x^{2}\right)+a_{2}\left(x+x^{2}\right)+a_{3} x$. With a quick calculation, we find that $a_{1}=1, a_{2}=0$, and $a_{3}=3$. Next, we set $2+7 x+2 x^{2}=$ $b_{1}\left(2+x+x^{2}\right)+b_{2}\left(x+x^{2}\right)+b_{3} x$, and we find that $b_{1}=1, b_{2}=1$, and $b_{3}=5$. Finally, we set $6+4 x+5 x^{2}=c_{1}\left(2+x+x^{2}\right)+c_{2}\left(x+x^{2}\right)+c_{3} x$, from which it follows that $c_{1}=3, c_{2}=2$, and $c_{3}=-1$. Hence, we have

$$
P_{C \leftarrow B}=\left[\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right]=\left[\begin{array}{rrr}
1 & 1 & 3 \\
0 & 1 & 2 \\
3 & 5 & -1
\end{array}\right] .
$$

This matrix arose in Example 2.6.8. Referring to the calculations shown there, we have

$$
P_{B \leftarrow C}=\left(P_{C \leftarrow B}\right)^{-1}=\left[\begin{array}{rrr}
\frac{11}{14} & -\frac{8}{7} & \frac{1}{14} \\
-\frac{3}{7} & \frac{5}{7} & \frac{1}{7} \\
\frac{3}{14} & \frac{1}{7} & -\frac{1}{14}
\end{array}\right] .
$$

In much the same way that we showed above that the matrices $P_{C \leftarrow B}$ and $P_{B \leftarrow C}$ are inverses of one another, we can make the following observation.

Theorem 4.7.9 Let $V$ be a vector space with ordered bases $A, B$, and $C$. Then

$$
\begin{equation*}
P_{C \leftarrow A}=P_{C \leftarrow B} P_{B \leftarrow A} . \tag{4.7.8}
\end{equation*}
$$

Proof Using (4.7.6), for every $\mathbf{v}$ in $V$, we have

$$
P_{C \leftarrow B} P_{B \leftarrow A}[\mathbf{v}]_{A}=P_{C \leftarrow B}[\mathbf{v}]_{B}=[\mathbf{v}]_{C}=P_{C \leftarrow A}[\mathbf{v}]_{A},
$$

so that premultiplication of $[\mathbf{v}]_{A}$ by either matrix in (4.7.8) yields the same result. Hence, the matrices on either side of (4.7.8) are the same.

We conclude this section by using Theorem 4.7.9 to show how an arbitrary change-of-basis matrix $P_{C \leftarrow B}$ in $\mathbb{R}^{n}$ can be expressed as a product of change-of-basis matrices involving the standard basis $E=\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ of $\mathbb{R}^{n}$. Let $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ and $C=\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right\}$ be arbitrary ordered bases for $\mathbb{R}^{n}$. Since $[\mathbf{v}]_{E}=\mathbf{v}$ for all column vectors $\mathbf{v}$ in $\mathbb{R}^{n}$, the matrices

$$
P_{E \leftarrow B}=\left[\left[\mathbf{v}_{1}\right]_{E},\left[\mathbf{v}_{2}\right]_{E}, \ldots,\left[\mathbf{v}_{n}\right]_{E}\right]=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]
$$

and

$$
P_{E \leftarrow C}=\left[\left[\mathbf{w}_{1}\right]_{E},\left[\mathbf{w}_{2}\right]_{E}, \ldots,\left[\mathbf{w}_{n}\right]_{E}\right]=\left[\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right]
$$

can be written down immediately. Using these matrices, together with Theorem 4.7.9, we can compute the arbitrary change-of-basis matrix $P_{C \leftarrow B}$ with ease:

$$
P_{C \leftarrow B}=P_{C \leftarrow E} P_{E \leftarrow B}=\left(P_{E \leftarrow C}\right)^{-1} P_{E \leftarrow B} .
$$

## Exercises for 4.7

## Key Terms

Ordered basis, Components of a vector relative to an ordered basis, Change-of-basis matrix.

## Skills

- Be able to find the components of a vector relative to a given ordered basis for a vector space $V$.
- Be able to compute the change-of-basis matrix for a vector space $V$ from one ordered basis $B$ to another ordered basis $C$.
- Be able to use the change-of-basis matrix from $B$ to $C$ to determine the components of a vector relative to $C$ from the components of the vector relative to $B$.
- Be familiar with the relationship between the two change-of-basis matrices $P_{C \leftarrow B}$ and $P_{B \leftarrow C}$.


## True-False Review

For Questions (a)-(h), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text.

If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Every vector in a finite-dimensional vector space $V$ can be expressed uniquely as a linear combination of vectors comprising a basis for $V$.
(b) Premultiplying the component vector of $\mathbf{v}$ relative to $C$ by the change-of-basis matrix $P_{B \leftarrow C}$ produces the component vector of $\mathbf{v}$ relative to the basis $B$.
(c) A change-of-basis matrix is always a square matrix.
(d) A change-of-basis matrix is always invertible.
(e) For any vectors $\mathbf{v}$ and $\mathbf{w}$ in a finite-dimensional vector space $V$ with basis $B$, we have $[\mathbf{v}-\mathbf{w}]_{B}=[\mathbf{v}]_{B}-[\mathbf{w}]_{B}$.
(f) If the bases $B$ and $C$ for a vector space $V$ contain the same set of vectors, then $[\mathbf{v}]_{B}=[\mathbf{v}]_{C}$ for every vector $\mathbf{v}$ in $V$.
(g) If $B$ and $C$ are bases for a finite-dimensional vector space $V$, and $\mathbf{v}$ and $\mathbf{w}$ are in $V$ such that $[\mathbf{v}]_{B}=[\mathbf{w}]_{C}$, then $\mathbf{v}=\mathbf{w}$.
(h) For every basis $B$ for $V$, the matrix $P_{B \leftarrow B}$ is the identity matrix.

## Problems

For Problems 1-14, determine the component vector of the given vector in the vector space $V$ relative to the given ordered basis $B$.

1. $V=\mathbb{R}^{2} ; B=\{(7,-1),(-9,-2)\} ; \mathbf{v}=(27,6)$.
2. $V=\mathbb{R}^{2} ; B=\{(2,-2),(1,4)\} ; \mathbf{v}=(5,-10)$.
3. $V=\mathbb{R}^{2} ; B=\{(-1,3),(3,2)\} ; \mathbf{v}=(8,-2)$.
4. $V=\mathbb{R}^{3} ; B=\{(1,0,1),(1,1,-1),(2,0,1)\}$; $\mathbf{v}=(-9,1,-8)$.
5. $V=\mathbb{R}^{3} ; B=\{(1,-6,3),(0,5,-1),(3,-1,-1)\}$; $\mathbf{v}=(1,7,7)$.
6. $V=\mathbb{R}^{3} ; B=\{(3,-1,-1),(1,-6,3),(0,5,-1)\}$; $\mathbf{v}=(1,7,7)$.
7. $V=\mathbb{R}^{3} ; B=\{(-1,0,0),(0,0,-3),(0,-2,0)\}$; $\mathbf{v}=(5,5,5)$.
8. $V=P_{2}(\mathbb{R}) ; B=\left\{x^{2}+x, 2+2 x, 1\right\}$;
$p(x)=-4 x^{2}+2 x+6$.
9. $V=P_{2}(\mathbb{R}) ; B=\left\{5-3 x, 1,1+2 x^{2}\right\}$;
$p(x)=15-18 x-30 x^{2}$.
10. $V=P_{3}(\mathbb{R}) ; B=\left\{1,1+x, 1+x+x^{2}, 1+x+x^{2}+x^{3}\right\}$; $p(x)=4-x+x^{2}-2 x^{3}$.
11. $V=P_{3}(\mathbb{R}) ; B=\left\{x^{3}+x^{2}, x^{3}-1, x^{3}+1, x^{3}+x\right\}$; $p(x)=8+x+6 x^{2}+9 x^{3}$.
12. $V=M_{2}(\mathbb{R})$;
$B=\left\{\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right],\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right],\left[\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]\right\} ;$
$A=\left[\begin{array}{rr}-3 & -2 \\ -1 & 2\end{array}\right]$.
13. $V=M_{2}(\mathbb{R})$;
$B=\left\{\left[\begin{array}{rr}2 & -1 \\ 3 & 5\end{array}\right],\left[\begin{array}{rr}0 & 4 \\ -1 & 1\end{array}\right],\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right],\left[\begin{array}{rr}3 & -1 \\ 2 & 5\end{array}\right]\right\} ;$
$A=\left[\begin{array}{rr}-10 & 16 \\ -15 & -14\end{array}\right]$.
14. $V=M_{2}(\mathbb{R})$;
$B=\left\{\left[\begin{array}{rr}-1 & 1 \\ 0 & 1\end{array}\right],\left[\begin{array}{rr}1 & 3 \\ -1 & 0\end{array}\right],\left[\begin{array}{ll}1 & 0 \\ 1 & 2\end{array}\right],\left[\begin{array}{rr}0 & -1 \\ 2 & 3\end{array}\right]\right\} ;$ $A=\left[\begin{array}{ll}5 & 6 \\ 7 & 8\end{array}\right]$.
15. Let $\mathbf{v}_{1}=(0,6,3), \mathbf{v}_{2}=(3,0,3)$, and $\mathbf{v}_{3}=$ $(6,-3,0)$. Determine the component vector of an arbitrary vector $\mathbf{v}=(x, y, z)$ relative to the basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$.
16. Let $p_{1}(x)=1+x, p_{2}(x)=-x+x^{2}$, and $p_{3}(x)=$ $1+2 x^{2}$. Determine the component vector of an arbitrary polynomial $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$ relative to the basis $\left\{p_{1}, p_{2}, p_{3}\right\}$.

For Problems 17-26, find the change-of-basis matrix $P_{C \leftarrow B}$ from the given ordered basis $B$ to the given ordered basis $C$ of the vector space $V$.
17. $V=\mathbb{R}^{2} ; B=\{(9,2),(4,-3)\}$;
$C=\{(2,1),(-3,1)\}$.
18. $V=\mathbb{R}^{2} ; B=\{(-5,-3),(4,28)\}$;
$C=\{(6,2),(1,-1)\}$.
19. $V=\mathbb{R}^{3} ; B=\{(2,-5,0),(3,0,5),(8,-2,-9)\}$;
$C=\{(1,-1,1),(2,0,1),(0,1,3)\}$.
20. $V=\mathbb{R}^{3} ; B=\{(-7,4,4),(4,2,-1),(-7,5,0)\}$;
$C=\{(1,1,0),(0,1,1),(3,-1,-1)\}$.
21. $V=P_{1}(\mathbb{R}) ; B=\{7-4 x, 5 x\} ; C=\{1-2 x, 2+x\}$.
22. $V=P_{2}(\mathbb{R})$;
$B=\left\{-4+x-6 x^{2}, 6+2 x^{2},-6-2 x+4 x^{2}\right\} ;$
$C=\left\{1-x+3 x^{2}, 2,3+x^{2}\right\}$.
23. $V=P_{3}(\mathbb{R})$;
$B=\left\{-2+3 x+4 x^{2}-x^{3}, 3 x+5 x^{2}+2 x^{3}\right.$,
$\left.-5 x^{2}-5 x^{3}, 4+4 x+4 x^{2}\right\} ;$
$C=\left\{1-x^{3}, 1+x, x+x^{2}, x^{2}+x^{3}\right\}$.
24. $V=P_{2}(\mathbb{R})$;
$B=\left\{2+x^{2},-1-6 x+8 x^{2},-7-3 x-9 x^{2}\right\} ;$
$C=\left\{1+x,-x+x^{2}, 1+2 x^{2}\right\}$.
25. $V=M_{2}(\mathbb{R})$;
$B=\left\{\left[\begin{array}{rr}1 & 0 \\ -1 & -2\end{array}\right],\left[\begin{array}{rr}0 & -1 \\ 3 & 0\end{array}\right],\left[\begin{array}{ll}3 & 5 \\ 0 & 0\end{array}\right],\left[\begin{array}{rr}-2 & -4 \\ 0 & 0\end{array}\right]\right\} ;$
$C=\left\{\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right],\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right],\left[\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]\right\}$.
26. $V=M_{2}(\mathbb{R}) ; B=\left\{E_{12}, E_{22}, E_{21}, E_{11}\right\}$;
$C=\left\{E_{22}, E_{11}, E_{21}, E_{12}\right\}$.

For Problems 27-32, find the change-of-basis matrix $P_{B \leftarrow C}$ from the given basis $C$ to the given basis $B$ of the vector space $V$.
27. $V, B$, and $C$ from Problem 17.
28. $V, B$, and $C$ from Problem 18 .
29. $V, B$, and $C$ from Problem 19.
30. $V, B$, and $C$ from Problem 21.
31. $V, B$, and $C$ from Problem 23 .
32. $V, B$, and $C$ from Problem 26.

For Problems 33-37, verify Equation (4.7.6) for the given vector.
33. $\mathbf{v}=(-5,3) ; V, B$, and $C$ from Problem 17.
34. $\mathbf{v}=(-1,2,0) ; V, B$, and $C$ from Problem 20.
35. $p(x)=6-4 x ; V, B$, and $C$ from Problem 21.
36. $p(x)=5-x+3 x^{2} ; V, B$, and $C$ from Problem 22 .
37. $A=\left[\begin{array}{rr}-1 & -1 \\ -4 & 5\end{array}\right] ; V, B$, and $C$ from Problem 25.
38. Prove part (b) of Lemma 4.7.5.
39. Prove that if every vector $\mathbf{v}$ in a vector space $V$ can be written uniquely as a linear combination of the vectors in $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is a basis for $V$.
40. Show that if $B$ is a basis for a finite-dimensional vector space $V$, and $C$ is a basis obtained by reordering the vectors in $B$, then the matrices $P_{C \leftarrow B}$ and $P_{B \leftarrow C}$ each contain exactly one 1 in each row and column, and zeros elsewhere.

### 4.8 Row Space and Column Space

In this section, we consider two vector spaces that can be associated with any $m \times n$ matrix. For simplicity, we will assume that the matrices have real entries, although the results that we establish can easily be extended to matrices with complex entries.

## Row Space

Let $A=\left[a_{i j}\right]$ be an $m \times n$ real matrix. The row vectors of this matrix are row $n$-vectors, and therefore they can be associated with vectors in $\mathbb{R}^{n}$. The subspace of $\mathbb{R}^{n}$ spanned by these vectors is called the row space of $A$ and denoted rowspace $(A)$. For example, if

$$
\begin{aligned}
A=\left[\begin{array}{rrr}
2 & -1 & 3 \\
5 & 9 & -7
\end{array}\right] & , \text { then } \\
& \operatorname{rowspace}(A)=\operatorname{span}\{(2,-1,3),(5,9,-7)\}
\end{aligned}
$$

For a general $m \times n$ matrix $A$, how can we obtain a basis for rowspace $(A)$ ? By its very definition, the row space of $A$ is spanned by the row vectors of $A$, but these may not be linearly independent, and hence the row vectors of $A$ do not necessarily form a basis for rowspace $(A)$. We wish to determine a systematic and efficient method for obtaining a basis for the row space. Perhaps not surprisingly, it involves the use of elementary row operations.

If we perform elementary row operations on $A$, then we are merely taking linear combinations of vectors in rowspace $(A)$, and we therefore might suspect that the row space of the resulting matrix coincides with the row space of $A$. This is the content of the following theorem.

Theorem 4.8.1 If $A$ and $B$ are row-equivalent matrices, then

$$
\operatorname{rowspace}(A)=\operatorname{rowspace}(B)
$$

Proof We establish that the matrix that results from performing any of the three elementary row operations on a matrix $A$ has the same row space as the row space of $A$. If
we interchange two rows of $A$, then clearly we have not altered the row space, since we still have the same set of row vectors (listed in a different order).

Now let $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{m}$ denote the row vectors of $A$. We combine the remaining two types of elementary row operations by considering the result of replacing $\mathbf{a}_{i}$ by the vector $r \mathbf{a}_{i}+s \mathbf{a}_{j}$, where $r(\neq 0)$ and $s$ are real numbers. If $s=0$, then this corresponds to scaling $\mathbf{a}_{i}$ by a factor of $r$, whereas if $r=1$ and $s \neq 0$, this corresponds to adding a multiple of row $j$ to row $i$. If $B$ denotes the resulting matrix, then

$$
\begin{aligned}
\operatorname{rowspace}(B) & =\left\{c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+\cdots+c_{i}\left(r \mathbf{a}_{i}+s \mathbf{a}_{j}\right)+\cdots+c_{m} \mathbf{a}_{m}\right\} \\
& =\left\{c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+\cdots+\left(r c_{i}\right) \mathbf{a}_{i}+\cdots+\left(c_{j}+s c_{i}\right) \mathbf{a}_{j}+\cdots+c_{m} \mathbf{a}_{m}\right\} \\
& =\left\{c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+\cdots+d_{i} \mathbf{a}_{i}+\cdots+d_{j} \mathbf{a}_{j}+\cdots+c_{m} \mathbf{a}_{m}\right\}
\end{aligned}
$$

where $d_{i}=r c_{i}$ and $d_{j}=c_{j}+s c_{i}$. Note that $d_{i}$ and $d_{j}$ can take on arbitrary values, and hence, the vectors in rowspace $(B)$ consist precisely of arbitrary linear combinations of $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{m}$. That is,

$$
\operatorname{rowspace}(B)=\operatorname{span}\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{m}\right\}=\operatorname{rowspace}(A)
$$

The previous theorem is the key to determining a basis for rowspace $(A)$. The idea we use is to reduce $A$ to row echelon form. If $\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{k}$ denote the nonzero row vectors in this row-echelon form, then from the previous theorem,

$$
\operatorname{rowspace}(A)=\operatorname{span}\left\{\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{k}\right\}
$$

We now establish that $\left\{\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{k}\right\}$ is linearly independent. Consider

$$
\begin{equation*}
c_{1} \mathbf{d}_{1}+c_{2} \mathbf{d}_{2}+\cdots+c_{k} \mathbf{d}_{k}=\mathbf{0} \tag{4.8.1}
\end{equation*}
$$

Due to the positioning of the leading ones in a row-echelon matrix, each of the row vectors $\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{k-1}$ will have a leading one in a position where each succeeding row vector in the row-echelon form has a zero. Hence, Equation (4.8.1) is satisfied only if

$$
c_{1}=c_{2}=\cdots=c_{k-1}=0
$$

and therefore, it reduces to

$$
c_{k} \mathbf{d}_{k}=\mathbf{0}
$$

However, $\mathbf{d}_{k}$ is a nonzero vector, and so we must have $c_{k}=0$. Consequently, all of the constants in Equation (4.8.1) must be zero, and therefore $\left\{\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{k}\right\}$ not only spans rowspace $(A)$, but is also linearly independent. Hence, $\left\{\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{k}\right\}$ is a basis for rowspace $(A)$. We have therefore established the next theorem.

Theorem 4.8.2 The set of nonzero row vectors in any row-echelon form of an $m \times n$ matrix $A$ is a basis for rowspace ( $A$ ).

As a consequence of the preceding theorem, we can conclude that all row-echelon forms of $A$ have the same number of nonzero rows. For if this were not the case, then we could find two bases for rowspace $(A)$ containing a different number of vectors, which would contradict Corollary 4.6.5. We can therefore consider Theorem 2.4.10 as a direct consequence of Theorem 4.8.2

Example 4.8.3 Determine a basis for the row space of

$$
A=\left[\begin{array}{rrrrrr}
1 & 4 & -1 & 2 & 3 & 5 \\
-2 & -7 & 5 & -5 & -6 & -9 \\
-2 & -6 & 8 & -6 & -6 & -8 \\
1 & 5 & 2 & 1 & 3 & 6
\end{array}\right]
$$

Solution: We first reduce $A$ to row-echelon form:

$$
\begin{gathered}
A \stackrel{1}{\sim}\left[\begin{array}{rrrrrr}
1 & 4 & -1 & 2 & 3 & 5 \\
0 & 1 & 3 & -1 & 0 & 1 \\
0 & 2 & 6 & -2 & 0 & 2 \\
0 & 1 & 3 & -1 & 0 & 1
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrrrrr}
1 & 4 & -1 & 2 & 3 & 5 \\
0 & 1 & 3 & -1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] . \\
\\
\text { 1. } A_{12}(2), A_{13}(2), A_{14}(-1) \\
\text { 2. } A_{23}(-2), A_{24}(-1)
\end{gathered}
$$

Consequently, a basis for rowspace $(A)$ is $\{(1,4,-1,2,3,5),(0,1,3,-1,0,1)\}$, and therefore, rowspace $(A)$ is a two-dimensional subspace of $\mathbb{R}^{6}$.

Theorem 4.8.2 also gives an efficient method for determining a basis for the subspace of $\mathbb{R}^{n}$ spanned by a given set of vectors. If we let $A$ be the matrix whose row vectors are the given vectors from $\mathbb{R}^{n}$, then rowspace $(A)$ coincides with the subspace of $\mathbb{R}^{n}$ spanned by those vectors. Consequently, the nonzero row vectors in any row-echelon form of $A$ will be a basis for the subspace spanned by the given set of vectors.

Example 4.8.4 Determine a basis for the subspace of $\mathbb{R}^{4}$ spanned by

$$
\{(1,2,3,4),(4,5,6,7),(7,8,9,10)\} .
$$

Solution: We first let $A$ denote the matrix that has the given vectors as row vectors. Thus,

$$
A=\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
4 & 5 & 6 & 7 \\
7 & 8 & 9 & 10
\end{array}\right]
$$

We now reduce $A$ to row-echelon form:

$$
A \stackrel{1}{\sim}\left[\begin{array}{rrrr}
1 & 2 & 3 & 4 \\
0 & -3 & -6 & -9 \\
0 & -6 & -12 & -18
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrrr}
1 & 2 & 3 & 4 \\
0 & 1 & 2 & 3 \\
0 & -6 & -12 & -18
\end{array}\right] \stackrel{3}{\sim}\left[\begin{array}{llll}
1 & 2 & 3 & 4 \\
0 & 1 & 2 & 3 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

$$
\text { 1. } A_{12}(-4), A_{13}(-7) \quad \text { 2. } M_{2}\left(-\frac{1}{3}\right) \quad \text { 3. } A_{23}(6)
$$

Consequently, a basis for the subspace of $\mathbb{R}^{4}$ spanned by the given vectors is $\{(1,2,3,4)$, $(0,1,2,3)\}$. We see that the given vectors span a two-dimensional subspace of $\mathbb{R}^{4}$.

## Column Space

If $A$ is an $m \times n$ matrix, the column vectors of $A$ are column $m$-vectors and therefore can be associated with vectors in $\mathbb{R}^{m}$. The subspace of $\mathbb{R}^{m}$ spanned by these vectors is called the column space of $A$ and denoted colspace $(A)$.

Example 4.8.5 For the matrix $A=\left[\begin{array}{rr}6 & 2 \\ -1 & 0 \\ 4 & -4\end{array}\right]$, we have

$$
\operatorname{colspace}(A)=\operatorname{span}\left\{\left[\begin{array}{r}
6 \\
-1 \\
4
\end{array}\right],\left[\begin{array}{r}
2 \\
0 \\
-4
\end{array}\right]\right\}
$$

which is the subspace of $\mathbb{R}^{3}$ consisting of the plane ${ }^{10}$ spanned by the vectors $(6,-1,4)$ and $(2,0,-4)$.

We now consider the problem of determining a basis for the column space of an $m \times n$ matrix $A$. Since the column vectors of $A$ coincide with the row vectors of $A^{T}$, it follows that

$$
\operatorname{colspace}(A)=\operatorname{rowspace}\left(A^{T}\right)
$$

Hence one way to obtain a basis for colspace $(A)$ would be to reduce $A^{T}$ to row-echelon form and then the nonzero row vectors in the resulting matrix would form a basis for colspace ( $A$ ).

There is, however, a better method for determining a basis for colspace $(A)$ directly from any row-echelon form of $A$. The derivation of this technique is somewhat involved and will require full attention.

We begin by determining the column space of an $m \times n$ reduced row-echelon matrix. In order to introduce the basic ideas, consider the particular reduced row-echelon matrix

$$
E=\left[\begin{array}{lllll}
1 & 2 & 0 & 3 & 0 \\
0 & 0 & 1 & 5 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

In this case, we see that the first, third, and fifth column vectors, which are the column vectors containing the leading ones, coincide with the first three standard basis vectors in $\mathbb{R}^{4}$ (written as column vectors):

$$
\mathbf{e}_{1}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right], \quad \mathbf{e}_{2}=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right], \quad \mathbf{e}_{3}=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]
$$

Consequently, these column vectors are linearly independent. Furthermore, the remaining column vectors in $E$ (those that do not contain leading ones) are both linear combinations of $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, columns that do contain leading ones. Therefore $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ is a linearly independent set of vectors that spans colspace $(E)$, and so a basis for colspace $(E)$ is

$$
\{(1,0,0,0),(0,1,0,0),(0,0,1,0)\} .
$$

Clearly, the same arguments apply to any reduced row-echelon matrix $E$. Thus, if $E$ contains $k$ (necessarily $\leq n$ ) leading ones, a basis for colspace $(E)$ is $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{k}\right\}$.

Now consider an arbitrary $m \times n$ matrix $A$, and let $E$ denote the reduced row-echelon form of $A$. Recall from Chapter 2 that performing elementary row operations on a linear system does not alter its solution set. Hence, the two homogeneous systems of equations

$$
\begin{equation*}
A \mathbf{c}=\mathbf{0} \quad \text { and } \quad E \mathbf{c}=\mathbf{0} \tag{4.8.2}
\end{equation*}
$$

have the same solution sets. If we write $A$ and $E$ in column vector form as $A=$ $\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]$ and $E=\left[\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{n}\right]$, respectively, then the two systems in (4.8.2) can be written as

$$
\begin{aligned}
& c_{1} \mathbf{a}_{1}+c_{2} \mathbf{a}_{2}+\cdots+c_{n} \mathbf{a}_{n}=\mathbf{0} \\
& c_{1} \mathbf{d}_{1}+c_{2} \mathbf{d}_{2}+\cdots+c_{n} \mathbf{d}_{n}=\mathbf{0}
\end{aligned}
$$

[^31]respectively. Thus, the fact that these two systems have the same solution set means that a linear dependence relationship will hold between the column vectors of $E$ if and only if precisely the same linear dependence relation holds between the corresponding column vectors of $A$. In particular, since our previous work shows that the column vectors in $E$ that contain leading ones give a basis for colspace $(E)$, they give a maximal linearly independent set in colspace $(E)$. Therefore, the corresponding column vectors in $A$ will also be a maximal linearly independent set in colspace( $A$ ). Consequently, this set of vectors from $A$ will be a basis for colspace ( $A$ ).

We have therefore shown that the set of column vectors of $A$ corresponding to those column vectors containing leading ones in the reduced row-echelon form of $A$ is a basis for colspace $(A)$. But do we have to reduce $A$ to reduced row-echelon form? The answer is no. We only need to reduce $A$ to row-echelon form. The reason is that going further to reduce a matrix from row-echelon form to reduced row-echelon form does not alter the position or number of leading ones in a matrix, and therefore, the column vectors containing leading ones in any row-echelon form of $A$ will correspond to the column vectors containing leading ones in the reduced row-echelon form of $A$. Consequently, we have established the following result.

Theorem 4.8.6 Let $A$ be an $m \times n$ matrix. The set of column vectors of $A$ corresponding to those column vectors containing leading ones in any row-echelon form of $A$ is a basis for colspace $(A)$.

Example 4.8.7 Determine a basis for colspace $(A)$ if

$$
A=\left[\begin{array}{rrrrr}
1 & 2 & -1 & -2 & -1 \\
2 & 4 & -2 & -3 & -1 \\
5 & 10 & -5 & -3 & -1 \\
-3 & -6 & 3 & 2 & 1
\end{array}\right] .
$$

Solution: We first reduce $A$ to row-echelon form:

$$
\begin{gathered}
A \stackrel{1}{\sim}\left[\begin{array}{rrrrr}
1 & 2 & -1 & -2 & -1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 7 & 4 \\
0 & 0 & 0 & -4 & -2
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrrrr}
1 & 2 & -1 & -2 & -1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & -3 \\
0 & 0 & 0 & 0 & 2
\end{array}\right] \\
\stackrel{3}{\sim}\left[\begin{array}{rrrrr}
1 & 2 & -1 & -2 & -1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 2
\end{array}\right] \stackrel{4}{\sim}\left[\begin{array}{rrrrr}
1 & 2 & -1 & -2 & -1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
\end{gathered}
$$

$$
\text { 1. } A_{12}(-2), A_{13}(-5), A_{14}(3) \quad \text { 2. } A_{23}(-7), A_{24}(4) \quad \text { 3. } M_{3}\left(-\frac{1}{3}\right) \quad \text { 4. } A_{34}(-2)
$$

Since the first, fourth, and fifth column vectors in this row-echelon form of $A$ contain the leading ones, it follows from Theorem 4.8.6 that the set of corresponding column vectors in $A$ is a basis for colspace ( $A$ ). Consequently, a basis for colspace $(A)$ is

$$
\{(1,2,5,-3),(-2,-3,-3,2),(-1,-1,-1,1)\} .
$$

Hence, colspace $(A)$ is a three-dimensional subspace of $\mathbb{R}^{4}$. Notice from the row-echelon form of $A$ that a basis for $\operatorname{rowspace}(A)$ is $\{(1,2,-1,-2,-1),(0,0,0,1,1)$, $(0,0,0,0,1)\}$ so that rowspace $(A)$ is a three-dimensional subspace of $\mathbb{R}^{5}$.

We now summarize the discussion of row space and column space.
Summary: Let $A$ be an $m \times n$ matrix. In order to determine a basis for rowspace $(A)$ and a basis for colspace $(A)$, we reduce $A$ to row-echelon form.

1. The row vectors containing the leading ones in the row-echelon form give a basis for rowspace $(A)$ (a subspace of $\mathbb{R}^{n}$ ).
2. The column vectors of $A$ corresponding to the column vectors containing the leading ones in the row-echelon form give a basis for colspace $(A)$ (a subspace of $\mathbb{R}^{m}$ ).

Since the number of vectors in a basis for rowspace $(A)$ or in a basis for colspace $(A)$ is equal to the number of leading ones in any row-echelon form of $A$, it follows that

$$
\operatorname{dim}[\operatorname{rowspace}(A)]=\operatorname{dim}[\operatorname{colspace}(A)] .
$$

However, we emphasize that rowspace $(A)$ and colspace $(A)$ are, in general, subspaces of different vector spaces. In Example 4.8.7, for instance, rowspace $(A)$ is a subspace of $\mathbb{R}^{5}$, while colspace $(A)$ is a subspace of $\mathbb{R}^{4}$. For an $m \times n$ matrix, rowspace $(A)$ is a subspace of $\mathbb{R}^{n}$, whereas colspace $(A)$ is a subspace of $\mathbb{R}^{m}$.

## Exercises for 4.8

## Key Terms

Row space, Column space.

## Skills

- Be able to compute a basis for the row space of a matrix.
- Be able to compute a basis for the column space of a matrix.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $A$ is an $m \times n$ matrix such that $\operatorname{rowspace}(A)=$ $\operatorname{colspace}(A)$, then $m=n$.
(b) A basis for the row space of a matrix $A$ consists of the row vectors of any row-echelon form of $A$.
(c) The nonzero column vectors of a row echelon form of a matrix $A$ form a basis for colspace ( $A$ ).
(d) The sets rowspace $(A)$ and colspace $(A)$ have the same dimension.
(e) If $A$ is an $n \times n$ invertible matrix, then rowspace $(A)=$ $\mathbb{R}^{n}$.
(f) If $A$ is an $n \times n$ invertible matrix, then $\operatorname{colspace}(A)=$ $\mathbb{R}^{n}$.

## Problems

For Problems $1-2$, (a) determine a basis for rowspace $(A)$ and make a sketch of it in the $x y$-plane; (b) Repeat part (a) for colspace ( $A$ ).

1. $A=\left[\begin{array}{rr}6 & -1 \\ 12 & -2\end{array}\right]$.
2. $A=\left[\begin{array}{rr}1 & -2 \\ -3 & 6\end{array}\right]$.

For Problems 3-9, (a) find $n$ such that rowspace ( $A$ ) is a subspace of $\mathbb{R}^{n}$, and determine a basis for rowspace $(A)$; (b) find $m$ such that colspace $(A)$ is a subspace of $\mathbb{R}^{m}$, and determine a basis for colspace $(A)$.
3. $A=\left[\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}\right]$.
4. $A=\left[\begin{array}{r}-3 \\ 1 \\ 7\end{array}\right]$.
5. $A=\left[\begin{array}{rrrr}1 & 1 & -3 & 2 \\ 3 & 4 & -11 & 7\end{array}\right]$.
6. $A=\left[\begin{array}{rrr}1 & 2 & 3 \\ 5 & 6 & 7 \\ 9 & 10 & 11\end{array}\right]$.
7. $A=\left[\begin{array}{rrr}0 & 3 & 1 \\ 0 & -6 & -2 \\ 0 & 12 & 4\end{array}\right]$.
8. $A=\left[\begin{array}{rrrr}1 & 2 & -1 & 3 \\ 3 & 6 & -3 & 5 \\ 1 & 2 & -1 & -1 \\ 5 & 10 & -5 & 7\end{array}\right]$.
9. $A=\left[\begin{array}{rrrr}1 & -1 & 2 & 3 \\ 1 & 1 & -2 & 6 \\ 3 & 1 & 4 & 2\end{array}\right]$.

For Problems 10-13, determine a basis for the subspace of $\mathbb{R}^{n}$ spanned by the given set of vectors by (a) using the con-
cept of the row space of a matrix, and (b) using the concept of the column space of a matrix.
10. $\{(1,-1,2),(5,-4,1),(7,-5,-4)\}$.
11. $\{(1,3,3),(1,5,-1),(2,7,4),(1,4,1)\}$.
12. $\{(1,1,-1,2),(2,1,3,-4),(1,2,-6,10)\}$.
13. $\{(1,4,1,3),(2,8,3,5),(1,4,0,4),(2,8,2,6)\}$.
14. Let $A=\left[\begin{array}{rrr}1 & 2 & 4 \\ 5 & 11 & 21 \\ 3 & 7 & 13\end{array}\right]$.
(a) Find a basis for rowspace $(A)$ and colspace $(A)$.
(b) Show that rowspace $(A)$ corresponds to the plane with Cartesian equation $2 x+y-z=0$, whereas colspace $(A)$ corresponds to the plane with Cartesian equation $2 x-y+z=0$.
15. Give an example of a square matrix $A$ whose row space and column space have no nonzero vectors in common.
16. Give examples to show how each type of elementary row operation applied to a matrix can change the column space of the matrix.
17. Let $A$ be an $m \times n$ matrix with $\operatorname{colspace}(A)=$ nullspace $(A)$. Prove that $m=n$.
18. Let $A$ be an $n \times n$ matrix with $\operatorname{rowspace}(A)=$ nullspace $(A)$. Prove that $A$ cannot be invertible.

### 4.9 The Rank-Nullity Theorem

In this section, we make connections between the null space of a real $m \times n$ matrix $A$ introduced in Section 4.3 and the row space and column space of $A$ introduced in the previous section. Recall that the null space of $A$ is defined to be the set of all real solutions to the associated homogeneous linear system $A \mathbf{x}=\mathbf{0}$. Thus,

$$
\operatorname{nullspace}(A)=\left\{\mathbf{x} \in \mathbb{R}^{n}: A \mathbf{x}=\mathbf{0}\right\}
$$

The dimension of nullspace $(A)$ is referred to as the nullity of $A$ and is denoted nullity $(A)$. In order to find nullity $(A)$, we need to determine a basis for nullspace $(A)$. Recall that if $\operatorname{rank}(A)=r$, then any row echelon form of $A$ contains $r$ leading ones, which correspond to the bound variables in the linear system. Thus, there are $n-r$ columns without leading ones, which correspond to free variables in the solution of the system $A \mathbf{x}=\mathbf{0}$. Hence, there are $n-r$ free variables in the solution of the system $A \mathbf{x}=\mathbf{0}$. We might therefore suspect that $\operatorname{nullity}(A)=n-r$. Our next theorem, which is often referred to as the Rank-Nullity Theorem, establishes that this is indeed the case.

## Theorem 4.9.1 (Rank-Nullity Theorem)

For any $m \times n$ matrix $A$,

$$
\begin{equation*}
\operatorname{rank}(A)+\operatorname{nullity}(A)=n . \tag{4.9.1}
\end{equation*}
$$

Proof If $\operatorname{rank}(A)=n$, then by the Invertible Matrix Theorem, the only solution to $A \mathbf{x}=\mathbf{0}$ is the trivial solution $\mathbf{x}=\mathbf{0}$. Hence, in this case, nullspace $(A)=\{\boldsymbol{0}\}$, so $\operatorname{nullity}(A)=0$ and Equation (4.9.1) holds.

Now suppose $\operatorname{rank}(A)=r<n$. In this case, there are $n-r>0$ free variables in the solution to $A \mathbf{x}=\mathbf{0}$. Let $t_{1}, t_{2}, \ldots, t_{n-r}$ denote these free variables (chosen as those variables not attached to a leading one in any row-echelon form of $A$ ), and let $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}$ denote the solutions obtained by sequentially setting each free variable to 1 and the remaining free variables to zero. Note that $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}\right\}$ is linearly independent. Moreover, every solution to $A \mathbf{x}=\mathbf{0}$ is a linear combination of $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}$ :

$$
\mathbf{x}=t_{1} \mathbf{x}_{1}+t_{2} \mathbf{x}_{2}+\cdots+t_{n-r} \mathbf{x}_{n-r}
$$

which shows that $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}\right\}$ spans nullspace $(A)$. Thus, $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}\right\}$ is a basis for nullspace $(A)$, and nullity $(A)=n-r$.

Example 4.9.2 If $A=\left[\begin{array}{rrr}2 & -6 & -8 \\ -1 & 3 & 4 \\ 5 & -15 & -20 \\ -2 & 6 & 8\end{array}\right]$, find a basis for nullspace( $A$ ) and verify Theorem 4.9.1.
Solution: We must find all solutions to $A \mathbf{x}=\mathbf{0}$. Reducing the augmented matrix of this system yields

$$
\begin{gathered}
A^{\#} \stackrel{1}{\sim}\left[\begin{array}{rrr|r}
1 & -3 & -4 & 0 \\
-1 & 3 & 4 & 0 \\
5 & -15 & -20 & 0 \\
-2 & 6 & 8 & 0
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{rrr|r}
1 & -3 & -4 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] . \\
\\
\text { 1. } \mathrm{M}_{1}(1 / 2) \\
\text { 2. } \mathrm{A}_{12}(1), \mathrm{A}_{13}(-5), \mathrm{A}_{14}(2)
\end{gathered}
$$

Consequently, there are two free variables, $x_{2}=s$ and $x_{3}=t$, so that

$$
x_{1}=3 s+4 t
$$

Hence,

$$
\begin{aligned}
\operatorname{nullspace}(A) & =\{(3 s+4 t, s, t): s, t \in \mathbb{R}\} \\
& =\{s(3,1,0)+t(4,0,1): s, t \in \mathbb{R}\} \\
& =\operatorname{span}\{(3,1,0),(4,0,1)\}
\end{aligned}
$$

Since the two vectors in this spanning set are not proportional, they are linearly independent. Consequently, a basis for nullspace $(A)$ is $\{(3,1,0),(4,0,1)\}$, so that nullity $(A)=$ 2. In this problem, $A$ is a $4 \times 3$ matrix, and so, in the Rank-Nullity Theorem, $n=3$. Further, from the foregoing row-echelon form of the augmented matrix of the system $A \mathbf{x}=\mathbf{0}$, we see that $\operatorname{rank}(A)=1$. Hence,

$$
\operatorname{rank}(A)+\operatorname{nullity}(A)=1+2=3=n
$$

and the Rank-Nullity Theorem is verified.

For an $m \times n$ matrix $A$ with real entries, let us summarize in the table below the essential information relating nullspace $(A)$, rowspace $(A)$, colspace $(A), \mathbb{R}^{m}$, and $\mathbb{R}^{n}$ :

Description

| nullspace $(A)$ | set of vectors $\mathbf{x}$ with $A \mathbf{x}=\mathbf{0}$ | $\mathbb{R}^{n}$ | $\operatorname{nullity}(A)$ |
| :--- | :---: | :--- | :---: |
| rowspace $(A)$ | span of the row vectors of $A$ | $\mathbb{R}^{n}$ | $\operatorname{rank}(A)$ |
| colspace $(A)$ | span of the column vectors of $A$ | $\mathbb{R}^{m}$ | $\operatorname{rank}(A)$ |

Notice that rowspace $(A)$ and colspace $(A)$ both have the same dimension, $\operatorname{rank}(A)$, but they occur as subspaces of different vectors, namely $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively.

## Systems of Linear Equations

We now examine the linear structure of the solution set to the linear system $A \mathbf{x}=$ $\mathbf{b}$ in terms of the concepts introduced in the last few sections. First we consider the homogeneous case $\mathbf{b}=\mathbf{0}$.

Corollary 4.9.3 Let $A$ be an $m \times n$ matrix, and consider the corresponding homogeneous linear system $A \mathbf{x}=\mathbf{0}$.

1. If $\operatorname{rank}(A)=n$, then $A \mathbf{x}=\mathbf{0}$ has only the trivial solution, and so, nullspace $(A)=\{\mathbf{0}\}$.
2. If $\operatorname{rank}(A)=r<n$, then $A \mathbf{x}=\mathbf{0}$ has an infinite number of solutions, all of which can be expressed in the form

$$
\begin{equation*}
\mathbf{x}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n-r} \mathbf{x}_{n-r} \tag{4.9.2}
\end{equation*}
$$

where $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}\right\}$ is any linearly independent set of $n-r$ solutions to $A \mathbf{x}=\mathbf{0}$.

Proof Note that (1) is a restatement of previous results, or can be quickly deduced from the Rank-Nullity Theorem. Now for (2), assume that $\operatorname{rank}(A)=r<n$. By the RankNullity Theorem, $\operatorname{nullity}(A)=n-r$. Thus, from Theorem 4.6.10, if $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}\right\}$ is any set of $n-r$ linearly independent solutions to $A \mathbf{x}=\mathbf{0}$, it is a basis for nullspace $(A)$, and so all vectors in nullspace $(A)$ can be written as

$$
\mathbf{x}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n-r} \mathbf{x}_{n-r},
$$

for appropriate values of the constants $c_{1}, c_{2}, \ldots, c_{n-r}$.
Remark The expression (4.9.2) is referred to as the general solution to the system $A \mathbf{x}=\mathbf{0}$.

We now turn our attention to nonhomogeneous linear systems. We begin by formulating Theorem 2.5.9 in terms of colspace( $A$ ).

Theorem 4.9.4 Let $A$ be an $m \times n$ matrix and consider the linear system $A \mathbf{x}=\mathbf{b}$.

1. If $\mathbf{b}$ is not in colspace $(A)$, then the system is inconsistent.
2. If $\mathbf{b} \in \operatorname{colspace}(A)$, then the system is consistent and has the following:
(a) a unique solution if and only if $\operatorname{dim}[\operatorname{colspace}(A)]=n$.
(b) an infinite number of solutions if and only if $\operatorname{dim}[\operatorname{colspace}(A)]<n$.

Proof If we write $A$ in terms of its column vectors as $A=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]$, then the linear system $A \mathbf{x}=\mathbf{b}$ can be written as

$$
x_{1} \mathbf{a}_{1}+x_{2} \mathbf{a}_{2}+\cdots+x_{n} \mathbf{a}_{n}=\mathbf{b},
$$

where $\mathbf{x}=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]$. Consequently, the linear system is consistent if and only if the vector
$\mathbf{b}$ is a linear combination of the column vectors of $A$. Thus, the system is consistent if and only if $\mathbf{b} \in \operatorname{colspace}(A)$. This proves (1). Parts (2a) and (2b) follow directly from Theorem 2.5.9, since $\operatorname{rank}(A)=\operatorname{dim}[\operatorname{colspace}(A)]$.

The set of all solutions to a nonhomogeneous linear system is not a vector space, since, for example, it does not contain the zero vector, but the linear structure of nullspace $(A)$ can be used to determine the general form of the solution of a nonhomogeneous system.
Theorem 4.9.5 Let $A$ be an $m \times n$ matrix. If $\operatorname{rank}(A)=r<n$ and $\mathbf{b} \in \operatorname{colspace}(A)$, then all solutions to $A \mathbf{x}=\mathbf{b}$ are of the form

$$
\begin{equation*}
\mathbf{x}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n-r} \mathbf{x}_{n-r}+\mathbf{x}_{p} \tag{4.9.3}
\end{equation*}
$$

where $\mathbf{x}_{p}$ is any particular solution to $A \mathbf{x}=\mathbf{b}$, and $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}\right\}$ is a basis for nullspace (A).

Proof Since $\mathbf{x}_{p}$ is a solution to $A \mathbf{x}=\mathbf{b}$, we have

$$
\begin{equation*}
A \mathbf{x}_{p}=\mathbf{b} \tag{4.9.4}
\end{equation*}
$$

Let $\mathbf{x}=\mathbf{u}$ be an arbitrary solution to $A \mathbf{x}=\mathbf{b}$. Then we also have

$$
\begin{equation*}
A \mathbf{u}=\mathbf{b} \tag{4.9.5}
\end{equation*}
$$

Subtracting (4.9.4) from (4.9.5) yields

$$
A \mathbf{u}-A \mathbf{x}_{p}=\mathbf{0}
$$

or equivalently,

$$
A\left(\mathbf{u}-\mathbf{x}_{p}\right)=\mathbf{0} .
$$

Consequently, the vector $\mathbf{u}-\mathbf{x}_{p}$ is in nullspace ( $A$ ), and, therefore, there exist scalars $c_{1}, c_{2}, \ldots, c_{n-r}$ such that

$$
\mathbf{u}-\mathbf{x}_{p}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n-r} \mathbf{x}_{n-r}
$$

since $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n-r}\right\}$ is a basis for nullspace $(A)$. Hence,

$$
\mathbf{u}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n-r} \mathbf{x}_{n-r}+\mathbf{x}_{p}
$$

as required.
Remark The expression given in Equation (4.9.3) is called the general solution to $A \mathbf{x}=\mathbf{b}$. It has the structure

$$
\mathbf{x}=\mathbf{x}_{c}+\mathbf{x}_{p}
$$

where

$$
\mathbf{x}_{c}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n-r} \mathbf{x}_{n-r}
$$

is the general solution of the associated homogeneous system and $\mathbf{x}_{p}$ is one particular solution of the nonhomogeneous system. In later chapters, we will see that this structure is also apparent in the solution of all linear differential equations and in all linear systems of differential equations. It is a result of the linearity inherent in the problem, rather than the specific problem that we are studying. The unifying concept, in addition to the vector space, is the idea of a linear transformation, which we will study in Chapter 6.

Example 4.9.6 Let $A=\left[\begin{array}{rrr}2 & -6 & -8 \\ -1 & 3 & 4 \\ 5 & -15 & -20 \\ -2 & 6 & 8\end{array}\right]$ and $\mathbf{b}=\left[\begin{array}{r}-18 \\ 9 \\ -45 \\ 18\end{array}\right]$. Verify that $\mathbf{x}_{p}=(5,2,2)$ is a particular solution to $A \mathbf{x}=\mathbf{b}$, and use Theorem 4.9.5 to determine the general solution to the system.

Solution: For the given $\mathbf{x}_{p}$, we have

$$
A \mathbf{x}_{p}=\left[\begin{array}{rrr}
2 & -6 & -8 \\
-1 & 3 & 4 \\
5 & -15 & -20 \\
-2 & 6 & 8
\end{array}\right]\left[\begin{array}{l}
5 \\
2 \\
2
\end{array}\right]=\left[\begin{array}{r}
-18 \\
9 \\
-45 \\
18
\end{array}\right]=\mathbf{b} .
$$

Consequently, $\mathbf{x}_{p}=(5,2,2)$ is a particular solution to $A \mathbf{x}=\mathbf{b}$. Further, from Example 4.9.2, a basis for nullspace $(A)$ is $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$, where $\mathbf{x}_{1}=(3,1,0)$ and $\mathbf{x}_{2}=(4,0,1)$. Thus, the general solution to $A \mathbf{x}=\mathbf{0}$ is

$$
\mathbf{x}_{c}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2},
$$

and therefore, from Theorem 4.9.5, the general solution to $A \mathbf{x}=\mathbf{b}$ is

$$
\mathbf{x}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\mathbf{x}_{p}=c_{1}(3,1,0)+c_{2}(4,0,1)+(5,2,2),
$$

which can be written as

$$
\mathbf{x}=\left(3 c_{1}+4 c_{2}+5, c_{1}+2, c_{2}+2\right) .
$$

## Exercises for 4.9

## Skills

- For a given matrix $A$, be able to determine the rank from the nullity, or the nullity from the rank.
- Know the relationship between the rank of a matrix $A$ and the consistency of a linear system $A \mathbf{x}=\mathbf{b}$.
- Know the relationship between the column space of a matrix $A$ and the consistency of a linear system $A \mathbf{x}=\mathbf{b}$.
- Be able to formulate the solution set to a linear system $A \mathbf{x}=\mathbf{b}$ in terms of the solution set to the corresponding homogeneous linear equation.


## True-False Review

For Questions (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) For an $m \times n$ matrix $A$, the nullity of $A$ must be at least $|m-n|$.
(b) If $A$ is a $7 \times 9$ matrix with $\operatorname{nullity}(A)=2$, then $\operatorname{rowspace}(A)=\mathbb{R}^{7}$.
(c) If $A$ is a $9 \times 7$ matrix with $\operatorname{nullity}(A)=0$, then $\operatorname{rowspace}(A)=\mathbb{R}^{7}$.
(d) The nullity of an $n \times n$ upper triangular matrix $A$ is simply the number of zeros appearing on the main diagonal of $A$.
(e) An $n \times n$ matrix $A$ for which nullspace $(A)=$ colspace ( $A$ ) cannot be invertible.
(f) For all $m \times n$ matrices $A$ and $B$, nullity $(A+B)=$ $\operatorname{nullity}(A)+\operatorname{nullity}(B)$.
(g) For all $n \times n$ matrices $A$ and $B$, nullity $(A B)=$ nullity $(A) \cdot \operatorname{nullity}(B)$.
(h) For all $n \times n$ matrices $A$ and $B$, nullity $(A B) \geq$ nullity $(B)$.
(i) If $\mathbf{x}_{p}$ is a solution to the linear system $A \mathbf{x}=\mathbf{b}$, then $\mathbf{y}+\mathbf{x}_{p}$ is also a solution for any $\mathbf{y}$ in nullspace $(A)$.

## Problems

For Problems $1-5$, determine the null space of $A$ and verify the Rank-Nullity Theorem.

1. $A=\left[\begin{array}{r}6 \\ -1 \\ 9\end{array}\right]$.
2. $A=\left[\begin{array}{llll}1 & 0 & -6 & -1\end{array}\right]$.
3. $A=\left[\begin{array}{rr}2 & -1 \\ -4 & 2\end{array}\right]$.
4. $A=\left[\begin{array}{rrr}1 & 1 & -1 \\ 3 & 4 & 4 \\ 1 & 1 & 0\end{array}\right]$.
5. $A=\left[\begin{array}{llll}1 & 4 & -1 & 3 \\ 2 & 9 & -1 & 7 \\ 2 & 8 & -2 & 6\end{array}\right]$.

For Problems 6-9, determine the nullity of $A$ "by inspection" by appealing to the Rank-Nullity Theorem. Avoid computations.
6. $A=\left[\begin{array}{rr}2 & -3 \\ 0 & 0 \\ -4 & 6 \\ 22 & -33\end{array}\right]$.
7. $A=\left[\begin{array}{rrrrr}1 & 3 & -3 & 2 & 5 \\ -4 & -12 & 12 & -8 & -20 \\ 0 & 0 & 0 & 0 & 0 \\ 1 & 3 & -3 & 2 & 6\end{array}\right]$.
8. $A=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1\end{array}\right]$.
9. $A=\left[\begin{array}{llll}0 & 0 & 0 & -2\end{array}\right]$.

For Problems 10-13, determine the solution set to $A \mathbf{x}=\mathbf{b}$, and show that all solutions are of the form (4.9.3).
10. $A=\left[\begin{array}{rrr}1 & 3 & -1 \\ 2 & 7 & 9 \\ 1 & 5 & 21\end{array}\right], \mathbf{b}=\left[\begin{array}{r}4 \\ 11 \\ 10\end{array}\right]$.
11. $A=\left[\begin{array}{llll}2 & -1 & 1 & 4 \\ 1 & -1 & 2 & 3 \\ 1 & -2 & 5 & 5\end{array}\right], \mathbf{b}=\left[\begin{array}{r}5 \\ 6 \\ 13\end{array}\right]$.
12. $A=\left[\begin{array}{rrr}1 & 1 & -2 \\ 3 & -1 & -7 \\ 1 & 1 & 1 \\ 2 & 2 & -4\end{array}\right], \mathbf{b}=\left[\begin{array}{r}-3 \\ 2 \\ 0 \\ -6\end{array}\right]$.
13. $A=\left[\begin{array}{rrrr}1 & 1 & -1 & 5 \\ 0 & 2 & -1 & 7 \\ 4 & 2 & -3 & 13\end{array}\right], \mathbf{b}=\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]$.
14. Show that a $3 \times 7$ matrix $A$ with nullity $(A)=4$ must have colspace $(A)=\mathbb{R}^{3}$. Is rowspace $(A)=\mathbb{R}^{3}$ ?
15. Show that a $6 \times 4$ matrix $A$ with nullity $(A)=0$ must have rowspace $(A)=\mathbb{R}^{4}$. Is colspace $(A)=\mathbb{R}^{4}$ ?
16. Prove that if $\operatorname{rowspace}(A)=\operatorname{nullspace}(A)$, then $A$ contains an even number of columns.
17. Show that a $5 \times 7$ matrix $A$ must have $2 \leq$ $\operatorname{nullity}(A) \leq 7$. Give an example of a $5 \times 7$ matrix $A$ with $\operatorname{nullity}(A)=2$ and a $5 \times 7$ matrix $A$ with $\operatorname{nullity}(A)=7$.
18. Show that $3 \times 8$ matrix $A$ must have $5 \leq \operatorname{nullity}(A) \leq$ 8. Give an example of a $3 \times 8$ matrix $A$ with $\operatorname{nullity}(A)=5$ and a $3 \times 8$ matrix $A$ with $\operatorname{nullity}(A)=8$.
19. Prove that if $A$ and $B$ are $n \times n$ matrices and $A$ is invertible, then

$$
\operatorname{nullity}(A B)=\operatorname{nullity}(B)=\operatorname{nullity}(B A)
$$

[Hint: $B \mathbf{x}=\mathbf{0}$ if and only if $A B \mathbf{x}=\mathbf{0}$.]

### 4.10 Invertible Matrix Theorem II

In Section 2.8, we gave a list of characterizations of invertible matrices (Theorem 2.8.1). In view of the concepts introduced in this chapter, we are now in a position to add to the list that was begun there.

Theorem 4.10.1 (Invertible Matrix Theorem)
Let $A$ be an $n \times n$ matrix. The following conditions on $A$ are equivalent:
(a) $A$ is invertible.
(h) $\operatorname{nullity}(A)=0$.
(i) nullspace $(A)=\{\mathbf{0}\}$.
(j) The columns of $A$ form a linearly independent set of vectors in $\mathbb{R}^{n}$.
(k) colspace $(A)=\mathbb{R}^{n}$ (that is, the columns of $A$ span $\mathbb{R}^{n}$ ).
(I) The columns of $A$ form a basis for $\mathbb{R}^{n}$.
(m) The rows of $A$ form a linearly independent set of vectors in $\mathbb{R}^{n}$.
(n) rowspace $(A)=\mathbb{R}^{n}$ (that is, the rows of $A$ span $\mathbb{R}^{n}$ ).
(o) The rows of $A$ form a basis for $\mathbb{R}^{n}$.
(p) $A^{T}$ is invertible.

Proof The equivalence of (a) and (h) follows at once from Theorem 2.8.1(d) and the Rank-Nullity Theorem (Theorem 4.9.1). The equivalence of (h) and (i) is immediately clear. The equivalence of (a) and ( j ) is immediate from Theorem 2.8.1(c) and Theorem 4.5.16. Since the dimension of colspace $(A)$ is simply $\operatorname{rank}(A)$, the equivalence of (a) and $(\mathrm{k})$ is immediate from Theorem 2.8.1(d). Next, from the definition of a basis, we see that ( j ) and ( k ) are logically equivalent to ( l . Moreover, since the row space and column space of $A$ have the same dimension, $(\mathrm{k})$ and $(\mathrm{n})$ are equivalent. Since rowspace $(A)=$ colspace $\left(A^{T}\right)$, the equivalence of (k) and ( n ) proves that (a) and ( p ) are equivalent. Finally, the equivalence of (a) and (p) proves that $(\mathrm{j})$ is equivalent to $(\mathrm{m})$ and that ( l ) is equivalent to (o).

Example 4.10.2 Do the rows of the matrix below span $\mathbb{R}^{4}$ ?

$$
A=\left[\begin{array}{rrrr}
-2 & -2 & 1 & 3 \\
3 & 3 & 0 & -1 \\
-1 & -1 & -2 & -5 \\
2 & 2 & 1 & 1
\end{array}\right]
$$

Solution: We see by inspection that the columns of $A$ are linearly dependent, since the first two columns are identical. Therefore, by the equivalence of $(\mathrm{j})$ and $(\mathrm{n})$ in the Invertible Matrix Theorem, the rows of $A$ do not span $\mathbb{R}^{4}$.

Example 4.10.3 If $A$ is an $n \times n$ matrix such that the linear system $A^{T} \mathbf{x}=\mathbf{0}$ has no nontrivial solution $\mathbf{x}$, then nullspace $\left(A^{T}\right)=\{\mathbf{0}\}$, and thus $A^{T}$ is invertible by the equivalence of (a) and (i)
in the Invertible Matrix Theorem. Thus, by the same theorem, we can conclude that the columns of $A$ form a linearly independent set.

Despite the lengthy list of characterizations of invertible matrices that we have been able to develop so far, this list is still by no means complete. In Chapters 6 and 7, we will use linear transformations and eigenvalues to provide further characterizations of invertible matrices.

## Exercises for 4.10

## Skills

- Be well-familiar with all of the conditions (a)-(p) in the Invertible Matrix Theorem that characterize invertible matrices.


## True-False Review

For Questions (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) An invertible matrix has linearly independent rows.
(b) An $m \times n$ matrix can have linearly independent rows and linearly dependent columns.
(c) An $n \times n$ matrix can have linearly independent rows and linearly dependent columns.
(d) If $A$ is an $n \times n$ matrix with $\operatorname{det}(A)=0$, then the columns of $A$ must form a basis for $\mathbb{R}^{n}$.
(e) If $A$ and $B$ are row-equivalent $n \times n$ matrices such that $\operatorname{rowspace}(A) \neq \mathbb{R}^{n}$, then colspace $(B) \neq \mathbb{R}^{n}$.
(f) If $E$ is an $n \times n$ elementary matrix and $A$ is an $n \times n$ matrix with nullspace $(A)=\{\mathbf{0}\}$, then $\operatorname{det}(E A)=0$.
(g) If $A$ and $B$ are $n \times n$ invertible matrices, then $\operatorname{nullity}([A \mid B])=0$, where $[A \mid B]$ is the $n \times 2 n$ matrix with the blocks $A$ and $B$ as shown.
(h) A matrix of the form

$$
\left[\begin{array}{lll}
0 & a & 0 \\
b & 0 & c \\
0 & d & 0
\end{array}\right]
$$

cannot be invertible.
(i) A matrix of the form

$$
\left[\begin{array}{llll}
0 & a & 0 & b \\
c & 0 & d & 0 \\
0 & e & 0 & f \\
g & 0 & h & 0
\end{array}\right]
$$

cannot be invertible.
(j) A matrix of the form

$$
\left[\begin{array}{lll}
a & b & c \\
d & e & f \\
g & h & i
\end{array}\right]
$$

such that $a e-b d=0$ cannot be invertible.

### 4.11 Chapter Review

In this chapter we have derived some basic results in linear algebra regarding vector spaces. These results form the framework for much of linear mathematics. Following are listed some of the highlights of the chapter.

## The Definition of a Vector Space

A vector space consists of the following four different components:

1. A set of vectors $V$.
2. A set of scalars $F$ (either the set of real numbers $\mathbb{R}$, or the set of complex numbers $\mathbb{C}$ ).
3. A rule, + , for adding vectors in $V$.
4. A rule, ', for multiplying vectors in $V$ by scalars in $F$.

Then $(V,+, \cdot)$ is a vector space over $F$ if and only if axioms A1-A10 of Definition 4.2.1 are satisfied. If $F$ is the set of all real numbers, then $(V,+, \cdot)$ is called a real vector space, whereas if $F$ is the set of all complex numbers, then $(V,+, \cdot)$ is called a complex vector space. Since it is usually quite clear what the addition and scalar multiplication operations are, we usually specify a vector space by giving only the set of vectors $V$. The major vector spaces we have dealt with are the following:
$\mathbb{R}^{n}$, the (real) vector space of all ordered $n$-tuples of real numbers. $\mathbb{C}^{n}$, the (complex) vector space of all ordered $n$-tuples of complex numbers. $M_{n}(\mathbb{R})$, the (real) vector space of all $n \times n$ matrices with real elements.
$C^{k}(I)$, the vector space of all real-valued functions that are continuous and have (at least) $k$ continuous derivatives on $I$.
$P_{n}(\mathbb{R})$, the vector space of all polynomials of degree $\leq n$ with real coefficients.

## Subspaces

Usually the vector space $V$ that underlies a given problem is known. It is often one that appears in the list above. However, the solution of a given problem in general only involves a subset of vectors from this vector space. The question that then arises is whether this subset of vectors is itself a vector space under the same operations of addition and scalar multiplication as in $V$. In order to answer this question, Theorem 4.3.2 tells us that a nonempty subset of a vector space $V$ is a subspace of $V$ if and only if the subset is closed under addition and closed under scalar multiplication.

## Spanning Sets

A set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ in a vector space $V$ is said to span $V$ if every vector in $V$ can be written as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$; that is, if for every $\mathbf{v} \in V$, there exist scalars $c_{1}, c_{2}, \ldots, c_{k}$ such that

$$
\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k} .
$$

Given a set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ in a vector space $V$, we can form the set of all vectors that can be written as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$. This collection of vectors is a subspace of $V$ called the subspace spanned by $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$, and denoted $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$. Thus,

$$
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}=\left\{\mathbf{v} \in V: \mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}\right\} .
$$

## Linear Dependence and Linear Independence

Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be a set of vectors in a vector space $V$, and consider the vector equation

$$
\begin{equation*}
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c, \mathbf{v}_{k}=\mathbf{0} . \tag{4.11.1}
\end{equation*}
$$

Clearly this equation will hold if $c_{1}=c_{2}=\cdots=c_{k}=0$. The question of interest is whether there are nonzero values of some or all of the scalars $c_{1}, c_{2}, \ldots, c_{k}$ such that (4.11.1) holds. This leads to the following two ideas:

Linear dependence: There exist scalars $c_{1}, c_{2}, \ldots, c_{k}$, not all zero, such that (4.11.1) holds.

Linear independence:
The only values of the scalars $c_{1}, c_{2}, \ldots, c_{k}$ such that (4.11.1) holds are $c_{1}=c_{2}=\cdots=c_{k}=0$.

To determine whether a set of vectors is linearly dependent or linearly independent we usually have to use (4.11.1). However, if the vectors are from $\mathbb{R}^{n}$, then we can use Corollary 4.5.17, whereas for vectors in $C^{k-1}(I)$ the Wronskian can be useful.

## Bases and Dimension

A linearly independent set of vectors that spans a vector space $V$ is called a basis for $V$. If $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is a basis for $V$, then any vector in $V$ can be written uniquely as

$$
\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}
$$

for appropriate values of the scalars $c_{1}, c_{2}, \ldots, c_{k}$. We call $\left(c_{1}, c_{2}, \ldots, c_{k}\right)$ the components of $\mathbf{v}$ relative to $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$.

1. All bases in a finite-dimensional vector space $V$ contain the same number of vectors, and this number is called the dimension of $V$, denoted $\operatorname{dim}[V]$.
2. We can view the dimension of a finite-dimensional vector space $V$ in two different ways. First, it gives the minimum number of vectors that span $V$. Alternatively, we can regard $\operatorname{dim}[V]$ as determining the maximum number of vectors that a linearly independent set in $V$ can contain.
3. If $\operatorname{dim}[V]=n$, then any linearly independent set of $n$ vectors in $V$ is a basis for $V$. Alternatively, any set of $n$ vectors that spans $V$ is a basis for $V$. Here is a useful summary:

Suppose that $V$ is a vector space with $\operatorname{dim}[V]=n$, and let $S=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be a subset of $V$.

| $S$ | $k<n$ | $k>n$ | $k=n$ |
| :---: | :---: | :---: | :---: |
| is <br> linearly independent? | Maybe | No <br> (Theorem 4.6.4) | Maybe <br> (Corollary 4.6.13) |
| spans | No | Maybe | Maybe <br> $V ?$ <br> (Corollary 4.6.6) |
| (Corollary 4.6.13) |  |  |  |
| is a <br> basis? | No <br> (Corollary 4.6.5) | No <br> (Corollary 4.6.5) | Maybe <br> (Corollary 4.6.13) |

## Three Subspaces Associated to a Matrix

In this chapter, we have examined three subspaces that can be associated with an $m \times n$ matrix $A$. They are the null space, row space, and column space of $A$.

The null space of $A$, written nullspace $(A)$, is $\left\{\mathbf{x} \in \mathbb{R}^{n}: A \mathbf{x}=\mathbf{0}\right\}$. It is important because it represents the solution set to the homogeneous linear system of equations $A \mathbf{x}=\mathbf{0}$. Its dimension, by definition, is nullity $(A)$, and this is simply the number of unpivoted columns in the reduced row-echelon form of A. One can quickly deduce, therefore, that $\operatorname{rank}(A)+\operatorname{nullity}(A)=n$. This is an important equation known as the Rank-Nullity Theorem.

The row space of $A$, written rowspace $(A)$, is simply the span of the row vectors of the matrix $A$. As such, it forms a subspace of $\mathbb{R}^{n}$. Likewise, the column space of $A$ is written colspace $(A)$, and this is the span of the column vectors of $A$, a subspace of $\mathbb{R}^{m}$. It is not hard to show that both rowspace $(A)$ and colspace $(A)$ have dimension equal to $\operatorname{rank}(A)$. A basis for rowspace $(A)$ is provided by the nonzero rows of the reduced
row-echelon form of A, while a basis for colspace $(A)$ is obtained by taking the column vectors of $A$ that correspond to the pivoted columns of the reduced row-echelon form of A .

The table below provides a convenient summary of relationships between the three subspaces associated to the $m \times n$ matrix $A$ :

|  | Description | Subspace of | Dimension |
| :--- | :---: | :---: | :---: |
| nullspace $(A)$ | set of vectors $\mathbf{x}$ with $A \mathbf{x}=\mathbf{0}$ | $\mathbb{R}^{n}$ | nullity $(A)$ |
| rowspace $(A)$ | span of the row vectors of $A$ | $\mathbb{R}^{n}$ | $\operatorname{rank}(A)$ |
| colspace $(A)$ | span of the column vectors of $A$ | $\mathbb{R}^{m}$ | $\operatorname{rank}(A)$ |

## More Characterizations of Invertible Matrices

We can add to the list of characterizations of invertible matrices by using the concepts of the null space, row space, and column space of an $n \times n$ matrix $A$. Theorem 4.10.1 records these additional characterizations.

## Additional Problems

For Problems 1-2, let $r$ and $s$ denote scalars and let $\mathbf{v}$ and $\mathbf{w}$ denote vectors in $\mathbb{R}^{5}$.

1. Prove that $(r+s) \mathbf{v}=r \mathbf{v}+s \mathbf{v}$.
2. Prove that $r(\mathbf{v}+\mathbf{w})=r \mathbf{v}+r \mathbf{w}$.

For Problems 3-12, determine whether the given set (together with the usual operations on that set) forms a vector space over $\mathbb{R}$. In all cases, justify your answer carefully.
3. $V=\left\{p(x) \in P_{2}(\mathbb{R}): p(3)=0\right.$ and $\left.p^{\prime}(5)=0\right\}$.
4. The set of polynomials of degree 5 or less whose coefficients are even integers.
5. The set of all polynomials of degree 5 or less whose coefficients of $x^{2}$ and $x^{3}$ are zero.
6. The set of solutions to the linear system

$$
\begin{aligned}
-2 x_{2}+5 x_{3} & =7 \\
4 x_{1}-6 x_{2}+3 x_{3} & =0
\end{aligned}
$$

7. The set of solutions to the linear system

$$
\begin{aligned}
& 4 x_{1}-7 x_{2}+2 x_{3}=0 \\
& 5 x_{1}-2 x_{2}+9 x_{3}=0
\end{aligned}
$$

8. The set of $2 \times 2$ real matrices whose entries are either all zero or all nonzero.
9. The set of $2 \times 2$ real matrices that commute with the $\operatorname{matrix}\left[\begin{array}{ll}1 & 2 \\ 0 & 2\end{array}\right]$.
10. The set of all functions $f:[0,1] \rightarrow[0,1]$ such that $f(0)=f\left(\frac{1}{4}\right)=f\left(\frac{1}{2}\right)=f\left(\frac{3}{4}\right)=f(1)=0$.
11. The set of all functions $f:[0,1] \rightarrow[0,1]$ such that $|f(x)| \leq x$ for all $x$ in $[0,1]$.
12. The set of $n \times n$ matrices $A$ such that $A^{2}$ is symmetric.
13. Let

$$
V=\left\{\left(a_{1}, a_{2}\right): a_{1}, a_{2} \in \mathbb{R}, a_{2}>0\right\} .
$$

Define addition and scalar multiplication on $V$ as follows:

$$
\begin{aligned}
\left(a_{1}, a_{2}\right) \oplus\left(b_{1}, b_{2}\right) & =\left(a_{1}+b_{1}, a_{2} b_{2}\right) \\
k \otimes\left(a_{1}, a_{2}\right) & =\left(k a_{1}, a_{2}^{k}\right), \quad k \in \mathbb{R}
\end{aligned}
$$

Explicitly verify that $V$ is a vector space over $\mathbb{R}$.
14. Show that

$$
S=\left\{\left(a, 2^{a}\right): a \in \mathbb{R}\right\}
$$

is a subspace of the vector space $V$ given in Problem 13.
15. Show that $\{(1,2),(3,8)\}$ is a linearly dependent set in the vector space $V$ in Problem 13.
16. Show that $\{(1,4),(2,1)\}$ is a basis for the vector space $V$ in Problem 13.
17. What is the dimension of the subspace of $P_{2}(\mathbb{R})$ given by

$$
S=\operatorname{span}\left\{2+x^{2}, 4-2 x+3 x^{2}, 1+x\right\} ?
$$

For Problems 18-23, decide (with justification) whether $S$ is a subspace of $V$.
18. $V=\mathbb{R}^{2}, S=\left\{(x, y): x^{2}-y=0\right\}$.
19. $V=\mathbb{R}^{2}, S=\left\{\left(x, x^{3}\right): x \in \mathbb{R}\right\}$.
20. $V=M_{2}(\mathbb{R}), S=\{2 \times 2$ orthogonal matrices $\}$.
21. $V=C[a, b], S=\{f \in V: f(a)=2 f(b)\}$.
22. $V=C[a, b], S=\left\{f \in V: \int_{a}^{b} f(x) d x=0\right\}$.
23. $V=M_{3 \times 2}(\mathbb{R})$,

$$
S=\left\{\left[\begin{array}{ll}
a & b \\
c & d \\
e & f
\end{array}\right]: a+b=c+f \text { and } a-c=e-f-d\right\}
$$

For Problems 24-31, decide (with justification) whether or not the given set $S$ of vectors (a) spans $V$, and (b) is linearly independent.
24. $V=\mathbb{R}^{3}, S=\{(5,-1,2),(7,1,1)\}$.
25. $V=\mathbb{R}^{3}, S=\{(6,-3,2),(1,1,1),(1,-8,-1)\}$.
26. $V=\mathbb{R}^{4}, S=\{(6,-3,2,0),(1,1,1,0)$, $(1,-8,-1,0)\}$.
27. $V=\mathbb{R}^{3}$,
$S=\{(10,-6,5),(3,-3,2),(0,0,0),(6,4,-1)$, $(7,7,-2)\}$.
28. $V=P_{3}(\mathbb{R}), S=\left\{2 x-x^{3}, 1+x+x^{2}, 3, x\right\}$.
29. $V=P_{4}(\mathbb{R}), S=\left\{x^{4}+x^{2}+1, x^{2}+x+1, x+1\right.$, $\left.x^{4}+2 x+3\right\}$.
30. $V=M_{2 \times 3}(\mathbb{R})$,

$$
\begin{aligned}
S= & \left\{\left[\begin{array}{rrr}
-1 & 0 & 0 \\
0 & 1 & 1
\end{array}\right],\left[\begin{array}{lll}
3 & 2 & 1 \\
1 & 2 & 3
\end{array}\right]\right. \\
& {\left.\left[\begin{array}{rrr}
-1 & -2 & -3 \\
3 & 2 & 1
\end{array}\right],\left[\begin{array}{rrr}
-11 & -6 & -5 \\
1 & -2 & -5
\end{array}\right]\right\} }
\end{aligned}
$$

31. $V=M_{2}(\mathbb{R})$,

$$
\begin{aligned}
S= & \left\{\left[\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right],\left[\begin{array}{ll}
3 & 4 \\
4 & 3
\end{array}\right],\left[\begin{array}{ll}
-2 & -1 \\
-1 & -2
\end{array}\right],\right. \\
& {\left.\left[\begin{array}{rr}
-3 & 0 \\
0 & 3
\end{array}\right],\left[\begin{array}{ll}
2 & 0 \\
0 & 0
\end{array}\right]\right\} . }
\end{aligned}
$$

32. Prove that if $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is linearly independent and $\mathbf{v}_{4}$ is not in span $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}, \mathbf{v}_{4}\right\}$ is linearly independent.
33. Let $A$ be an $m \times n$ matrix. Show that the columns of $A$ are linearly independent if and only if $A^{T} A$ is invertible.
34. Let $S$ denote the set of all $4 \times 4$ skew-symmetric matrices.
(a) Show that $S$ is a subspace of $M_{3}(\mathbb{R})$.
(b) Find a basis and the dimension of $S$.
(c) Extend the basis you constructed in part (b) to a basis for $M_{4}(\mathbb{R})$.
35. Let $S$ denote the set of all $4 \times 4$ matrices such that the entries in each row and each column add up to zero.
(a) Show that $S$ is a subspace of $M_{4}(\mathbb{R})$.
(b) Find a basis and the dimension of $S$.
(c) Extend the basis you constructed in part (b) to a basis for $M_{4}(\mathbb{R})$.
36. Let $(V,+V, \cdot v)$ and $(W,+W, \cdot W)$ be vector spaces and define

$$
V \oplus W=\{(v, w): v \in V \text { and } w \in W\}
$$

Prove that
(a) $V \oplus W$ is a vector space, under componentwise operations.
(b) if $S=\{(v, 0): v \in V\}$ and $S^{\prime}=\{(0, w): w \in$ $W$, then $S$ and $S^{\prime}$ are subspaces of $V \oplus W$.
(c) if $\operatorname{dim}[V]=n$ and $\operatorname{dim}[W]=m$, then $\operatorname{dim}[V \oplus W]=m+n$.
[Hint: Write a basis for $V \oplus W$ in terms of bases for $V$ and $W$.]
37. Show that a basis for $P_{3}(\mathbb{R})$ need not contain a polynomial of each degree $0,1,2,3$.
38. Prove that if $A$ is a matrix whose nullspace and column space are the same, then $A$ must have an even number of columns.
39. Let $B=\left[\begin{array}{c}b_{1} \\ b_{2} \\ \vdots \\ b_{n}\end{array}\right]$ and $C=\left[\begin{array}{llll}c_{1} & c_{2} & \ldots & c_{n}\end{array}\right]$. Prove that if all entries $b_{1}, b_{2}, \ldots, b_{n}$ and $c_{1}, c_{2}, \ldots, c_{n}$ are nonzero, then the $n \times n$ matrix $A=B C$ has nullity $n-1$.

For Problems 40-43, find a basis and the dimension for the row space, column space, and null space of the given matrix $A$.
40. $A=\left[\begin{array}{rr}-3 & -6 \\ -6 & -12\end{array}\right]$.
41. $A=\left[\begin{array}{rrrr}-1 & 6 & 2 & 0 \\ 3 & 3 & 1 & 5 \\ 7 & 21 & 7 & 15\end{array}\right]$.
42. $A=\left[\begin{array}{rrr}-4 & 0 & 3 \\ 0 & 10 & 13 \\ 6 & 5 & 2 \\ -2 & 5 & 10\end{array}\right]$.
43. $A=\left[\begin{array}{rrrrr}3 & 5 & 5 & 2 & 0 \\ 1 & 0 & 2 & 2 & 1 \\ 1 & 1 & 1 & -2 & -2 \\ -2 & 0 & -4 & -2 & -2\end{array}\right]$.
44. State as many conditions as you can on an $n \times n$ matrix $A$ that are equivalent to its invertibility.

## Project: Lattices

In this chapter, we have begun our treatment of the abstract mathematical concept of a vector space. In this project, we will study a mathematical structure that is similar to a vector space and which has become increasingly important to the modern-day theory of cryptography: lattices.

## Part I: Background and Basic Exercises

Like vector spaces, lattices consist of a set of vectors $L$ that are closed under the operations of addition and scalar multiplication, but the main difference between a lattice and a vector space is that the scalars used in lattice scalar multiplication are restricted to be integers. Thus, the only linear combinations that can be made in a lattice have the form

$$
\mathbf{v}=a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{k} \mathbf{v}_{k},
$$

where $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ belong to $L$ and $a_{1}, a_{2}, \ldots, a_{k}$ are integers. A basis for a lattice $L$ is defined in like manner to what is done in this chapter for vector spaces (Definition 4.6.1), with the key definitions being Definitions 4.4.1 (spanning set) and 4.5.4 (linear independence). We now explore several examples of lattices in $\mathbb{R}^{2}$.

Let $L$ denote the lattice in $\mathbb{R}^{2}$ with basis $B=\{(1,0),(0,1)\}$. Using the notation $\mathbb{Z}$ to denote the set of integers, we note that $L=\mathbb{Z}^{2}=\{(x, y): x, y \in \mathbb{Z}\}$.
(a) Draw a sketch of the lattice $L$.
(b) Show that for all integers $k, B_{k}:=\{(k, 1),(k+1,1)\}$ is a basis for $L$. Therefore, $L$ has infinitely many different bases.
(c) Show that for all positive integers $n \geq 2, \mathbb{Z}^{n}$ is a lattice with infinitely many different bases.

Let $L^{\prime}$ denote the lattice in $\mathbb{R}^{2}$ with basis $B=\{(1,2),(2,0)\}$.
(a') Draw a sketch of the lattice $L^{\prime}$.
(b') Show that for all integers $k, B_{k}:=\{(2 k+1,2),(2 k+3,2)\}$ is a basis for $L$. Therefore, $L^{\prime}$ has infinitely many different bases.

Let $L^{\prime \prime}$ denote the lattice in $\mathbb{R}^{2}$ with basis $B=\left\{(1,0),\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right)\right\}$.
(a") Draw a sketch of the lattice $L^{\prime \prime}$.
(b") Show that $L^{\prime \prime}$ has infinitely many different bases.
The lattice $L$ is an example of a square lattice, while $L^{\prime}$ is an example of a parallelogrammic lattice, and $L^{\prime \prime}$ is an example of a hexagonal lattice (also called an equilateral triangular lattice).

## Part II: Extensions

(a) In Part I, we studied three of the five lattice types in $\mathbb{R}^{2}$. The other two types are known as rectangular lattices and rhombic (or isosceles triangular) lattices. Research information on these other two types of lattices, draw a sketch of an example of each, and show that each of these lattices has infinitely many different bases.
(b) To what extent can the theory of vector spaces developed throughout this chapter be carried over to lattices? Study especially the proofs of the results in Sections 4.5 and 4.6 of this chapter carefully and examine whether they can be used or modified for the theory of lattices.

## Inner Product Spaces

In the last chapter, we studied vector spaces - mathematical structures consisting of a set of vectors together with two operations, addition and scalar multiplication, that satisfy a lengthy list of algebraic rules. As such, we can treat vector spaces purely as algebraic objects without making an appeal to any underlying geometric notions that may be available. However, in the cases of the vector spaces $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, we already know from elementary calculus that the geometric aspects of these spaces, such as magnitude of vectors, angle between vectors, parallel and perpendicular lines, and so on, are extensive and crucial to many applications in disciplines ranging from the sciences to engineering and economics. As we will see in this chapter, it is possible to endow other vector spaces with geometric structure that creates opportunities for important and illuminating applications in those vector spaces as well. Vector spaces that are so equipped will be known as inner product spaces.

One of the key tools in the geometry of $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ is the dot product of two vectors, which we will primarily refer to in this chapter as the inner product of two vectors. Given two vectors in $\mathbb{R}^{3}, \mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right)$, recall from Equation (3.1.4) that $\mathbf{x} \cdot \mathbf{y}=\|\mathbf{x}\|\|\mathbf{y}\| \cos \theta$, where $\theta$ is the angle between $\mathbf{x}$ and $\mathbf{y}$, and $\|\mathbf{x}\|$ and $\|\mathbf{y}\|$ denote the lengths of the vectors $\mathbf{x}$ and $\mathbf{y}$, respectively. This formula presupposes that notions of length and angle have already been established. However, the alternate well-known formula from elementary calculus

$$
\begin{equation*}
\mathbf{x} \cdot \mathbf{y}=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3} \tag{5.0.1}
\end{equation*}
$$

relies only on the components of the vectors $\mathbf{x}$ and $\mathbf{y}$. The verification that Equations (3.1.4) and (5.0.1) are consistent with one another can be found in elementary calculus texts, and we will not take the space here to review it. One advantage that Equation (5.0.1) has over Equation (3.1.4) is that it offers a natural generalization to vectors with $n$ components, and we will do this in Section 5.1. We will also find ways to equip
other vector spaces we considered in Chapter 4 with the additional inner product space structure that will facilitate the development of geometric ideas in those spaces.

For inner product spaces, we will focus our study in Section 5.2 on sets of orthogonal ${ }^{1}$ vectors. There are nice advantages to working with such sets. In particular, given an orthogonal basis for an inner product space, which is a basis consisting of mutually orthogonal vectors, calculations with respect to that basis are often relatively simple. One notable example is the calculation of component vectors that we examined in Section 4.7. This will be explained in full by Theorem 5.2.7 and Corollary 5.2.9.

Because of the benefits of working with sets of orthogonal vectors, our attention will turn in Section 5.3 to a procedure by which an arbitrary basis for an inner product space can be replaced by an alternative basis for the same space which consists of orthogonal vectors. Carrying out this procedure, which is known as the Gram-Schmidt Process, one can reap the benefits of working with a basis consisting of orthogonal vectors.

Finally in this chapter, Section 5.4 will explore one of the many important applications of inner product spaces: least squares approximation. To give a brief preview, suppose that data points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{n}, y_{n}\right)$ in the $x y$-plane have been collected in an experiment. Even if a linear relationship is expected between the $x_{i}$ values and the $y_{i}$ values, in an experimental problem where measurement errors are likely, it is rarely the case that a single line containing all of the data points can be found. What we wish to do is to find a line, commonly known as a least squares line, that best fits the data. We will explain how this line is defined and discuss a procedure for finding it. In addition, we discuss the more general problem of finding a best approximation for a solution to an inconsistent linear system of equations.


Figure 5.1.1: Defining the dot product in $\mathbb{R}^{3}$.

### 5.1 Definition of an Inner Product Space

In this section, we extend the familiar idea of a dot product for geometric vectors to an arbitrary vector space $V$. This enables us to associate a magnitude with each vector in $V$ and also to define the angle between two vectors in $V$. The major reason that we want to do this is that, as we will see in the next two sections, it enables us to construct orthogonal bases in a vector space, and use of such a basis often simplifies the representation of vectors. We begin with a brief review of the dot product.

Let $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right)$ be two arbitrary vectors in $\mathbb{R}^{3}$, and consider the corresponding geometric vectors

$$
\mathbf{x}=x_{1} \mathbf{i}+x_{2} \mathbf{j}+x_{3} \mathbf{k}, \quad \mathbf{y}=y_{1} \mathbf{i}+y_{2} \mathbf{j}+y_{3} \mathbf{k} .
$$

As mentioned previously, the dot product of $\mathbf{x}$ and $\mathbf{y}$ can be defined in terms of the components of these vectors as

$$
\begin{equation*}
\mathbf{x} \cdot \mathbf{y}=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3} \tag{5.1.1}
\end{equation*}
$$

whereas an equivalent geometric definition of the dot product is

$$
\begin{equation*}
\mathbf{x} \cdot \mathbf{y}=\|\mathbf{x}\|\|\mathbf{y}\| \cos \theta \tag{5.1.2}
\end{equation*}
$$

where $\|\mathbf{x}\|,\|\mathbf{y}\|$ denote the lengths of $\mathbf{x}$ and $\mathbf{y}$ respectively, and $0 \leq \theta \leq \pi$ is the angle between them. (See Figure 5.1.1.)

Taking $\mathbf{y}=\mathbf{x}$ in Equations (5.1.1) and (5.1.2) yields

$$
\|\mathbf{x}\|^{2}=\mathbf{x} \cdot \mathbf{x}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}
$$

[^32]so that the length of a geometric vector is given in terms of the dot product by
$$
\|\mathbf{x}\|=\sqrt{\mathbf{x} \cdot \mathbf{x}}=\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} .
$$

Furthermore, from Equation (5.1.2), the angle between any two nonzero vectors $\mathbf{x}$ and $y$ is

$$
\begin{equation*}
\cos \theta=\frac{\mathbf{x} \cdot \mathbf{y}}{\|\mathbf{x}\|\|\mathbf{y}\|}, \tag{5.1.3}
\end{equation*}
$$

which implies that $\mathbf{x}$ and $\mathbf{y}$ are orthogonal (perpendicular) if and only if

$$
\mathbf{x} \cdot \mathbf{y}=0
$$

In a general vector space, we do not have a geometrical picture to guide us in defining the dot product, and hence, our definitions must be purely algebraic. We begin by considering the vector space $\mathbb{R}^{n}$, since there is a natural way to extend Equation (5.1.1) in this case. Before proceeding, we note that from now on we will use the standard terms inner product and norm in place of dot product and length, respectively.

## DEFINITION 5.1.1

Let $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ be vectors in $\mathbb{R}^{n}$. We define the standard inner product in $\mathbb{R}^{n}$, denoted $\langle\mathbf{x}, \mathbf{y}\rangle$, by

$$
\langle\mathbf{x}, \mathbf{y}\rangle=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n} .
$$

The norm of $\mathbf{x}$ is

$$
\|\mathbf{x}\|=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}
$$

Example 5.1.2 If $\mathbf{x}=(-2,0,4,1,-2,0)$ and $\mathbf{y}=(5,-1,-1,6,-3,3)$ in $\mathbb{R}^{6}$, then

$$
\begin{aligned}
\langle\mathbf{x}, \mathbf{y}\rangle & =(-2)(5)+(0)(-1)+(4)(-1)+(1)(6)+(-2)(-3)+(0)(3)=-2, \\
\|\mathbf{x}\| & =\sqrt{(-2)^{2}+0^{2}+4^{2}+1^{2}+(-2)^{2}+0^{2}}=\sqrt{25}=5, \\
\|\mathbf{y}\| & =\sqrt{5^{2}+(-1)^{2}+(-1)^{2}+6^{2}+(-3)^{2}+3^{2}}=\sqrt{81}=9 .
\end{aligned}
$$

## Basic Properties of the Standard Inner Product in $\mathbb{R}^{n}$

In the case of $\mathbb{R}^{n}$, the definition of the standard inner product was a natural extension of the familiar dot product in $\mathbb{R}^{3}$. To generalize this definition further to an arbitrary vector space, we isolate the most important properties of the standard inner product in $\mathbb{R}^{n}$ and use them as the defining criteria for a general notion of an inner product. Let us examine the inner product in $\mathbb{R}^{n}$ more closely. We view it as a mapping that associates with any two vectors $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\mathbb{R}^{n}$ the real number

$$
\begin{equation*}
\langle\mathbf{x}, \mathbf{y}\rangle=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n} . \tag{5.1.4}
\end{equation*}
$$

This mapping has the following four properties:
For all $\mathbf{x}, \mathbf{y}$, and $\mathbf{z}$ in $\mathbb{R}^{n}$ and all real numbers $k$,

1. $\langle\mathbf{x}, \mathbf{x}\rangle \geq 0$. Furthermore, $\langle\mathbf{x}, \mathbf{x}\rangle=0$ if and only if $\mathbf{x}=\mathbf{0}$.
2. $\langle\mathbf{y}, \mathbf{x}\rangle=\langle\mathbf{x}, \mathbf{y}\rangle$.
3. $\langle k \mathbf{x}, \mathbf{y}\rangle=k\langle\mathbf{x}, \mathbf{y}\rangle$.
4. $\langle\mathbf{x}+\mathbf{y}, \mathbf{z}\rangle=\langle\mathbf{x}, \mathbf{z}\rangle+\langle\mathbf{y}, \mathbf{z}\rangle$.

These properties are easily established using Definition 5.1.1. For example, to prove (1), we proceed as follows. From Definition 5.1.1,

$$
\langle\mathbf{x}, \mathbf{x}\rangle=x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}
$$

Since this is a sum of squares of real numbers, it is necessarily nonnegative. Further, $\langle\mathbf{x}, \mathbf{x}\rangle=0$ if and only if $x_{1}=x_{2}=\cdots=x_{n}=0$; that is, if and only if $\mathbf{x}=\mathbf{0}$. Similarly, for (2), we have

$$
\langle\mathbf{y}, \mathbf{x}\rangle=y_{1} x_{1}+y_{2} x_{2}+\cdots+y_{n} x_{n}=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n}=\langle\mathbf{x}, \mathbf{y}\rangle
$$

We leave the verification of properties (3) and (4) for the reader.

## Definition of a Real Inner Product Space

We now use properties (1)-(4) as the basic defining properties of an inner product in a real vector space.

## DEFINITION 5.1.3

Let $V$ be a real vector space. A mapping that associates with each pair of vectors $\mathbf{u}$ and $\mathbf{v}$ in $V$ a real number, denoted $\langle\mathbf{u}, \mathbf{v}\rangle$, is called an inner product in $V$ provided it satisfies the following properties. For all $\mathbf{u}, \mathbf{v}$, and $\mathbf{w}$ in $V$, and all real numbers $k$,

1. $\langle\mathbf{v}, \mathbf{v}\rangle \geq 0$. Furthermore, $\langle\mathbf{v}, \mathbf{v}\rangle=0$ if and only if $\mathbf{v}=\mathbf{0}$.
2. $\langle\mathbf{v}, \mathbf{u}\rangle=\langle\mathbf{u}, \mathbf{v}\rangle$.
3. $\langle k \mathbf{u}, \mathbf{v}\rangle=k\langle\mathbf{u}, \mathbf{v}\rangle$.
4. $\langle\mathbf{u}+\mathbf{v}, \mathbf{w}\rangle=\langle\mathbf{u}, \mathbf{w}\rangle+\langle\mathbf{v}, \mathbf{w}\rangle$.

The norm of $\mathbf{v}$ is defined in terms of an inner product by

$$
\|\mathbf{v}\|=\sqrt{\langle\mathbf{v}, \mathbf{v}\rangle}
$$

A real vector space together with an inner product defined in it is called a real inner product space.

## Remarks

1. Observe that $\|\mathbf{v}\|=\sqrt{\langle\mathbf{v}, \mathbf{v}\rangle}$ takes a well-defined nonnegative real value, since property (1) of an inner product guarantees that the norm evaluates the square root of a nonnegative real number.
2. It follows from the discussion above that $\mathbb{R}^{n}$ together with the inner product defined in Definition 5.1.1 is an example of a real inner product space.
3. By using properties (2) and (3) in Definition 5.1.1, we see that for all $\mathbf{u}$ and $\mathbf{v}$ in $V$ and all real numbers $k$,

$$
\langle\mathbf{u}, k \mathbf{v}\rangle=\langle k \mathbf{v}, \mathbf{u}\rangle=k\langle\mathbf{v}, \mathbf{u}\rangle=k\langle\mathbf{u}, \mathbf{v}\rangle .
$$

Thus, property (3) has a parallel result that enables us to pull scalars out from the second entry of the inner product mapping.


Figure 5.1.2: $\langle f, f\rangle$ gives the area between the graph of $y=[f(x)]^{2}$ and the $x$-axis, lying over the interval $[a, b]$.


Figure 5.1.3: $\langle f, f\rangle=0$ if and only if $f$ is the zero function.
4. Caution: For all $\mathbf{u}$ and $\mathbf{v}$ in $V$ and all real numbers $k$, we have

$$
\langle k \mathbf{u}, k \mathbf{v}\rangle=k^{2}\langle\mathbf{u}, \mathbf{v}\rangle
$$

by using the previous remark and property (3). This should not be confused with scalar multiplication in the vector space $\mathbb{R}^{2}$.

One of the fundamental inner products arises in the vector space $C^{0}[a, b]$ of all real-valued functions that are continuous on the interval $[a, b]$. In this vector space, we define the mapping $\langle f, g\rangle$ by

$$
\begin{equation*}
\langle f, g\rangle=\int_{a}^{b} f(x) g(x) d x \tag{5.1.5}
\end{equation*}
$$

for all $f$ and $g$ in $C^{0}[a, b]$. We establish that this mapping defines an inner product in $C^{0}[a, b]$ by verifying properties (1)-(4) of Definition 5.1.3. If $f$ is in $C^{0}[a, b]$, then

$$
\langle f, f\rangle=\int_{a}^{b}[f(x)]^{2} d x
$$

Since the integrand, $[f(x)]^{2}$, is a nonnegative continuous function, it follows that $\langle f, f\rangle$ measures the area between the graph $y=[f(x)]^{2}$ and the $x$-axis on the interval $[a, b]$. (See Figure 5.1.2.) Consequently, $\langle f, f\rangle \geq 0$. Furthermore, $\langle f, f\rangle=0$ if and only if there is zero area between the graph $y=[f(x)]^{2}$ and the $x$-axis; that is, if and only if

$$
[f(x)]^{2}=0 \quad \text { for all } x \text { in }[a, b]
$$

Hence, $\langle f, f\rangle=0$ if and only if $f(x)=0$, for all $x$ in $[a, b]$, so $f$ must be the zero function. (See Figure 5.1.3.) Consequently, property (1) of Definition 5.1.3 is satisfied. Now let $f, g$, and $h$ be in $C^{0}[a, b]$, and let $k$ be an arbitrary real number. Then

$$
\langle g, f\rangle=\int_{a}^{b} g(x) f(x) d x=\int_{a}^{b} f(x) g(x) d x=\langle f, g\rangle
$$

Hence, property (2) of Definition 5.1.3 is satisfied.
For property (3), we have

$$
\langle k f, g\rangle=\int_{a}^{b}(k f)(x) g(x) d x=\int_{a}^{b} k f(x) g(x) d x=k \int_{a}^{b} f(x) g(x) d x=k\langle f, g\rangle
$$

as needed. Finally,

$$
\begin{aligned}
\langle f+g, h\rangle & =\int_{a}^{b}(f+g)(x) h(x) d x=\int_{a}^{b}[f(x)+g(x)] h(x) d x \\
& =\int_{a}^{b} f(x) h(x) d x+\int_{a}^{b} g(x) h(x) d x=\langle f, h\rangle+\langle g, h\rangle
\end{aligned}
$$

so that property (4) of Definition 5.1 .3 is satisfied. We can now conclude that Equation (5.1.5) does define an inner product in the vector space $C^{0}[a, b]$.

Example 5.1.4 Use Equation (5.1.5) to determine the inner product of the following functions in $C^{0}[0,1]$ :

$$
f(x)=8 x, \quad g(x)=x^{2}-1
$$

Also find $\|f\|$ and $\|g\|$.

Solution: From Equation (5.1.5),

$$
\langle f, g\rangle=\int_{0}^{1} 8 x\left(x^{2}-1\right) d x=\left[2 x^{4}-4 x^{2}\right]_{0}^{1}=-2 .
$$

Moreover, we have

$$
\|f\|=\sqrt{\int_{0}^{1} 64 x^{2} d x}=\frac{8}{\sqrt{3}}
$$

and

$$
\|g\|=\sqrt{\int_{0}^{1}\left(x^{2}-1\right)^{2} d x}=\sqrt{\int_{0}^{1}\left(x^{4}-2 x^{2}+1\right) d x}=\sqrt{\frac{8}{15}} .
$$

Example 5.1.5 Let $V=P_{2}(\mathbb{R})$ and for $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$ and $q(x)=b_{0}+b_{1} x+b_{2} x^{2}$ in $V$, consider the mapping

$$
\langle p(x), q(x)\rangle=a_{0} b_{1}+a_{1} b_{2}+a_{2} b_{0} .
$$

Decide with proof whether or not this mapping defines a valid inner product on $V$.
Solution: There are many places here where we could choose to begin an analysis. For one thing, the proposed mapping gives

$$
\langle q(x), p(x)\rangle=b_{0} a_{1}+b_{1} a_{2}+b_{2} a_{0},
$$

which is clearly not the same expression as $\langle p(x), q(x)\rangle$, thus showing that property (2) will fail. To give a specific illustration, note that

$$
\langle 1, x\rangle=(1)(1)+(0)(0)+(0)(0)=1 \quad \text { while } \quad\langle x, 1\rangle=(0)(0)+(1)(0)+(0)(1)=0 .
$$

Alternatively, one can focus on property (1) and observe, as a specific example, that

$$
\langle x, x\rangle=(0)(1)+(1)(0)+(0)(0)=0,
$$

which shows a nonzero vector $p(x)=x$ with $\langle p(x), p(x)\rangle=0$, a violation of property (1).

The reader is invited to check that properties (3) and (4) in the definition of an inner product hold for this example. However, since we have already demonstrated that properties (1) and (2) fail here, the proposed mapping does not define a valid inner product on $V$.

As the reader has perhaps already realized, a given vector space $V$ can be equipped in many different ways with a valid inner product. In Example 5.1.4, simply by changing the given interval $[0,1]$ to any other interval $[a, b]$ would change the calculations of integrals and result in a different inner product. In the case of $\mathbb{R}^{n}$, we have already studied the standard inner product (5.1.4). This is indeed the most important inner product on $\mathbb{R}^{n}$, and unless stated otherwise, the reader should assume we are using the standard inner product when working with $\mathbb{R}^{n}$. However, there are other ways to endow $\mathbb{R}^{n}$ with an inner product. To understand why we might want to do this, consider the following scenario.

Suppose we have these vectors in $\mathbb{R}^{2}$ :

$$
\mathbf{v}_{1}=\left[\begin{array}{c}
.00003 \\
-20,000,000
\end{array}\right], \quad \mathbf{v}_{2}=\left[\begin{array}{c}
-.00001 \\
17,500,000
\end{array}\right], \quad \mathbf{v}_{3}=\left[\begin{array}{c}
.00015 \\
22,000,000
\end{array}\right] .
$$

If we use the standard inner product on $\mathbb{R}^{2}$ to measure the norms of these vectors, we will find that their norms will be approximately equal to the absolute value of the second component, meaning that the first component will essentially be lost:

$$
\left\|\mathbf{v}_{1}\right\| \approx 20,000,000, \quad\left\|\mathbf{v}_{2}\right\| \approx 17,500,000, \quad\left\|\mathbf{v}_{3}\right\| \approx 22,000,000
$$

Therefore, it might be useful to consider an alternative inner product on $\mathbb{R}^{2}$ that is able to detect changes in the two components of the vectors in $\mathbb{R}^{2}$ roughly equally. Consider the following definition, where $\mathbf{v}=\left(v_{1}, v_{2}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}\right)$ :

$$
\begin{equation*}
\langle\mathbf{v}, \mathbf{w}\rangle=(100,000)^{2} v_{1} w_{1}+\left(\frac{1}{10,000,000}\right)^{2} v_{2} w_{2} \tag{5.1.6}
\end{equation*}
$$

We will see momentarily in Example 5.1.6 that this weighted inner product does indeed satisfy the requirements of Definition 5.1.3. With this modification to the standard inner product on $\mathbb{R}^{2}$, small relative changes in the first components of these vectors will impact the norm on roughly the same scale as small relative changes in the second components of these vectors. For instance, using Equation (5.1.6), we find that

$$
\begin{aligned}
\left\|\mathbf{v}_{1}\right\| & =\sqrt{(100,000)^{2}(.00003)^{2}+\left(\frac{1}{10,000,000}\right)^{2}(-20,000,000)^{2}} \\
& =\sqrt{3^{2}+(-2)^{2}}=\sqrt{13}
\end{aligned}
$$

whereas if we define

$$
\mathbf{v}_{11}=\left[\begin{array}{c}
.00006 \\
-20,000,000
\end{array}\right] \quad \text { and } \quad \mathbf{v}_{12}=\left[\begin{array}{c}
.00003 \\
-40,000,000
\end{array}\right]
$$

by doubling the first and second components of $\mathbf{v}_{1}$, respectively, we can quickly compute that $\left\|\mathbf{v}_{11}\right\|=\sqrt{40}$ and $\left\|\mathbf{v}_{12}\right\|=\sqrt{25}=5$, changes to the norm of roughly equal magnitude.

Example 5.1.6 If $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ are vectors in $\mathbb{R}^{n}$, then show that the mapping $\langle$,$\rangle defined by$

$$
\begin{equation*}
\langle\mathbf{v}, \mathbf{w}\rangle=k_{1} v_{1} w_{1}+k_{2} v_{2} w_{2}+\cdots+k_{n} v_{n} w_{n} \tag{5.1.7}
\end{equation*}
$$

is a valid inner product on $\mathbb{R}^{n}$ if and only if the constants $k_{1}, k_{2}, \ldots, k_{n}$ are all positive real numbers. (The constants $k_{1}, k_{2}, \ldots, k_{n}$ are called the weights associated with the inner product.)
Solution: Using (5.1.7), we have

$$
\begin{equation*}
\langle\mathbf{v}, \mathbf{v}\rangle=k_{1} v_{1}^{2}+k_{2} v_{2}^{2}+\cdots+k_{n} v_{n}^{2} . \tag{5.1.8}
\end{equation*}
$$

Therefore, for $i=1,2, \ldots, n$, we have $\left\langle\mathbf{e}_{i}, \mathbf{e}_{i}\right\rangle=k_{i}$. (Recall that $\mathbf{e}_{i}$ denotes the $i$ th standard basis vector in $\mathbb{R}^{n}$.) Therefore, if (5.1.7) is a valid inner product on $\mathbb{R}^{n}$, property (1) requires that $k_{i}>0$ for $i=1,2, \ldots, n$.

Conversely, assume that all of the constants $k_{1}, k_{2}, \ldots, k_{n}$ are positive. We see at once from (5.1.8) that $\langle\mathbf{v}, \mathbf{v}\rangle \geq 0$ for all $\mathbf{v}$ in $\mathbb{R}^{n}$, and that $\langle\mathbf{v}, \mathbf{v}\rangle=0$ only if $v_{1}=v_{2}=$ $\cdots=v_{n}=0$; that is, only if $\mathbf{v}=\mathbf{0}$. This confirms that property (1) holds. The remaining properties (2)-(4) are routine to verify and are left for the exercises (Problem 28).

We have already seen that the norm concept generalizes the length of a geometric vector. Our next goal is to show how an inner product enables us to define the angle
between two vectors in an abstract vector space. The key result is the Cauchy-Schwarz inequality established in the next theorem.

## Theorem 5.1.7 (Cauchy-Schwarz Inequality)

Let $\mathbf{u}$ and $\mathbf{v}$ be arbitrary vectors in a real inner product space $V$. Then

$$
\begin{equation*}
|\langle\mathbf{u}, \mathbf{v}\rangle| \leq\|\mathbf{u}\|\|\mathbf{v}\| . \tag{5.1.9}
\end{equation*}
$$

Proof Let $k$ be an arbitrary real number. For the vector $\mathbf{u}+k \mathbf{v}$, we have

$$
\begin{equation*}
0 \leq\|\mathbf{u}+k \mathbf{v}\|^{2}=\langle\mathbf{u}+k \mathbf{v}, \mathbf{u}+k \mathbf{v}\rangle \tag{5.1.10}
\end{equation*}
$$

But, using the properties of a real inner product,

$$
\begin{aligned}
\langle\mathbf{u}+k \mathbf{v}, \mathbf{u}+k \mathbf{v}\rangle & =\langle\mathbf{u}, \mathbf{u}+k \mathbf{v}\rangle+\langle k \mathbf{v}, \mathbf{u}+k \mathbf{v}\rangle \\
& =\langle\mathbf{u}+k \mathbf{v}, \mathbf{u}\rangle+\langle\mathbf{u}+k \mathbf{v}, k \mathbf{v}\rangle \\
& =\langle\mathbf{u}, \mathbf{u}\rangle+\langle k \mathbf{v}, \mathbf{u}\rangle+\langle\mathbf{u}, k \mathbf{v}\rangle+\langle k \mathbf{v}, k \mathbf{v}\rangle \\
& =\langle\mathbf{u}, \mathbf{u}\rangle+2\langle k \mathbf{v}, \mathbf{u}\rangle+k\langle\mathbf{v}, k \mathbf{v}\rangle \\
& =\langle\mathbf{u}, \mathbf{u}\rangle+2\langle k \mathbf{v}, \mathbf{u}\rangle+k\langle k \mathbf{v}, \mathbf{v}\rangle \\
& =\langle\mathbf{u}, \mathbf{u}\rangle+2\langle k \mathbf{v}, \mathbf{u}\rangle+k^{2}\langle\mathbf{v}, \mathbf{v}\rangle \\
& =\|\mathbf{u}\|^{2}+2 k\langle\mathbf{v}, \mathbf{u}\rangle+k^{2}\|\mathbf{v}\|^{2}
\end{aligned}
$$

Consequently, (5.1.10) implies that

$$
\begin{equation*}
\|\mathbf{v}\|^{2} k^{2}+2\langle\mathbf{u}, \mathbf{v}\rangle k+\|\mathbf{u}\|^{2} \geq 0 \tag{5.1.11}
\end{equation*}
$$

The left-hand side of this inequality defines the quadratic expression

$$
P(k)=\|\mathbf{v}\|^{2} k^{2}+2\langle\mathbf{u}, \mathbf{v}\rangle k+\|\mathbf{u}\|^{2}
$$

The discriminant of this quadratic is

$$
\Delta=4(\langle\mathbf{u}, \mathbf{v}\rangle)^{2}-4\|\mathbf{u}\|^{2}\|\mathbf{v}\|^{2}
$$

If $\Delta>0$, then $P(k)$ has two real and distinct roots. This would imply that the graph of $P$ crosses the $k$-axis and, therefore, $P$ would assume negative values, contrary to (5.1.11). Consequently, we must have $\Delta \leq 0$. That is,

$$
4(\langle\mathbf{u}, \mathbf{v}\rangle)^{2}-4\|\mathbf{u}\|^{2}\|\mathbf{v}\|^{2} \leq 0
$$

or equivalently,

$$
(\langle\mathbf{u}, \mathbf{v}\rangle)^{2} \leq\|\mathbf{u}\|^{2}\|\mathbf{v}\|^{2}
$$

Hence,

$$
|\langle\mathbf{u}, \mathbf{v}\rangle| \leq\|\mathbf{u}\|\|\mathbf{v}\| .
$$

If $\mathbf{u}$ and $\mathbf{v}$ are arbitrary vectors in a real inner product space $V$, then $\langle\mathbf{u}, \mathbf{v}\rangle$ is a real number, and therefore, (5.1.9) can be written in the equivalent form

$$
-\|\mathbf{u}\|\|\mathbf{v}\| \leq\langle\mathbf{u}, \mathbf{v}\rangle \leq\|\mathbf{u}\|\|\mathbf{v}\|
$$

Consequently, provided that $\mathbf{u}$ and $\mathbf{v}$ are nonzero vectors, we have

$$
-1 \leq \frac{\langle\mathbf{u}, \mathbf{v}\rangle}{\|\mathbf{u}\|\|\mathbf{v}\|} \leq 1
$$

Thus, each pair of nonzero vectors in a real inner product space $V$ determines a unique angle $\theta$ by

$$
\begin{equation*}
\cos \theta=\frac{\langle\mathbf{u}, \mathbf{v}\rangle}{\|\mathbf{u}\|\|\mathbf{v}\|}, \quad 0 \leq \theta \leq \pi . \tag{5.1.12}
\end{equation*}
$$

We call $\theta$ the angle between $\mathbf{u}$ and $\mathbf{v}$. In the case when $\mathbf{u}$ and $\mathbf{v}$ are geometric vectors, the formula (5.1.12) coincides with Equation (5.1.3).

Example 5.1.8 Determine the angle between the vectors $\mathbf{u}=(1,-1,2,3)$ and $\mathbf{v}=(-2,1,2,-2)$ in $\mathbb{R}^{4}$.
Solution: Using the standard inner product in $\mathbb{R}^{4}$ yields

$$
\langle\mathbf{u}, \mathbf{v}\rangle=-5, \quad\|\mathbf{u}\|=\sqrt{15}, \quad\|\mathbf{v}\|=\sqrt{13},
$$

so that the angle between $\mathbf{u}$ and $\mathbf{v}$ is given by

$$
\cos \theta=-\frac{5}{\sqrt{15} \sqrt{13}}=-\frac{\sqrt{195}}{39}, \quad 0 \leq \theta \leq \pi .
$$

Hence,

$$
\theta=\arccos \left(-\frac{\sqrt{195}}{39}\right) \approx 1.937 \text { radians } \approx 110^{\circ} 58^{\prime}
$$

Example 5.1.9 Use the inner product (5.1.5) to determine the angle between the functions $f_{1}(x)=\sin 2 x$ and $f_{2}(x)=\cos 2 x$ on the interval $[-\pi, \pi]$.

Solution: Using the inner product (5.1.5), we have

$$
\left\langle f_{1}, f_{2}\right\rangle=\int_{-\pi}^{\pi} \sin 2 x \cos 2 x d x=\frac{1}{2} \int_{-\pi}^{\pi} \sin 4 x d x=\left.\frac{1}{8}(-\cos 4 x)\right|_{-\pi} ^{\pi}=0 .
$$

Consequently, the angle between the two functions satisfies

$$
\cos \theta=0, \quad 0 \leq \theta \leq \pi,
$$

which implies that $\theta=\pi / 2$. We say that the functions are orthogonal on the interval $[-\pi, \pi]$, relative to the inner product (5.1.5). In the next section, we will have much more to say about orthogonality of vectors.

## Complex Inner Products ${ }^{2}$

The preceding discussion has been concerned with real vector spaces. Let us consider generalizing the definition of an inner product to the complex vector space $\mathbb{C}^{n}$. By analogy with Definition 5.1.1, one might think that the natural inner product in $\mathbb{C}^{n}$ would be obtained by summing the products of corresponding components of vectors in $\mathbb{C}^{n}$ in exactly the same manner that was done in the standard inner product for $\mathbb{R}^{n}$. However, one of the reasons for introducing an inner product is so that we can obtain a concept of "length" of a vector. In order for a quantity to be considered a reasonable measure of length, we would want it to be a nonnegative real number that vanishes if and only if the vector itself is the zero vector (property (1) of a real inner product). But, if we apply the inner product in $\mathbb{R}^{n}$ given in Definition 5.1.1 to vectors in $\mathbb{C}^{n}$, then since

[^33]the components of vectors in $\mathbb{C}^{n}$ are complex numbers, it follows that the resulting norm of a vector in $\mathbb{C}^{n}$ would be a complex number also. Furthermore, applying the $\mathbb{R}^{2}$ inner product to, for example, the vector $\mathbf{v}=(1-i, 1+i)$, we obtain
$$
\|\mathbf{v}\|^{2}=(1-i)^{2}+(1+i)^{2}=0
$$
which means that a nonzero vector would have zero "length." To rectify this situation, we must define an inner product in $\mathbb{C}^{n}$ more carefully. We take advantage of complex conjugation to do this, as the next definition shows.

## DEFINITION 5.1.10

If $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ are vectors in $\mathbb{C}^{n}$, we define the standard inner product in $\mathbb{C}^{n}$ by ${ }^{3}$

$$
\langle\mathbf{u}, \mathbf{v}\rangle=u_{1} \bar{v}_{1}+u_{2} \bar{v}_{2}+\cdots+u_{n} \bar{v}_{n} .
$$

The norm of $\mathbf{v}$ is defined to be the real number

$$
\|\mathbf{v}\|=\sqrt{\langle\mathbf{v}, \mathbf{v}\rangle}=\sqrt{\left|v_{1}\right|^{2}+\left|v_{2}\right|^{2}+\cdots+\left|v_{n}\right|^{2}}
$$

The preceding inner product is a mapping that associates with the two vectors $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ in $\mathbb{C}^{n}$ the scalar

$$
\langle\mathbf{u}, \mathbf{v}\rangle=u_{1} \bar{v}_{1}+u_{2} \bar{v}_{2}+\cdots+u_{n} \bar{v}_{n} .
$$

In general, $\langle\mathbf{u}, \mathbf{v}\rangle$ will be nonreal (i.e., it will have a nonzero imaginary part). The key point to notice is that the norm of $\mathbf{v}$ is always a real number, even though the separate components of $\mathbf{v}$ are complex numbers.

## Example 5.1.11

If $\mathbf{u}=(5-i,-3 i, 6+2 i)$ and $\mathbf{v}=(3,2 i,-1-4 i)$ in $\mathbb{C}^{3}$, find $\langle\mathbf{u}, \mathbf{v}\rangle,\|\mathbf{u}\|$, and $\|\mathbf{v}\|$.
Solution: Using Definition 5.1.10,

$$
\left.\begin{array}{rl}
\langle\mathbf{u}, \mathbf{v}\rangle & =(5-i)(3)+(-3 i)(-2 i)+(6+2 i)(-1+4 i) \\
& =(15-3 i)+(-6)+(-14+22 i) \\
& =-5+19 i
\end{array}\right\} \begin{aligned}
&\|\mathbf{u}\|=\sqrt{\langle\mathbf{u}, \mathbf{u}\rangle}=\sqrt{(5-i)(5+i)+(-3 i)(3 i)+(6+2 i)(6-2 i)} \\
&= \sqrt{26+9+40}=\sqrt{75}=5 \sqrt{3}
\end{aligned}
$$

and

$$
\begin{aligned}
\|\mathbf{v}\| & =\sqrt{\langle\mathbf{v}, \mathbf{v}\rangle}=\sqrt{(3)(3)+(2 i)(-2 i)+(-1-4 i)(-1+4 i)} \\
& =\sqrt{9+4+17}=\sqrt{30}
\end{aligned}
$$

The standard inner product in $\mathbb{C}^{n}$ satisfies properties (1),(3), and (4) in Definition 5.1.3, but not property (2). We now derive the appropriate generalization of property (2) when using the standard inner product in $\mathbb{C}^{n}$. Let $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $\mathbf{v}=$ $\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ be vectors in $\mathbb{C}^{n}$. Then, from Definition 5.1.10,

$$
\langle\mathbf{v}, \mathbf{u}\rangle=v_{1} \bar{u}_{1}+v_{2} \bar{u}_{2}+\cdots+v_{n} \bar{u}_{n}=\overline{u_{1} \bar{v}_{1}+u_{2} \bar{v}_{2}+\cdots+u_{n} \bar{v}_{n}}=\overline{\langle\mathbf{u}, \mathbf{v}\rangle} .
$$

[^34]Thus,

$$
\langle\mathbf{v}, \mathbf{u}\rangle=\overline{\langle\mathbf{u}, \mathbf{v}\rangle} .
$$

We now use the properties satisfied by the standard inner product in $\mathbb{C}^{n}$ to define an inner product in an arbitrary (that is, real or complex) vector space.

## DEFINITION 5.1.12

Let $V$ be a (real or complex) vector space. A mapping that associates with each pair of vectors $\mathbf{u}, \mathbf{v}$ in $V$ a scalar, denoted $\langle\mathbf{u}, \mathbf{v}\rangle$, is called an inner product in $V$ provided it satisfies the following properties. For all $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ in $V$ and all scalars $k$,

1. $\langle\mathbf{v}, \mathbf{v}\rangle \geq 0$. Furthermore, $\langle\mathbf{v}, \mathbf{v}\rangle=0$ if and only if $\mathbf{v}=\mathbf{0}$.
2. $\langle\mathbf{v}, \mathbf{u}\rangle=\overline{\langle\mathbf{u}, \mathbf{v}\rangle}$.
3. $\langle k \mathbf{u}, \mathbf{v}\rangle=k\langle\mathbf{u}, \mathbf{v}\rangle$.
4. $\langle\mathbf{u}+\mathbf{v}, \mathbf{w}\rangle=\langle\mathbf{u}, \mathbf{w}\rangle+\langle\mathbf{v}, \mathbf{w}\rangle$.

The norm of $\mathbf{v}$ is defined in terms of the inner product by

$$
\|\mathbf{v}\|=\sqrt{\langle\mathbf{v}, \mathbf{v}\rangle} .
$$

Remark Notice that the properties in the preceding definition reduce to those in Definition 5.1.3 in the case that $V$ is a real vector space, since in such a case, the complex conjugates are unnecessary. Thus, this definition is a consistent extension of Definition 5.1.3.

Example 5.1.13 Use properties (2) and (3) of Definition 5.1.12 to prove that in an inner product space

$$
\langle\mathbf{u}, k \mathbf{v}\rangle=\bar{k}\langle\mathbf{u}, \mathbf{v}\rangle
$$

for all vectors $\mathbf{u}, \mathbf{v}$ and all scalars $k$.
Solution: From properties (2) and (3), we have

$$
\langle\mathbf{u}, k \mathbf{v}\rangle=\overline{\langle k \mathbf{v}, \mathbf{u}\rangle}=\overline{k\langle\mathbf{v}, \mathbf{u}\rangle}=\bar{k} \overline{\langle\mathbf{v}, \mathbf{u}\rangle}=\bar{k}\langle\mathbf{u}, \mathbf{v}\rangle .
$$

Notice that in the particular case of a real vector space, the foregoing result reduces to

$$
\langle\mathbf{u}, k \mathbf{v}\rangle=k\langle\mathbf{u}, \mathbf{v}\rangle,
$$

since in such a case the scalars are real numbers.

## Exercises for 5.1

## Key Terms

Inner product, Axioms of an inner product, Real (complex) inner product space, Norm, Angle, Cauchy-Schwarz Inequality.

## Skills

- Know the four inner product space axioms.
- Be able to check whether or not a proposed inner product on a vector space $V$ satisfies the inner product space axioms.
- Be able to compute the inner product of two vectors in an inner product space.
- Be able to find the norm of a vector in an inner product space.
- Be able to find the angle between two vectors in an inner product space.


## True-False Review

For Questions (a)-(g), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $\mathbf{v}$ and $\mathbf{w}$ are linearly independent vectors in an inner product space $V$, then $\langle\mathbf{v}, \mathbf{w}\rangle=0$.
(b) In any inner product space $V$, we have

$$
\langle k \mathbf{v}, k \mathbf{w}\rangle=k\langle\mathbf{v}, \mathbf{w}\rangle .
$$

(c) If $\left\langle\mathbf{v}_{1}, \mathbf{w}\right\rangle=\left\langle\mathbf{v}_{2}, \mathbf{w}\right\rangle=0$ in an inner product space $V$, then

$$
\left\langle c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}, \mathbf{w}\right\rangle=0
$$

(d) In any inner product space $V,\langle\mathbf{x}+\mathbf{y}, \mathbf{x}-\mathbf{y}\rangle<0$ if and only if $\|\mathbf{x}\|<\|\mathbf{y}\|$.
(e) In any vector space $V$, there is at most one valid inner product $\langle$,$\rangle that can be defined on V$.
(f) The angle between the vectors $\mathbf{v}$ and $\mathbf{w}$ in an inner product space $V$ is the same as the angle between the vectors $-2 \mathbf{v}$ and $-2 \mathbf{w}$.
(g) If $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$ and $q(x)=b_{0}+b_{1} x+b_{2} x^{2}$, then we can define an inner product on $P_{2}(\mathbb{R})$ via $\langle p, q\rangle=a_{0} b_{0}$.

## Problems

1. Use the standard inner product in $\mathbb{R}^{5}$ to determine the angle between the vectors $\mathbf{v}=(0,-2,1,4,1)$ and $\mathbf{w}=(-3,1,-1,0,3)$.
2. Use the standard inner product in $\mathbb{R}^{4}$ to determine the angle between the vectors $\mathbf{v}=(1,3,-1,4)$ and $\mathbf{w}=(-1,1,-2,1)$.
3. If $f(x)=\sin x$ and $g(x)=x$ on $[0, \pi]$, use the function inner product (5.1.5) to determine the angle between $f$ and $g$.
4. If $f(x)=\sin x$ and $g(x)=2 \cos x+4$ on $[0, \pi / 2]$, use the function inner product (5.1.5) to determine the angle between $f$ and $g$.
5. Let $m$ and $n$ be positive real numbers. If $f(x)=x^{m}$ and $g(x)=x^{n}$ on an arbitrary interval $[a, b]$, use the function inner product (5.1.5) to determine the angle between $f$ and $g$ in terms of $a, b, m$, and $n$.
6. If $\mathbf{v}=(2+i, 3-2 i, 4+i)$ and $\mathbf{w}=(-1+i, 1-3 i$, $3-i$ ), use the standard inner product in $\mathbb{C}^{3}$ to determine, $\langle\mathbf{v}, \mathbf{w}\rangle,\|\mathbf{v}\|$, and $\|\mathbf{w}\|$.
7. If $\mathbf{v}=(6-3 i, 4,-2+5 i, 3 i)$ and $\mathbf{w}=(i, 2 i, 3 i, 4 i)$, use the standard inner product in $\mathbb{C}^{4}$ to determine, $\langle\mathbf{v}, \mathbf{w}\rangle,\|\mathbf{v}\|$, and $\|\mathbf{w}\|$.
8. Let $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$ and $B=\left[\begin{array}{ll}b_{11} & b_{12} \\ b_{21} & b_{22}\end{array}\right]$ be vectors in $M_{2}(\mathbb{R})$. Show that the mapping

$$
\langle A, B\rangle=a_{11} b_{11}
$$

does not define a valid inner product on $M_{2}(\mathbb{R})$. Which of the four properties of an inner product, if any, do hold? Justify your answer.
9. Referring to $A$ and $B$ in Problem 8, show that the mapping

$$
\langle A, B\rangle=\operatorname{det}(A B)
$$

does not define a valid inner product on $M_{2}(\mathbb{R})$. Which of the four properties of an inner product, if any, do hold? Justify your answer.
10. Referring to $A$ and $B$ in Problem 8, show that the mapping

$$
\langle A, B\rangle=a_{11} b_{22}+a_{12} b_{21}+a_{21} b_{12}+a_{22} b_{11}
$$

does not define a valid inner product on $M_{2}(\mathbb{R})$. Which of the four properties of an inner product, if any, do hold? Justify your answer.
11. Referring to $A$ and $B$ in Problem 8, show that the mapping

$$
\begin{equation*}
\langle A, B\rangle=a_{11} b_{11}+a_{12} b_{12}+a_{21} b_{21}+a_{22} b_{22} \tag{5.1.13}
\end{equation*}
$$

defines a valid inner product in $M_{2}(\mathbb{R})$.
For Problems 12-13, use the inner product (5.1.13) in Problem 11 to determine $\langle A, B\rangle,\|A\|$, and $\|B\|$. Also, determine the angle between the given matrices.
12. $A=\left[\begin{array}{rr}3 & 2 \\ -2 & 4\end{array}\right], \quad B=\left[\begin{array}{rr}1 & 1 \\ -2 & 1\end{array}\right]$.
13. $A=\left[\begin{array}{rr}2 & -1 \\ 3 & 5\end{array}\right], \quad B=\left[\begin{array}{rr}3 & 1 \\ -1 & 2\end{array}\right]$.
14. Let $p_{1}(x)=a+b x$ and $p_{2}(x)=c+d x$ be vectors in $P_{1}(\mathbb{R})$. Determine a mapping $\left\langle p_{1}, p_{2}\right\rangle$ that defines an inner product on $P_{1}(\mathbb{R})$.
15. Let $V=C^{0}[0,1]$ and for $f$ and $g$ in $V$, consider the mapping

$$
\langle f, g\rangle=\int_{0}^{1 / 2} f(x) g(x) d x
$$

Does this define a valid inner product on $V$ ? Show why or why not.
16. Let $V=C^{0}[0,1]$ and for $f$ and $g$ in $V$, consider the mapping

$$
\langle f, g\rangle=\int_{0}^{1} x f(x) g(x) d x
$$

Does this define a valid inner product on $V$ ? Show why or why not.
17. Let $V=C^{0}[-1,0]$ and for $f$ and $g$ in $V$, consider the mapping

$$
\langle f, g\rangle=\int_{-1}^{0} x f(x) g(x) d x
$$

Does this define a valid inner product on $V$ ? Show why or why not.
18. Consider the vector space $\mathbb{R}^{2}$. Define the mapping $\langle$,$\rangle by$

$$
\begin{equation*}
\langle\mathbf{v}, \mathbf{w}\rangle=2 v_{1} w_{1}+v_{1} w_{2}+v_{2} w_{1}+2 v_{2} w_{2} \tag{5.1.14}
\end{equation*}
$$

for all vectors $\mathbf{v}=\left(v_{1}, v_{2}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}\right)$ in $\mathbb{R}^{2}$. Verify that Equation (5.1.14) defines an inner product on $\mathbb{R}^{2}$.

For Problems 19-21, determine the inner product of the given vectors using (a) the inner product (5.1.14) in Problem 18, (b) the standard inner product in $\mathbb{R}^{2}$.
19. $\mathbf{v}=(1,0), \mathbf{w}=(-1,2)$.
20. $\mathbf{v}=(2,-1), \mathbf{w}=(3,6)$.
21. $\mathbf{v}=(1,-2), \mathbf{w}=(2,1)$.
22. Consider the vector space $\mathbb{R}^{2}$. Define the mapping $\langle$,$\rangle by$

$$
\begin{equation*}
\langle\mathbf{v}, \mathbf{w}\rangle=v_{1} w_{1}-v_{2} w_{2} \tag{5.1.15}
\end{equation*}
$$

for all vectors $\mathbf{v}=\left(v_{1}, v_{2}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}\right)$. Verify that all of the properties in Definition 5.1.3 except (1) are satisfied by (5.1.15).
The mapping (5.1.15) is called a pseudo-inner product in $\mathbb{R}^{2}$ and, when generalized to $\mathbb{R}^{4}$, is of fundamental importance in Einstein's special relativity theory.
23. Using Equation (5.1.15) in Problem 22, determine all nonzero vectors satisfying $\langle\mathbf{v}, \mathbf{v}\rangle=0$. Such vectors are called null vectors.
24. Using Equation (5.1.15) in Problem 22, determine all vectors satisfying $\langle\mathbf{v}, \mathbf{v}\rangle<0$. Such vectors are called timelike vectors.
25. Using Equation (5.1.15) in Problem 22, determine all vectors satisfying $\langle\mathbf{v}, \mathbf{v}\rangle>0$. Such vectors are called spacelike vectors.
26. Make a sketch of $\mathbb{R}^{2}$ and indicate the position of the null, timelike, and spacelike vectors.
27. Consider the vector space $\mathbb{R}^{2}$. Define the mapping $\langle$,$\rangle by$

$$
\langle\mathbf{v}, \mathbf{w}\rangle=v_{1} w_{1}-v_{1} w_{2}-v_{2} w_{1}+4 v_{2} w_{2}
$$

for all vectors $\mathbf{v}=\left(v_{1}, v_{2}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}\right)$. Verify that $\langle$,$\rangle defines a valid inner product on \mathbb{R}^{2}$.
28. Consider the vector space $\mathbb{R}^{n}$, and let $\mathbf{v}=$ $\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ be vectors in $\mathbb{R}^{n}$. Complete the proof begun in Example 5.1.6 that the mapping $\langle$,$\rangle defined by$

$$
\langle\mathbf{v}, \mathbf{w}\rangle=k_{1} v_{1} w_{1}+k_{2} v_{2} w_{2}+\cdots+k_{n} v_{n} w_{n}
$$

is a valid inner product on $\mathbb{R}^{n}$ if and only if the constants $k_{1}, k_{2}, \ldots, k_{n}$ are all positive.
29. Prove from the inner product axioms that, in any inner product space $V,\langle\mathbf{v}, \mathbf{0}\rangle=0$ for all $\mathbf{v}$ in $V$.
30. Prove from the inner product axioms that for all vectors $\mathbf{u}, \mathbf{v}$, and $\mathbf{w}$ in an inner product space $V$, we have

$$
\langle\mathbf{u}, \mathbf{v}+\mathbf{w}\rangle=\langle\mathbf{u}, \mathbf{v}\rangle+\langle\mathbf{u}, \mathbf{w}\rangle .
$$

31. Use the previous exercise together with the inner product space axioms to derive a formula for $\langle\mathbf{u}+\mathbf{v}, \mathbf{w}+\mathbf{x}\rangle$ for vectors $\mathbf{u}, \mathbf{v}, \mathbf{w}$, and $\mathbf{x}$ in an inner product space $V$.
32. Let $V$ be an inner product space with vectors $\mathbf{v}$ and $\mathbf{w}$ with $\|\mathbf{v}\|=3,\|\mathbf{w}\|=4$, and $\langle\mathbf{v}, \mathbf{w}\rangle=-2$. Compute the following:
(a) $\mid\|\mathbf{v}+\mathbf{w}\|$.
(b) $\langle 3 \mathbf{v}+\mathbf{w},-2 \mathbf{v}+3 \mathbf{w}\rangle$.
(c) $\langle-\mathbf{w}, 5 \mathbf{v}+2 \mathbf{w}\rangle$.
33. Let $V$ be an inner product space with vectors $\mathbf{v}$ and $\mathbf{w}$ with $\|\mathbf{v}\|=2,\|\mathbf{w}\|=6$, and $\langle\mathbf{v}, \mathbf{w}\rangle=3$. Compute the following:
(a) $\|\mathbf{w}-2 \mathbf{v}\|$.
(b) $|\mid 2 \mathbf{v}+5 w \|$.
(c) $\langle 2 \mathbf{v}-\mathbf{w}, 4 \mathbf{w}\rangle$.
34. Let $V$ be an inner product space with vectors $\mathbf{u}, \mathbf{v}$, and $\mathbf{w}$ with $\|\mathbf{u}\|=1,\|\mathbf{v}\|=2,\|\mathbf{w}\|=3,\langle\mathbf{u}, \mathbf{v}\rangle=4$, $\langle\mathbf{u}, \mathbf{w}\rangle=5$, and $\langle\mathbf{v}, \mathbf{w}\rangle=0$. Compute the following:
(a) $\|\mathbf{u}+\mathbf{v}+\mathbf{w}\|$.
(b) $\|2 \mathbf{u}-3 \mathbf{v}-\mathbf{w}\|$.
(c) $\langle\mathbf{u}+2 \mathbf{w}, 3 \mathbf{u}-3 \mathbf{v}+\mathbf{w}\rangle$.
35. Let $V$ be a real inner product space.
(a) Prove that for all $\mathbf{v}, \mathbf{w} \in V$,

$$
\|\mathbf{v}+\mathbf{w}\|^{2}=\|\mathbf{v}\|^{2}+2\langle\mathbf{v}, \mathbf{w}\rangle+\|\mathbf{w}\|^{2} .
$$

[Hint: $\|\mathbf{v}+\mathbf{w}\|^{2}=\langle\mathbf{v}+\mathbf{w}, \mathbf{v}+\mathbf{w}\rangle$.]
(b) Two vectors $\mathbf{v}$ and $\mathbf{w}$ in an inner product space $V$ are called orthogonal if $\langle\mathbf{v}, \mathbf{w}\rangle=0$. Use (a)
to prove the general Pythagorean Theorem: If $\mathbf{v}$ and $\mathbf{w}$ are orthogonal in an inner product space $V$, then

$$
\|\mathbf{v}+\mathbf{w}\|^{2}=\|\mathbf{v}\|^{2}+\|\mathbf{w}\|^{2}
$$

36. Let $V$ be a real inner product space. Prove that for all $\mathbf{v}, \mathbf{w}$ in $V$,
(a) $\|\mathbf{v}+\mathbf{w}\|^{2}-\|\mathbf{v}-\mathbf{w}\|^{2}=4\langle\mathbf{v}, \mathbf{w}\rangle$.
(b) $\|\mathbf{v}+\mathbf{w}\|^{2}+\|\mathbf{v}-\mathbf{w}\|^{2}=2\left(\|\mathbf{v}\|^{2}+\|\mathbf{w}\|^{2}\right)$.
37. Let $V$ be a complex inner product space. Prove that for all $\mathbf{v}, \mathbf{w}$ in $V$,

$$
\|\mathbf{v}+\mathbf{w}\|^{2}=\|\mathbf{v}\|^{2}+2 \operatorname{Re}(\langle\mathbf{v}, \mathbf{w}\rangle)+\|\mathbf{v}\|^{2}
$$

where Re denotes the real part of a complex number.

### 5.2 Orthogonal Sets of Vectors and Orthogonal Projections

The discussion in the previous section has shown how an inner product can be used to define the angle between two nonzero vectors. In particular, if the inner product of two nonzero vectors is zero, then the angle between those two vectors is $\pi / 2$ radians, and therefore it is natural to call such vectors orthogonal (perpendicular). The following definition extends the idea of orthogonality into an arbitrary inner product space.

## DEFINITION 5.2.1

Let $V$ be an inner product space.

1. Two vectors $\mathbf{u}$ and $\mathbf{v}$ in $V$ are said to be orthogonal if $\langle\mathbf{u}, \mathbf{v}\rangle=0$.
2. A set of nonzero vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ in $V$ is called an orthogonal set of vectors if

$$
\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=0, \quad \text { whenever } i \neq j
$$

(That is, every vector is orthogonal to every other vector in the set.)
3. A vector $\mathbf{v}$ in $V$ is called a unit vector if $\|\mathbf{v}\|=1$.
4. An orthogonal set of unit vectors is called an orthonormal set of vectors. Thus, $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ in $V$ is an orthonormal set if and only if
(a) $\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=0$ whenever $i \neq j$.
(b) $\left\langle\mathbf{v}_{i}, \mathbf{v}_{i}\right\rangle=1$ for all $i=1,2, \ldots, k$.

## Remarks

1. The conditions in (4a) and (4b) can be written compactly in terms of the Kronecker delta symbol as

$$
\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=\delta_{i j}, \quad i, j=1,2, \ldots, k
$$

2. Note that the inner products occurring in Definition 5.2 .1 will depend upon which inner product space we are working in. Two vectors could be orthogonal to one another with respect to one inner product but not orthogonal with respect to a different inner product on the same vector space.
3. If $\mathbf{v}$ is any nonzero vector, then $\frac{1}{\|\mathbf{v}\|} \mathbf{v}$ is a unit vector, since the properties of an inner product imply that

$$
\left\langle\frac{1}{\|\mathbf{v}\|} \mathbf{v}, \frac{1}{\|\mathbf{v}\|} \mathbf{v}\right\rangle=\frac{1}{\|\mathbf{v}\|^{2}}\langle\mathbf{v}, \mathbf{v}\rangle=\frac{1}{\|\mathbf{v}\|^{2}}\|\mathbf{v}\|^{2}=1 .
$$

Using Remark (3) above, we can take an orthogonal set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ and create a new set $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{k}\right\}$, where $\mathbf{u}_{i}=\frac{1}{\left\|\mathbf{v}_{i}\right\|} \mathbf{v}_{i}$ is a unit vector for each $i$. Using the properties of an inner product, it is easy to see that the new set $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{k}\right\}$ is an orthonormal set (see Problem 34). The process of replacing the $\mathbf{v}_{i}$ by the $\mathbf{u}_{i}$ is called normalization.

Example 5.2.2 Verify that $\{(-2,1,3,0),(0,-3,1,-6),(-2,-4,0,2)\}$ is an orthogonal set of vectors in $\mathbb{R}^{4}$, and use it to construct an orthonormal set of vectors in $\mathbb{R}^{4}$.

Solution: Let $\mathbf{v}_{1}=(-2,1,3,0), \mathbf{v}_{2}=(0,-3,1,-6)$, and $\mathbf{v}_{3}=(-2,-4,0,2)$. Then

$$
\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=0, \quad\left\langle\mathbf{v}_{1}, \mathbf{v}_{3}\right\rangle=0, \quad\left\langle\mathbf{v}_{2}, \mathbf{v}_{3}\right\rangle=0,
$$

so that the given set of vectors is an orthogonal set. Scalar multiplying each vector in the set by the reciprocal of its norm yields the following orthonormal set:

$$
\left\{\frac{1}{\sqrt{14}} \mathbf{v}_{1}, \frac{1}{\sqrt{46}} \mathbf{v}_{2}, \frac{1}{2 \sqrt{6}} \mathbf{v}_{3}\right\} .
$$

Example 5.2.3 Verify that the set of functions $\{1, \sin x, \cos x\}$ is orthogonal in $C^{0}[-\pi, \pi]$ with inner product given in (5.1.5), and use it to construct an orthonormal set of functions in $C^{0}[-\pi, \pi]$.

Solution: Let $f_{1}(x)=1, f_{2}(x)=\sin x$, and $f_{3}(x)=\cos x$. We have

$$
\begin{aligned}
& \left\langle f_{1}, f_{2}\right\rangle=\int_{-\pi}^{\pi} \sin x d x=0, \quad\left\langle f_{1}, f_{3}\right\rangle=\int_{-\pi}^{\pi} \cos x d x=0, \\
& \left\langle f_{2}, f_{3}\right\rangle=\int_{-\pi}^{\pi} \sin x \cos x d x=\left[\frac{1}{2} \sin ^{2} x\right]_{-\pi}^{\pi}=0,
\end{aligned}
$$

so that the functions are indeed orthogonal on $[-\pi, \pi]$. Taking the norm of each function, we obtain

$$
\begin{aligned}
& \left\|f_{1}\right\|=\sqrt{\int_{-\pi}^{\pi} 1 d x}=\sqrt{2 \pi} \\
& \left\|f_{2}\right\|=\sqrt{\int_{-\pi}^{\pi} \sin ^{2} x d x}=\sqrt{\int_{-\pi}^{\pi} \frac{1}{2}(1-\cos 2 x) d x}=\sqrt{\pi} \\
& \left\|f_{3}\right\|=\sqrt{\int_{-\pi}^{\pi} \cos ^{2} x d x}=\sqrt{\int_{-\pi}^{\pi} \frac{1}{2}(1+\cos 2 x) d x}=\sqrt{\pi}
\end{aligned}
$$

Thus an orthonormal set of functions on $[-\pi, \pi]$ is

$$
\left\{\frac{1}{\sqrt{2 \pi}}, \frac{1}{\sqrt{\pi}} \sin x, \frac{1}{\sqrt{\pi}} \cos x\right\} .
$$

## Orthogonal and Orthonormal Bases

In the analysis of geometric vectors in elementary calculus courses, it is usual to use the standard basis $\{\mathbf{i}, \mathbf{j}, \mathbf{k}\}$. Notice that this set of vectors is in fact an orthonormal set. The introduction of an inner product in a vector space opens up the possibility of using similar bases in a general finite-dimensional vector space. The next definition introduces the appropriate terminology.

## DEFINITION 5.2.4

A basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ for a (finite-dimensional) inner product space is called an orthogonal basis if

$$
\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=0 \quad \text { whenever } i \neq j
$$

and it is called an orthonormal basis if

$$
\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=\delta_{i j}, \quad i, j=1,2, \ldots, n
$$

There are two natural questions to be asked at this point: (1) Why is it beneficial to work with an orthogonal or orthonormal basis of vectors? (2) How can we obtain an orthogonal or orthonormal basis for an inner product space $V$ ? We address the first question in the remainder of this section, and then we will address the second question in the next section.

In light of our work in Chapter 4, the importance of our next theorem should be self-evident.

Theorem 5.2.5 If $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is an orthogonal set of nonzero vectors in an inner product space $V$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly independent.

Proof Assume that

$$
\begin{equation*}
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}=\mathbf{0} \tag{5.2.1}
\end{equation*}
$$

We will show that $c_{1}=c_{2}=\cdots=c_{k}=0$. Taking the inner product of each side of (5.2.1) with $\mathbf{v}_{i}$, we find that

$$
\left\langle\mathbf{v}_{i}, c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}\right\rangle=\left\langle\mathbf{v}_{i}, \mathbf{0}\right\rangle=0
$$

where we have used Problem 29 of Section 5.1 in the last step. Using the inner product properties on the left side, we have

$$
c_{1}\left\langle\mathbf{v}_{i}, \mathbf{v}_{1}\right\rangle+c_{2}\left\langle\mathbf{v}_{i}, \mathbf{v}_{2}\right\rangle+\cdots+c_{k}\left\langle\mathbf{v}_{i}, \mathbf{v}_{k}\right\rangle=0
$$

Finally, using the fact that for all $j \neq i$, we have $\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle=0$, we conclude that

$$
c_{i}\left\langle\mathbf{v}_{i}, \mathbf{v}_{i}\right\rangle=0
$$

Since $\mathbf{v}_{i} \neq \mathbf{0}$, it follows that $c_{i}=0$, and this holds for each $i$ with $1 \leq i \leq k$.

Example 5.2.6 Let $V=M_{2}(\mathbb{R})$, let $S$ be the subspace of all $2 \times 2$ symmetric matrices, and let

$$
B=\left\{\left[\begin{array}{rr}
2 & -1 \\
-1 & 0
\end{array}\right],\left[\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right],\left[\begin{array}{rr}
2 & 2 \\
2 & -3
\end{array}\right]\right\} .
$$

Define an inner product on $V$ via $^{4}$

$$
\left\langle\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right],\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right]\right\rangle=a_{11} b_{11}+a_{12} b_{12}+a_{21} b_{21}+a_{22} b_{22} .
$$

Show that $B$ is an orthogonal basis for $S$.
Solution: According to Example 4.6.18, we already know that $\operatorname{dim}[S]=3$. Using the given inner product, it can be directly shown that $B$ is an orthogonal set, and hence, Theorem 5.2.5 implies that $B$ is linearly independent. Therefore, by Theorem 4.6.10, $B$ is a basis for the subspace $S$ of $V$.

Let $V$ be a (finite-dimensional) inner product space, and suppose that we have an orthogonal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ for $V$. As we saw in Section 4.7, any vector $\mathbf{v}$ in $V$ can be written uniquely in the form

$$
\begin{equation*}
\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{n} \mathbf{v}_{n} \tag{5.2.2}
\end{equation*}
$$

where the unique $n$-tuple $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ consists of the components of $\mathbf{v}$ relative to the given basis. It is easier to determine the components $c_{i}$ in the case of an orthogonal basis than it is for other bases, because we can simply form the inner product of both sides of (5.2.2) with $\mathbf{v}_{i}$ as follows:

$$
\begin{aligned}
\left\langle\mathbf{v}, \mathbf{v}_{i}\right\rangle & =\left\langle c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{n} \mathbf{v}_{n}, \mathbf{v}_{i}\right\rangle \\
& =c_{1}\left\langle\mathbf{v}_{1}, \mathbf{v}_{i}\right\rangle+c_{2}\left\langle\mathbf{v}_{2}, \mathbf{v}_{i}\right\rangle+\cdots+c_{n}\left\langle\mathbf{v}_{n}, \mathbf{v}_{i}\right\rangle \\
& =c_{i}\left\|\mathbf{v}_{i}\right\|^{2},
\end{aligned}
$$

where the last step follows by using the orthogonality properties of the basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots\right.$, $\left.\mathbf{v}_{n}\right\}$. Therefore, we have proved the following theorem.

Theorem 5.2.7 Let $V$ be a (finite-dimensional) inner product space with orthogonal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots\right.$, $\left.\mathbf{v}_{n}\right\}$. Then any vector $\mathbf{v} \in V$ may be expressed in terms of the basis as

$$
\mathbf{v}=\left(\frac{\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}}\right) \mathbf{v}_{1}+\left(\frac{\left\langle\mathbf{v}, \mathbf{v}_{2}\right\rangle}{\left\|\mathbf{v}_{2}\right\|^{2}}\right) \mathbf{v}_{2}+\cdots+\left(\frac{\left\langle\mathbf{v}, \mathbf{v}_{n}\right\rangle}{\left\|\mathbf{v}_{n}\right\|^{2}}\right) \mathbf{v}_{n} .
$$

Theorem 5.2.7 gives a simple formula for writing an arbitrary vector in an inner product space $V$ as a linear combination of vectors in an orthogonal basis for $V$. Let us illustrate with an example.

Example 5.2.8 Let $V, S$, and $B$ be as in Example 5.2.6. Find the components of the vector $\mathbf{v}=$ $\left[\begin{array}{rr}0 & -1 \\ -1 & 2\end{array}\right]$ relative to $B$.

[^35]Solution: From the formula given in Theorem 5.2.7, we have

$$
\mathbf{v}=\frac{2}{6}\left[\begin{array}{rr}
2 & -1 \\
-1 & 0
\end{array}\right]+\frac{2}{7}\left[\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right]-\frac{10}{21}\left[\begin{array}{rr}
2 & 2 \\
2 & -3
\end{array}\right]
$$

so the component vector of $\mathbf{v}$ relative to $B$ is

$$
[\mathbf{v}]_{B}=\left[\begin{array}{c}
1 / 3 \\
2 / 7 \\
-10 / 21
\end{array}\right]
$$

If the orthogonal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ for $V$ is in fact orthonormal, then since $\left\|\mathbf{v}_{i}\right\|=1$ for each $i$, we immediately deduce the following corollary of Theorem 5.2.7.

Corollary 5.2.9 Let $V$ be a (finite-dimensional) inner product space with orthonormal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots\right.$, $\left.\mathbf{v}_{n}\right\}$. Then any vector $\mathbf{v} \in V$ may be expressed in terms of the basis as

$$
\mathbf{v}=\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle \mathbf{v}_{1}+\left\langle\mathbf{v}, \mathbf{v}_{2}\right\rangle \mathbf{v}_{2}+\cdots+\left\langle\mathbf{v}, \mathbf{v}_{n}\right\rangle \mathbf{v}_{n}
$$

Remark Corollary 5.2.9 tells us that the components of a given vector $\mathbf{v}$ relative to the orthonormal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ are precisely the numbers $\left\langle\mathbf{v}, \mathbf{v}_{i}\right\rangle$, for $1 \leq i \leq n$. Thus, by working with an orthonormal basis for a vector space, we have a simple method for getting the components of any vector in the vector space.

Example 5.2.10 We can write an arbitrary vector in $\mathbb{R}^{n}, \mathbf{v}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, in terms of the standard basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ by noting that $\left\langle\mathbf{v}, \mathbf{e}_{i}\right\rangle=a_{i}$. Thus, $\mathbf{v}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+\cdots+a_{n} \mathbf{e}_{n}$.

Example 5.2.11 We can equip the vector space $P_{1}(\mathbb{R})$ with the inner product

$$
\langle p, q\rangle=\int_{-1}^{1} p(x) q(x) d x
$$

thus making $P_{1}(\mathbb{R})$ into an inner product space. Let

$$
p_{0}=\frac{1}{\sqrt{2}} \quad \text { and } \quad p_{1}=\frac{\sqrt{3} x}{\sqrt{2}}
$$

Verify that $B=\left\{p_{0}, p_{1}\right\}$ forms an orthonormal basis for $P_{1}(\mathbb{R})$ and use Corollary 5.2.9 to compute the coordinate vector $[q]_{B}$ if $q=1+x$.

Solution: We have

$$
\begin{aligned}
\left\langle p_{0}, p_{1}\right\rangle & =\int_{-1}^{1} \frac{1}{\sqrt{2}} \cdot \frac{\sqrt{3} x}{\sqrt{2}} d x=0 \\
\left\|p_{0}\right\| & =\sqrt{\left\langle p_{0}, p_{0}\right\rangle}=\sqrt{\int_{-1}^{1} p_{0}^{2} d x}=\sqrt{\int_{-1}^{1} \frac{1}{2} d x}=\sqrt{1}=1
\end{aligned}
$$

and

$$
\left\|p_{1}\right\|=\sqrt{\left\langle p_{1}, p_{1}\right\rangle}=\sqrt{\int_{-1}^{1} p_{1}^{2} d x}=\sqrt{\int_{-1}^{1} \frac{3}{2} x^{2} d x}=\sqrt{\left.\frac{1}{2} x^{3}\right|_{-1} ^{1}}=\sqrt{1}=1
$$

Thus, $\left\{p_{0}, p_{1}\right\}$ is an orthonormal (and hence linearly independent) set of vectors in $P_{1}(\mathbb{R})$. Since $\operatorname{dim}\left[P_{1}(\mathbb{R})\right]=2$, Theorem 4.6 .10 shows that $\left\{p_{0}, p_{1}\right\}$ is an (orthonormal) basis for $P_{1}(\mathbb{R})$.

Finally, we wish to write $q=1+x$ as a linear combination of $p_{0}$ and $p_{1}$, by using Corollary 5.2.9. We leave it to the reader to verify that $\left\langle q, p_{0}\right\rangle=\sqrt{2}$ and $\left\langle q, p_{1}\right\rangle=\sqrt{\frac{2}{3}}$. Thus, we have

$$
1+x=\sqrt{2} p_{0}+\sqrt{\frac{2}{3}} p_{1}=\sqrt{2} \cdot \frac{1}{\sqrt{2}}+\sqrt{\frac{2}{3}} \cdot\left(\sqrt{\frac{3}{2}} x\right)
$$

So the component vector of $1+x$ relative to $B$ is $\left[\begin{array}{c}\sqrt{2} \\ \sqrt{\frac{2}{3}}\end{array}\right]$.

## Orthogonal Projections

We conclude the present section by developing an important tool that will be used in the next section to produce orthogonal and orthonormal bases for inner product spaces. This tool is orthogonal projection, and it represents another beautiful geometric application of inner products. We can already present this application in the inner product space $\mathbb{R}^{3}$ (with standard inner product) by posing the following problem:

Problem 5.2.12 Given a point $P\left(x_{0}, y_{0}, z_{0}\right)$ in $\mathbb{R}^{3}$ and a line $L$ in $\mathbb{R}^{3}$, what is the distance from $P$ to $L$ ?

The line $L$ can be described parametrically through the use of a point $Q\left(x_{1}, y_{1}, z_{1}\right)$ on $L$ and a parallel vector $\mathbf{v}=(a, b, c)$ to $L$ as follows:

$$
\mathbf{x}(t)=\left(x_{1}+a t, y_{1}+b t, z_{1}+c t\right),
$$

where $t \in \mathbb{R}$. By definition, the distance from $P$ to $L$ is defined as the distance from $P$ to the point on the line $L$ that is closest to $P$. Determining this point becomes crucial, since in Problem 5.2.12, it is not supplied. Because the problem at hand involves $\mathbb{R}^{3}$, we can visualize what is going on by using a picture in $\mathbb{R}^{3}$, but the formulas we will derive will be valid and applicable in any inner product space.

The idea is to use the points $P$ and $Q$ described above to form the vector $\mathbf{w}$ from $Q$ to $P$ via vector subtraction:

$$
\mathbf{w}=\left(x_{0}-x_{1}, y_{0}-y_{1}, z_{0}-z_{1}\right) .
$$

Unless the point $P$ actually lies on $L$ (in which case, the distance from $P$ to the line $L$ is trivially zero), the vectors $\mathbf{w}$ and $\mathbf{v}$ are noncollinear. The situation is pictured in Figure 5.2.1.


Figure 5.2.1: The problem of finding the distance from a point $P\left(x_{0}, y_{0}, z_{0}\right)$ to a line $L$ in $\mathbb{R}^{3}$.


Figure 5.2.2: Obtaining an orthogonal basis for a two-dimensional subspace of $\mathbb{R}^{3}$.

In general, if $\mathbf{v}$ and $\mathbf{w}$ are two linearly independent (noncollinear) vectors, then the orthogonal projection of $\mathbf{w}$ on $\mathbf{v}$ is the vector $\mathbf{P}(\mathbf{w}, \mathbf{v})$ shown in Figure 5.2.2.

We note that the distance from the point $P$ to the line $L$ in Problem 5.2.12 is simply the norm of the vector $\mathbf{w}-\mathbf{P}(\mathbf{w}, \mathbf{v})$, which is $\|\mathbf{w}-\mathbf{P}(\mathbf{w}, \mathbf{v})\|$.

In order to complete the solution to Problem 5.2.12, we must therefore determine a formula for $\mathbf{P}(\mathbf{w}, \mathbf{v})$. Our expression will be derived in terms of the inner product, and it will be generalizable to an arbitrary inner product space.

We see from Figure 5.2.2 that an orthogonal basis for the subspace (plane) of threespace spanned by $\mathbf{v}$ and $\mathbf{w}$ is $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$, where

$$
\mathbf{v}_{1}=\mathbf{v} \quad \text { and } \quad \mathbf{v}_{2}=\mathbf{w}-\mathbf{P}(\mathbf{w}, \mathbf{v})
$$

Note that the norm of $\mathbf{P}(\mathbf{w}, \mathbf{v})$ is

$$
\|\mathbf{P}(\mathbf{w}, \mathbf{v})\|=\|\mathbf{w}\| \cos \theta
$$

where $\theta$ is the angle between $\mathbf{v}$ and $\mathbf{w}$. Thus

$$
\mathbf{P}(\mathbf{w}, \mathbf{v})=\|\mathbf{w}\| \cos \theta \frac{\mathbf{v}}{\|\mathbf{v}\|}
$$

which we can write as

$$
\begin{equation*}
\mathbf{P}(\mathbf{w}, \mathbf{v})=\left(\frac{\|\mathbf{w}\|\|\mathbf{v}\|}{\|\mathbf{v}\|^{2}} \cos \theta\right) \mathbf{v} \tag{5.2.3}
\end{equation*}
$$

Recalling that the dot product of the vectors $\mathbf{w}$ and $\mathbf{v}$ is defined by

$$
\mathbf{w} \cdot \mathbf{v}=\|\mathbf{w}\|\|\mathbf{v}\| \cos \theta
$$

it follows from Equation (5.2.3) that

$$
\mathbf{P}(\mathbf{w}, \mathbf{v})=\frac{(\mathbf{w} \cdot \mathbf{v})}{\|\mathbf{v}\|^{2}} \mathbf{v}
$$

or equivalently, using the notation for the inner product introduced in the previous section,

$$
\begin{equation*}
\mathbf{P}(\mathbf{w}, \mathbf{v})=\frac{\langle\mathbf{w}, \mathbf{v}\rangle}{\|\mathbf{v}\|^{2}} \mathbf{v} \tag{5.2.4}
\end{equation*}
$$

Armed with (5.2.4), we can find the distance from a point $P$ to a line $L$ in $\mathbb{R}^{3}$. Let us work out an explicit example.

Example 5.2.13 Find the distance from the point $P(9,0,-4)$ to the line $L$ with parametric vector equation $\mathbf{x}(t)=(-3 t, 1+6 t,-1)$.

Solution: By setting $t=0$, note that the point $Q(0,1,-1)$ lies on the line $L$, and note that $L$ has parallel vector $\mathbf{v}=(-3,6,0)$. We form the vector from $Q$ to $P$, which is $\mathbf{w}=(9,-1,-3)$. Moreover, according to Equation (5.2.4), we have

$$
\mathbf{P}(\mathbf{w}, \mathbf{v})=-\frac{33}{45}(-3,6,0)=\left(\frac{11}{5},-\frac{22}{5}, 0\right)
$$

Thus, the distance from $P$ to $L$ is given by

$$
\|\mathbf{w}-\mathbf{P}(\mathbf{w}, \mathbf{v})\|=\left\|\left(\frac{34}{5}, \frac{17}{5},-3\right)\right\|=\frac{1}{5}\|(34,17,-15)\|=\frac{\sqrt{1670}}{5} \approx 8.173
$$

In the exercises, we will ask the reader to consider how to find the distance from a point $P\left(x_{0}, y_{0}\right)$ in $\mathbb{R}^{2}$ to a line $L$ with equation $y=m x+b$, and we will also consider how to find the distance from a point $P\left(x_{0}, y_{0}, z_{0}\right)$ in $\mathbb{R}^{3}$ to a specified plane. (See Problems 21 and 28.) In both cases, modifications of the procedure we have described here for the distance from a point to a line in $\mathbb{R}^{3}$ can be utilized.

We can see geometrically in Figure 5.2.2 that the vector $\mathbf{w}-\mathbf{P}(\mathbf{w}, \mathbf{v})$ is orthogonal to $\mathbf{v}$. In the next section, we will prove that this is the case in any inner product space. In fact, we will see that a stronger result is true: If $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is an orthogonal set of vectors in an inner product space $V$ and $\mathbf{w} \in V$, then the vector

$$
\mathbf{w}-\mathbf{P}\left(\mathbf{w}, \mathbf{v}_{1}\right)-\mathbf{P}\left(\mathbf{w}, \mathbf{v}_{2}\right)-\cdots-\mathbf{P}\left(\mathbf{w}, \mathbf{v}_{k}\right)
$$

is orthogonal to the vector $\mathbf{v}_{i}$ for each $i$.

## Exercises for 5.2

## Key Terms

Orthogonal vectors, Orthogonal set, Unit vector, Orthonormal vectors, Orthonormal sets, Normalization, Orthogonal basis, Orthonormal basis, Orthogonal projection.

## Skills

- Be able to determine whether a given set of vectors are orthogonal or orthonormal.
- Be able to determine whether a given set of vectors forms an orthogonal or orthonormal basis for an inner product space.
- Be able to replace an orthogonal set with an orthonormal set via normalization.
- Be able to readily compute the components of a vector $\mathbf{v}$ in an inner product space $V$ relative to an orthogonal (or orthonormal) basis for $V$.
- Be able to compute the orthogonal projection of one vector $\mathbf{w}$ along another vector $\mathbf{v}: \mathbf{P}(\mathbf{w}, \mathbf{v})$.
- Be able to use orthogonal projection to compute the distance from a point to a line in $\mathbb{R}^{2}$ or in $\mathbb{R}^{3}$.


## True-False Review

For Questions (a)-(g), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Every orthonormal basis for an inner product space $V$ is also an orthogonal basis for $V$.
(b) Every linearly independent set of vectors in an inner product space $V$ is orthogonal.
(c) With the inner product $\langle f, g\rangle=\int_{0}^{\pi} f(t) g(t) d t$, the functions $f(x)=\cos x$ and $g(x)=\sin x$ are an orthogonal basis for $\operatorname{span}\{\cos x, \sin x\}$.
(d) If $\mathbf{v}$ and $\mathbf{w}$ are nonzero vectors in an inner product space $V$, then the vector $\mathbf{w}-\mathbf{P}(\mathbf{w}, \mathbf{v})$ is orthogonal to $\mathbf{w}$.
(e) In expressing the vector $\mathbf{v}$ as a linear combination of the orthogonal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ for an inner product space $V$, the coefficient of $\mathbf{v}_{i}$ is

$$
c_{i}=\frac{\left\langle\mathbf{v}, \mathbf{v}_{i}\right\rangle}{\left\|\mathbf{v}_{i}\right\|^{2}} .
$$

(f) If $\mathbf{u}$ and $\mathbf{v}$ are orthogonal vectors and $\mathbf{w}$ is any vector, then

$$
\mathbf{P}(\mathbf{P}(\mathbf{w}, \mathbf{v}), \mathbf{u})=\mathbf{0} .
$$

(g) If $\mathbf{w}_{1}, \mathbf{w}_{2}$, and $\mathbf{v}$ are vectors in an inner product space $V$, then

$$
\mathbf{P}\left(\mathbf{w}_{1}+\mathbf{w}_{2}, \mathbf{v}\right)=\mathbf{P}\left(\mathbf{w}_{1}, \mathbf{v}\right)+\mathbf{P}\left(\mathbf{w}_{2}, \mathbf{v}\right) .
$$

## Problems

For Problems 1-5, determine whether the given set of vectors is an orthogonal set in $\mathbb{R}^{n}$. For those that are, determine a corresponding orthonormal set of vectors.

1. $\{(1,2),(-4,2)\}$.
2. $\{(2,-1,1),(1,1,-1),(0,1,1)\}$.
3. $\{(1,3,-1,1),(-1,1,1,-1),(1,0,2,1)\}$
4. $\{(1,2,-1,0),(1,0,1,2),(-1,1,1,0)$, $(1,-1,-1,0)\}$.
5. $\{(1,2,-1,0,3),(1,1,0,2,-1),(4,2,-4,-5,-4)\}$
6. Let $\mathbf{v}=(7,-2)$. Determine all nonzero vectors $\mathbf{w}$ in $\mathbb{R}^{2}$ such that $\{\mathbf{v}, \mathbf{w}\}$ is an orthogonal set.
7. Let $\mathbf{v}=(-3,6,1)$. Determine all vectors in $\mathbb{R}^{3}$ that are orthogonal to $\mathbf{v}$. Use this to find an orthogonal basis for $\mathbb{R}^{3}$ that includes the vector $\mathbf{v}$.
8. Let $\mathbf{v}_{1}=(1,2,3), \mathbf{v}_{2}=(1,1,-1)$. Determine all nonzero vectors $\mathbf{w}$ in $\mathbb{R}^{3}$ such that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{w}\right\}$ is an orthogonal set. Hence obtain an orthonormal set of vectors in $\mathbb{R}^{3}$.
9. Let $\mathbf{v}_{1}=(-4,0,0,1), \mathbf{v}_{2}=(1,2,3,4)$. Determine all vectors in $\mathbb{R}^{4}$ that are orthogonal to both $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$. Use this to find an orthogonal basis for $\mathbb{R}^{4}$ that includes the vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$.

For Problems 10-12, show that the given set of vectors is an orthogonal set in $\mathbb{C}^{n}$, and hence obtain an orthonormal set of vectors in $\mathbb{C}^{n}$ in each case.
10. $\{(2+i,-5 i),(-2-i,-i)\}$.
11. $\{(1-i, 3+2 i),(2+3 i, 1-i)\}$.
12. $\{(1-i, 1+i, i),(0, i, 1-i),(-3+3 i, 2+2 i, 2 i)\}$.
13. Consider the vectors $\mathbf{v}=(1-i, 1+2 i), \mathbf{w}=(2+i, z)$ in $\mathbb{C}^{2}$. Determine the complex number $z$ such that $\{\mathbf{v}, \mathbf{w}\}$ is an orthogonal set of vectors, and hence obtain an orthonormal set of vectors in $\mathbb{C}^{2}$.

For Problems 14-16, show that the given functions in $C^{0}[-1,1]$ are orthogonal, and use them to construct an orthonormal set of functions in $C^{0}[-1,1]$.
14. $f_{1}(x)=1, f_{2}(x)=\sin \pi x, f_{3}(x)=\cos \pi x$.
15. $f_{1}(x)=1, f_{2}(x)=x, f_{3}(x)=\frac{1}{2}\left(3 x^{2}-1\right)$.
[Note: These are the Legendre polynomials that arise as solutions of the Legendre differential equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+n(n+1) y=0,
$$

when $n=0,1,2$, respectively.]
16. $f_{1}(x)=2 x, f_{2}(x)=1+2 x^{2}, f_{3}(x)=x^{3}-\frac{3}{5} x$.

For Problems 17-18, show that the given functions are orthonormal on $[-1,1]$.

$$
\text { 17. } \begin{aligned}
f_{1}(x) & =\cos \pi x, f_{2}(x)=\cos 2 \pi x, \\
f_{3}(x) & =\cos 3 \pi x .
\end{aligned}
$$

18. $f_{1}(x)=\sin \pi x, f_{2}(x)=\sin 2 \pi x, f_{3}(x)=\sin 3 \pi x$.
[Hint: The trigonometric identity

$$
\sin a \sin b=\frac{1}{2}[\cos (a+b)-\cos (a-b)]
$$

will be useful.]
19. Let $p(x)=2-x-x^{2}$ and $q(x)=1+x+x^{2}$. Using the inner product

$$
\begin{aligned}
& \left\langle a_{0}+a_{1} x+a_{2} x^{2}, b_{0}+b_{1} x+b_{2} x^{2}\right\rangle \\
& \quad=a_{0} b_{0}+a_{1} b_{1}+a_{2} b_{2},
\end{aligned}
$$

find all polynomials $r(x)=a+b x+c x^{2}$ in $P_{2}(\mathbb{R})$ such that $\{p(x), q(x), r(x)\}$ is an orthogonal set.
20. Let $A_{1}=\left[\begin{array}{rr}1 & 1 \\ -1 & 2\end{array}\right], A_{2}=\left[\begin{array}{rr}-1 & 1 \\ 2 & 1\end{array}\right]$, and $A_{3}=$ $\left[\begin{array}{rr}-1 & -3 \\ 0 & 2\end{array}\right]$. Use the inner product

$$
\langle A, B\rangle=a_{11} b_{11}+a_{12} b_{12}+a_{21} b_{21}+a_{22} b_{22}
$$

to find all matrices $A_{4}=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ such that $\left\{A_{1}, A_{2}, A_{3}, A_{4}\right\}$ is an orthogonal set of matrices in $M_{2}(\mathbb{R})$.
21. Consider the problem of finding the distance from a point $P\left(x_{0}, y_{0}\right)$ in $\mathbb{R}^{2}$ to a line $L$ with equation $y=m x+b$.
(a) Show that $\mathbf{v}=\langle 1, m\rangle$ is a parallel to the line $L$.
(b) Using part (a) and following the approach used to solve Problem 5.2.12 in the text, derive a formula for the distance from $P$ to $L$.

For Problems 22-27, find the distance from the given point $P$ to the given line $L$.
22. $P(-8,0)$; Line $L$ with equation $y=3 x-4$.
23. $P(1,-1)$; Line $L$ with equation $4 x+5 y=1$.
24. $P(-6,4)$; Line $L$ with equation $x-y=3$.
25. $P(4,1,-1)$; Line $L$ with equation $\mathbf{x}(t)=(2 t,-4-t, 3 t)$.
26. $P(9,0,0)$; Line $L$ with equation $\mathbf{x}(t)=(4+3 t, 6,-t)$.
27. $P(1,2,3,2,1)$; Line $L$ with equation $\mathbf{x}(t)=(-3,-2 t, 1+2 t,-t, 2+5 t)$.
28. In this problem, we use the ideas of this section to derive a formula for the distance from a point $P\left(x_{0}, y_{0}, z_{0}\right)$ in $\mathbb{R}^{3}$ to a plane $\mathcal{P}$ with equation $a x+$ $b y+c z+d=0$. Unlike the situation of the distance from a point to a line in which we performed orthogonal projection onto a vector pointing along the line followed by vector subtraction, here we can project directly onto a normal vector $\mathbf{n}=(a, b, c)$ for the plane without the need for vector subtraction.
(a) Draw a picture of this situation, including the point $P$, the plane $\mathcal{P}$, and the normal vector $\mathbf{n}$ to the plane.
(b) Choosing a point $Q\left(x_{1}, y_{1}, z_{1}\right)$ on the plane, construct the vector $\mathbf{w}$ from $Q$ to $P$ and show geometrically that the distance from $P\left(x_{0}, y_{0}, z_{0}\right)$ to the plane is $\|\mathbf{P}(\mathbf{w}, \mathbf{n})\|$.
(c) Find a formula for $\|\mathbf{P}(\mathbf{w}, \mathbf{n})\|$ in terms of $a, b, c, d, x_{0}, y_{0}$, and $z_{0}$.

For Problems 29-32, use the result of Problem 28 to find the distance from the given point $P$ to the given plane $\mathcal{P}$.
29. $P(-4,7,-2)$; Plane $\mathcal{P}$ with equation $x+2 y-4 z-2=0$.
30. $P(0,-1,3)$; Plane $\mathcal{P}$ with equation $3 x-y-z=5$.
31. $P(-1,1,-1)$; Plane $\mathcal{P}$ with equation $z=2 x$.
32. $P(8,8,-1)$; Plane $\mathcal{P}$ with equation $y=4 z+2$.
33. Let $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{v}\right\}$ be linearly independent vectors in an inner product space $V$, and suppose that $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$ are orthogonal. Define the vector $\mathbf{u}_{3}$ in $V$ by

$$
\mathbf{u}_{3}=\mathbf{v}+\lambda \mathbf{u}_{1}+\mu \mathbf{u}_{2}
$$

where $\lambda, \mu$ are scalars. Derive the values of $\lambda$ and $\mu$ such that $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right\}$ is an orthogonal basis for the subspace of $V$ spanned by $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{v}\right\}$.
34. Prove that if $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is an orthogonal set of vectors in an inner product space $V$ and if $\mathbf{u}_{i}=\frac{1}{\left\|\mathbf{v}_{i}\right\|} \mathbf{v}_{i}$ for each $i$, then $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{k}\right\}$ form an orthonormal set of vectors.
35. The subject of Fourier series is concerned with the representation of a $2 \pi$-periodic function $f$ as the
following infinite linear combination of the set of functions

$$
\begin{gather*}
\{1, \sin n x, \cos n x\}_{n=1}^{\infty}: \\
f(x)=\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) \tag{5.2.5}
\end{gather*}
$$

In this problem, we investigate the possibility of performing such a representation.
(a) Use appropriate trigonometric identities, or some form of technology, to verify that the set of functions

$$
\{1, \sin n x, \cos n x\}_{n=1}^{\infty}
$$

is orthogonal on the interval $[-\pi, \pi]$.
(b) By multiplying (5.2.5) by $\cos m x$ and integrating over the interval $[-\pi, \pi]$, show that

$$
a_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) d x
$$

and

$$
a_{m}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos m x d x
$$

[Hint: You may assume that interchange of the infinite summation with the integral is permissible.]
(c) Use a similar procedure to show that

$$
b_{m}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin m x d x
$$

It can be shown that if $f$ is in $C^{1}(-\pi, \pi)$, then Equation (5.2.5) holds for each $x \in(-\pi, \pi)$. The series appearing on the right-hand side of (5.2.5) is called the Fourier series of $f$, and the constants in the summation are called the Fourier coefficients for $f$.
(d) Show that the Fourier coefficients for the function $f(x)=x,-\pi<x \leq \pi, f(x+2 \pi)=f(x)$, are

$$
\begin{array}{ll}
a_{n}=0, & n=0,1,2, \ldots \\
b_{n}=-\frac{2}{n} \cos n \pi, & n=1,2, \ldots
\end{array}
$$

and thereby determine the Fourier series of $f$.
(e) $\diamond$ Using some form of technology, sketch the approximations to $f(x)=x$ on the interval $(-\pi, \pi)$ obtained by considering the first three terms, first five terms, and first ten terms in the Fourier series for $f$. What do you conclude?

### 5.3 The Gram-Schmidt Process

In this section, we return to address the second question we raised in the last section: How can we obtain an orthogonal or orthonormal basis for an inner product space $V$ ? The idea behind the process is to begin with any basis for $V$, say $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$, and to successively replace these vectors with vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ that are orthogonal to one another, and to ensure that, throughout the process, the space spanned by the vectors remains unchanged. This process is known as the Gram-Schmidt process.

Let $V$ be an arbitrary inner product space. We begin by considering just two linear linearly independent vectors $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ in $V$. We can obtain an orthogonal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ for the subspace of $V$ spanned by $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$ as follows. Let

$$
\mathbf{v}_{1}=\mathbf{x}_{1}
$$

and

$$
\begin{equation*}
\mathbf{v}_{2}=\mathbf{x}_{2}-\mathbf{P}\left(\mathbf{x}_{2}, \mathbf{v}_{1}\right)=\mathbf{x}_{2}-\frac{\left\langle\mathbf{x}_{2}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}} \mathbf{v}_{1} \tag{5.3.1}
\end{equation*}
$$

Note from (5.3.1) that $\mathbf{v}_{2}$ can be written as a linear combination of $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$, and hence, $\mathbf{v}_{2} \in \operatorname{span}\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$. Since we also have that $\mathbf{x}_{2} \in \operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$, it follows that $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}=\operatorname{span}\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$. Next we claim that $\mathbf{v}_{2}$ is orthogonal to $\mathbf{v}_{1}$. We have

$$
\begin{aligned}
\left\langle\mathbf{v}_{2}, \mathbf{v}_{1}\right\rangle=\left\langle\mathbf{x}_{2}-\frac{\left\langle\mathbf{x}_{2}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}} \mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle & =\left\langle\mathbf{x}_{2}, \mathbf{v}_{1}\right\rangle-\left\langle\frac{\left\langle\mathbf{x}_{2}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}} \mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle \\
& =\left\langle\mathbf{x}_{2}, \mathbf{v}_{1}\right\rangle-\frac{\left\langle\mathbf{x}_{2}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}}\left\langle\mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle=0
\end{aligned}
$$

which verifies our claim. We have shown that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is an orthogonal set of vectors that spans the same subspace of $V$ as $\left\{x_{1}, x_{2}\right\}$.

The calculations just presented can be generalized to prove the following useful result (see Problem 25).

Lemma 5.3.1 Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be an orthogonal set of vectors in an inner product space $V$. If $\mathbf{x} \in V$, then the vector

$$
\begin{equation*}
\mathbf{x}-\mathbf{P}\left(\mathbf{x}, \mathbf{v}_{1}\right)-\mathbf{P}\left(\mathbf{x}, \mathbf{v}_{2}\right)-\cdots-\mathbf{P}\left(\mathbf{x}, \mathbf{v}_{k}\right) \tag{5.3.2}
\end{equation*}
$$

is orthogonal to $\mathbf{v}_{i}$ for each $i$.

Equation (5.3.2) is really saying that if we take a vector $\mathbf{x}$ in an inner product space and subtract off its orthogonal projections along a series of other mutually orthogonal vectors, we are left with a vector that is orthogonal to all of the vectors along whose directions we have projected. This result is centrally important to the Gram-Schmidt Process.

Now suppose we are given a linearly independent set of vectors $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}$ in an inner product space $V$. Using Lemma 5.3.1, we can construct an orthogonal basis for the subspace of $V$ spanned by these vectors. We begin with the vector $\mathbf{v}_{1}=\mathbf{x}_{1}$ as above, and we define $\mathbf{v}_{i}$ by subtracting off appropriate projections of $\mathbf{x}_{i}$ on $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{i-1}$. The resulting procedure is called the Gram-Schmidt orthogonalization procedure. The formal statement of the result is as follows.

## Theorem 5.3.2 (Gram-Schmidt Process)

Let $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}$ be a linearly independent set of vectors in an inner product space $V$. Then an orthogonal basis for the subspace of $V$ spanned by these vectors is $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$, where

$$
\begin{aligned}
\mathbf{v}_{1} & =\mathbf{x}_{1} \\
\mathbf{v}_{2} & =\mathbf{x}_{2}-\frac{\left\langle\mathbf{x}_{2}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}} \mathbf{v}_{1} \\
\mathbf{v}_{3} & =\mathbf{x}_{3}-\frac{\left\langle\mathbf{x}_{3}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}} \mathbf{v}_{1}-\frac{\left\langle\mathbf{x}_{3}, \mathbf{v}_{2}\right\rangle}{\left\|\mathbf{v}_{2}\right\|^{2}} \mathbf{v}_{2} \\
\vdots & \\
\mathbf{v}_{i} & =\mathbf{x}_{i}-\sum_{k=1}^{i-1} \frac{\left\langle\mathbf{x}_{i}, \mathbf{v}_{k}\right\rangle}{\left\|\mathbf{v}_{k}\right\|^{2}} \mathbf{v}_{k} \\
& \\
\mathbf{v}_{m} & =\mathbf{x}_{m}-\sum_{k=1}^{m-1} \frac{\left\langle\mathbf{x}_{m}, \mathbf{v}_{k}\right\rangle}{\left\|\mathbf{v}_{k}\right\|^{2}} \mathbf{v}_{k}
\end{aligned}
$$

Proof Lemma 5.3.1 shows that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$ is an orthogonal set of vectors. Thus, both $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$ and $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}$ are linearly independent sets, and hence

$$
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\} \quad \text { and } \quad \operatorname{span}\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}
$$

are $m$-dimensional subspaces of $V$. (Why?) Moreover, from the formulas given in Theorem 5.3.2, we see that each $\mathbf{x}_{i} \in \operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$, and therefore $\operatorname{span}\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}$ is a subset of $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$. Thus, by Corollary 4.6.14,

$$
\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}=\operatorname{span}\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}
$$

We conclude that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$ is a basis for the subspace of $V$ spanned by $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}$.

Example 5.3.3 Obtain an orthogonal basis for the subspace of $\mathbb{R}^{4}$ spanned by

$$
\mathbf{x}_{1}=(1,0,1,0), \quad \mathbf{x}_{2}=(1,1,1,1), \quad \mathbf{x}_{3}=(-1,2,0,1)
$$

Solution: Following the Gram-Schmidt process, we set $\mathbf{v}_{1}=\mathbf{x}_{1}=(1,0,1,0)$. Next, we have

$$
\mathbf{v}_{2}=\mathbf{x}_{2}-\frac{\left\langle\mathbf{x}_{2}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}} \mathbf{v}_{1}=(1,1,1,1)-\frac{2}{2}(1,0,1,0)=(0,1,0,1)
$$

and

$$
\begin{aligned}
\mathbf{v}_{3}=\mathbf{x}_{3}-\frac{\left\langle\mathbf{x}_{3}, \mathbf{v}_{1}\right\rangle}{\left\|\mathbf{v}_{1}\right\|^{2}} \mathbf{v}_{1}-\frac{\left\langle\mathbf{x}_{3}, \mathbf{v}_{2}\right\rangle}{\left\|\mathbf{v}_{2}\right\|^{2}} \mathbf{v}_{2} & =(-1,2,0,1)+\frac{1}{2}(1,0,1,0)-\frac{3}{2}(0,1,0,1) \\
& =\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2},-\frac{1}{2}\right)
\end{aligned}
$$

The orthogonal basis so obtained is

$$
\left\{(1,0,1,0),(0,1,0,1),\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2},-\frac{1}{2}\right)\right\} .
$$

Of course, once an orthogonal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$ is obtained for a subspace of $V$, we can normalize this basis by setting $\mathbf{u}_{i}=\frac{\mathbf{v}_{i}}{\left\|\mathbf{v}_{i}\right\|}$ to obtain an orthonormal basis $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}\right\}$. For instance, an orthonormal basis for the subspace of $\mathbb{R}^{4}$ in the preceding example is

$$
\left\{\left(\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}, 0\right),\left(0, \frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}\right),\left(-\frac{1}{2}, \frac{1}{2}, \frac{1}{2},-\frac{1}{2}\right)\right\} .
$$

Example 5.3.4 Determine an orthogonal basis for the subspace of $C^{0}[-1,1]$ spanned by the functions $f_{1}(x)=x, f_{2}(x)=x^{3}, f_{3}(x)=x^{5}$, using the inner product in (5.1.5).
Solution: In this case, we let $\left\{g_{1}, g_{2}, g_{3}\right\}$ denote the orthogonal basis, and we apply the Gram-Schmidt process. Thus, $g_{1}(x)=x$, and

$$
\begin{equation*}
g_{2}(x)=f_{2}(x)-\frac{\left\langle f_{2}, g_{1}\right\rangle}{\left\|g_{1}\right\|^{2}} g_{1}(x) . \tag{5.3.3}
\end{equation*}
$$

We have

$$
\left\langle f_{2}, g_{1}\right\rangle=\int_{-1}^{1} f_{2}(x) g_{1}(x) d x=\int_{-1}^{1} x^{4} d x=\frac{2}{5}
$$

and

$$
\left\|g_{1}\right\|^{2}=\left\langle g_{1}, g_{1}\right\rangle=\int_{-1}^{1} x^{2} d x=\frac{2}{3} .
$$

Substituting into Equation (5.3.3) yields

$$
g_{2}(x)=x^{3}-\frac{3}{5} x=\frac{1}{5} x\left(5 x^{2}-3\right) .
$$

We now compute $g_{3}(x)$. According to the Gram-Schmidt process,

$$
\begin{equation*}
g_{3}(x)=f_{3}(x)-\frac{\left\langle f_{3}, g_{1}\right\rangle}{\left\|g_{1}\right\|^{2}} g_{1}(x)-\frac{\left\langle f_{3}, g_{2}\right\rangle}{\left\|g_{2}\right\|^{2}} g_{2}(x) . \tag{5.3.4}
\end{equation*}
$$

We first evaluate the required inner products:

$$
\begin{gathered}
\left\langle f_{3}, g_{1}\right\rangle=\int_{-1}^{1} f_{3}(x) g_{1}(x) d x=\int_{-1}^{1} x^{6} d x=\frac{2}{7} \\
\left\langle f_{3}, g_{2}\right\rangle=\int_{-1}^{1} f_{3}(x) g_{2}(x) d x=\frac{1}{5} \int_{-1}^{1} x^{6}\left(5 x^{2}-3\right) d x=\frac{1}{5}\left(\frac{10}{9}-\frac{6}{7}\right)=\frac{16}{315} \\
\left\|g_{2}\right\|^{2}=\int_{-1}^{1}\left[g_{2}(x)\right]^{2} d x=\frac{1}{25} \int_{-1}^{1} x^{2}\left(5 x^{2}-3\right)^{2} d x \\
=\frac{1}{25} \int_{-1}^{1}\left(25 x^{6}-30 x^{4}+9 x^{2}\right) d x=\frac{8}{175} .
\end{gathered}
$$

Substituting into Equation (5.3.4) yields

$$
g_{3}(x)=x^{5}-\frac{3}{7} x-\frac{2}{9} x\left(5 x^{2}-3\right)=\frac{1}{63}\left(63 x^{5}-70 x^{3}+15 x\right)
$$

Thus, an orthogonal basis for the subspace of $C^{0}[-1,1]$ spanned by $f_{1}, f_{2}$, and $f_{3}$ is

$$
\left\{x, \frac{1}{5} x\left(5 x^{2}-3\right), \frac{1}{63} x\left(63 x^{4}-70 x^{2}+15\right)\right\}
$$

## Exercises for 5.3

## Key Terms

Gram-Schmidt process.

## Skills

- Be able to carry out the Gram-Schmidt process to replace a basis for $V$ with an orthogonal (or orthonormal) basis for $V$.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is already an orthogonal basis for an inner product space $V$, then applying the GramSchmidt process to this set results in this same set of vectors.
(b) If $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are orthogonal, then applying the GramSchmidt Process to the set $\left\{\mathbf{x}_{1}, \mathbf{x}_{1}+\mathbf{x}_{2}\right\}$ will result in the orthogonal set $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$.
(c) The Gram-Schmidt process applied to the vectors $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\}$ yields the same basis as the Gram-Schmidt process applied to the vectors $\left\{\mathbf{x}_{3}, \mathbf{x}_{2}, \mathbf{x}_{1}\right\}$.
(d) The Gram-Schmidt process can only be applied to a linearly independent set of vectors.
(e) If $B_{1}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$ and $B_{2}=\left\{\mathbf{y}_{1}, \mathbf{y}_{2}\right\}$ are two bases for an inner product $V$ such that the Gram-Schmidt process applied to each of them results in the same orthogonal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ for $V$, then $B_{1}=B_{2}$.
(f) If the Gram-Schmidt Process applied to $B_{1}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$ yields the orthogonal set $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$, then applying the Gram-Schmidt Process to $B_{2}=\left\{2 \mathbf{x}_{1}, 2 \mathbf{x}_{2}\right\}$ will yield the orthogonal set $\left\{2 \mathbf{v}_{1}, 2 \mathbf{v}_{2}\right\}$.

## Problems

For Problems 1-10, use the Gram-Schmidt process to determine an orthonormal basis for the subspace of $\mathbb{R}^{n}$ spanned by the given set of vectors.

1. $\{(1,2,3),(6,-3,0)\}$.
2. $\{(1,-1,-1),(2,1,-1)\}$.
3. $\{(2,1,-2),(1,3,-1)\}$.
4. $\{(1,-5,-3),(0,-1,3),(-6,0,-2)\}$.
5. $\{(2,0,1),(-3,1,1),(1,-3,8)\}$.
6. $\{(-1,1,1,1),(1,2,1,2)\}$.
7. $\{(1,0,-1,0),(1,1,-1,0),(-1,1,0,1)\}$
8. $\{(1,2,0,1),(2,1,1,0),(1,0,2,1)\}$.
9. $\{(1,1,-1,0),(-1,0,1,1),(2,-1,2,1)\}$.
10. $\{(1,2,3,4,5),(-7,0,1,-2,0)\}$.

For Problems 11-14, determine orthogonal bases for rowspace ( $A$ ) and colspace ( $A$ ).
11. $A=\left[\begin{array}{rrrrr}1 & -3 & 2 & 0 & -1 \\ 4 & -9 & -1 & 1 & 2\end{array}\right]$.
12. $A=\left[\begin{array}{ll}1 & 5 \\ 2 & 4 \\ 3 & 3 \\ 4 & 2 \\ 5 & 1\end{array}\right]$.
13. $A=\left[\begin{array}{rrr}3 & 1 & 4 \\ 1 & -2 & 1 \\ 1 & 5 & 2\end{array}\right]$.
14. $A=\left[\begin{array}{rrr}1 & -4 & 7 \\ -2 & 6 & -8 \\ -1 & 0 & 5\end{array}\right]$.

For Problems 15-16, determine an orthonormal basis for the subspace of $\mathbb{C}^{3}$ spanned by the given set of vectors. Make sure that you use the appropriate inner product in $\mathbb{C}^{3}$.
15. $\{(1+i, i, 2-i),(1+2 i, 1-i, i)\}$.
16. $\{(1-i, 0, i),(1,1+i, 0)\}$.

For Problems 17-20, determine an orthogonal basis for the subspace of $C^{0}[a, b]$ spanned by the given vectors, for the given interval $[a, b]$. Use the inner product given in Equation (5.1.5).
17. $f_{1}(x)=1+2 x, f_{2}(x)=-2-x+x^{2}, a=0, b=1$.
18. $f_{1}(x)=1, f_{2}(x)=x, f_{3}(x)=x^{2}, a=0, b=1$.
19. $f_{1}(x)=1, f_{2}(x)=x^{2}, f_{3}(x)=x^{4}, a=-1, b=1$.
20. $f_{1}(x)=1, \quad f_{2}(x)=\sin x, \quad f_{3}(x)=\cos x$, $a=-\pi / 2, \quad b=\pi / 2$.

On $M_{2}(\mathbb{R})$ define the inner product $\langle A, B\rangle$ by

$$
\langle A, B\rangle=5 a_{11} b_{11}+2 a_{12} b_{12}+3 a_{21} b_{21}+5 a_{22} b_{22}
$$

for all matrices $A=\left[a_{i j}\right]$ and $B=\left[b_{i j}\right]$. For Problems 21-22, use this inner product in the Gram-Schmidt procedure to determine an orthogonal basis for the subspace of $M_{2}(\mathbb{R})$ spanned by the given matrices.
21. $A_{1}=\left[\begin{array}{rr}1 & -1 \\ 2 & 1\end{array}\right], A_{2}=\left[\begin{array}{rr}2 & -3 \\ 4 & 1\end{array}\right]$.
22. $A_{1}=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right], A_{2}=\left[\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right]$,
$A_{3}=\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right]$. Also identify the subspace of $M_{2}(\mathbb{R})$ spanned by $\left\{A_{1}, A_{2}, A_{3}\right\}$.
On $P_{n}(\mathbb{R})$, define the inner product $\left\langle p_{1}, p_{2}\right\rangle$ by

$$
\left\langle p_{1}, p_{2}\right\rangle=a_{0} b_{0}+a_{1} b_{1}+\cdots+a_{n} b_{n}
$$

for all polynomials

$$
\begin{aligned}
& p_{1}(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n}, \\
& p_{2}(x)=b_{0}+b_{1} x+\cdots+b_{n} x^{n} .
\end{aligned}
$$

For Problems 23-24, use this inner product to determine an orthogonal basis for the subspace of $P_{n}(\mathbb{R})$ spanned by the given polynomials.
23. $p_{1}(x)=1-2 x+2 x^{2}, p_{2}(x)=2-x-x^{2}$.
24. $p_{1}(x)=1+x^{2}, p_{2}(x)=2-x+x^{3}, p_{3}(x)=2 x^{2}-x$.
25. Prove Lemma 5.3.1.

### 5.4 Least Squares Approximation

In this section, we return to the general linear system of equations that we first studied in Chapter 2 in order to provide an important application of the material we have been learning in this chapter:

$$
\begin{align*}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n} & =b_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n} & =b_{2} \\
& \vdots  \tag{5.4.1}\\
a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n} & =b_{m}
\end{align*}
$$

where the system coefficients $a_{i j}$ and the system constants $b_{j}$ are given scalars and $x_{1}, x_{2}, \ldots, x_{n}$ denote the unknowns in the system. As usual, we abbreviate this system in vector form as $A \mathbf{x}=\mathbf{b}$. We saw in Chapter 2 that systems such as this have either no solutions, one unique solution, or infinitely many solutions, for the vector $\mathbf{x}$ of unknowns.

In earlier chapters, we were primarily interested in systems (5.4.1) that are consistent and what we can say about the set of solutions. By contrast, in this section we will focus on the situation in which (5.4.1) has no solutions. This is not an uncommon occurrence in many real-world problems that relate two or more quantities. Here is an example.

Example 5.4.1 In economics, the cost incurred by a company that is manufacturing a product is generally expected to be an increasing function of the quantity produced, and is expected to depend on both fixed costs and variable costs of production. As a concrete example, assume that a company produces $x$ thousands of pillows in a particular month at a cost of $C(x)$ dollars. Suppose the following data are recorded by the company for the first six months of the year:

| Month | $x$ Thousand <br> Pillows Produced | Cost $C(x)$ of Production <br> (thousands of dollars) |
| :--- | :---: | :---: |
| January | 5 | 11.5 |
| February | 8 | 13.5 |
| March | 10 | 15 |
| April | 7 | 13 |
| May | 9 | 14 |
| June | 3 | 6 |

If we assume that the cost $C(x)$ is a linear function of $x$, say

$$
\begin{equation*}
C(x)=a x+b \tag{5.4.2}
\end{equation*}
$$

we can seek to determine the values of $a$ and $b$. In this notation, the quantity $a$ represents the variable cost (per thousand pillows produced) and $b$ represents the monthly fixed cost.

The data points associated with the data in Example 5.4.1 can be substituted into (5.4.2) to obtain the following equations relating $a$ and $b$ :

| Data Point | Equation Relating $a$ and $b$ |
| :---: | :---: |
| $(5,11.5)$ | $5 a+b=11.5$ |
| $(8,13.5)$ | $8 a+b=13.5$ |
| $(10,15)$ | $10 a+b=15$ |
| $(7,13)$ | $7 a+b=13$ |
| $(9,14)$ | $9 a+b=14$ |
| $(3,6)$ | $3 a+b=6$ |

Inspection of the list of equations appearing in the right column quickly reveals that there is no single choice of $a$ and $b$ that satisfies them all. Equivalently, there is no single line that passes through all of the data points. The data is plotted in Figure 5.4.1.


Figure 5.4.1: Data showing cost $C(x)$ of production (in thousands of dollars) of $x$ thousand pillows.

This list of equations constitutes an inconsistent linear system in the unknowns $a$ and $b$. We can express this linear system in the form $A \mathbf{x}=\mathbf{b}$, where

$$
A=\left[\begin{array}{cc}
5 & 1  \tag{5.4.3}\\
8 & 1 \\
10 & 1 \\
7 & 1 \\
9 & 1 \\
3 & 1
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{l}
a \\
b
\end{array}\right], \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{c}
11.5 \\
13.5 \\
15 \\
13 \\
14 \\
6
\end{array}\right]
$$

Since there is no single line that fits all of the data points in this example, we settle for asking:

Question: What line "best fits" the given set of data points?
We will later answer this question for the data given in Example 5.4.1.
The line referred to in the question above is called a least squares line or least squares approximation for the data points. It has countless applications throughout a variety of disciplines. As a result, it has garnered a lot of attention and has led to numerous variations and generalizations. We will touch on this briefly at the end of this section. Our question above raises an instance of the general problem of least squares:

Problem of Least Squares: Let $A$ be an $m \times n$ matrix, and let $\mathbf{b}$ be a fixed vector in $\mathbb{R}^{m}$. If $A \mathbf{x}=\mathbf{b}$ is a linear system of $m$ equations in $n$ unknowns, seek to minimize the quantity $\epsilon(\mathbf{x})=\|A \mathbf{x}-\mathbf{b}\|$ by an appropriate choice of $\mathbf{x}$, say $\mathbf{x}_{0}$. The vector $\mathbf{x}_{0}$ is called a least squares solution to the system $A \mathbf{x}=\mathbf{b}$.

In other words, a least squares solution $\mathbf{x}_{0}$ to the linear system $A \mathbf{x}=\mathbf{b}$ is any vector $x_{0}$ in $\mathbb{R}^{n}$ such that $\epsilon\left(\mathbf{x}_{0}\right) \leq \epsilon(\mathbf{x})$ for all $\mathbf{x}$ in $\mathbb{R}^{n}$. If we write

$$
A \mathbf{x}-\mathbf{b}=\left[\begin{array}{c}
e_{1} \\
e_{2} \\
\vdots \\
e_{m}
\end{array}\right]
$$

then note that $\epsilon(\mathbf{x})=\sqrt{e_{1}^{2}+e_{2}^{2}+\cdots+e_{m}^{2}}$, from which the name of this topic, "least squares," becomes apparent. A least squares solution to $A \mathbf{x}=\mathbf{b}$ is one for which this sum of squares is minimized.

The reader may well wonder if the least squares solution $\mathbf{x}_{0}$ introduced in the problem statement above is uniquely determined for every linear system $A \mathbf{x}=\mathbf{b}$. For instance, if $A \mathbf{x}=\mathbf{b}$ is actually a consistent linear system, then we know that the system has either one solution, or it has infinitely many solutions. Clearly, any such solution $\mathbf{x}_{0}$ in this case will have $\epsilon\left(\mathbf{x}_{0}\right)=0$, so in this case the uniqueness of the least squares solution rests on whether the system $A \mathbf{x}=\mathbf{b}$ has a unique solution or not. We will further address the issue of uniqueness of least squares solutions as we proceed further through this section.

## Derivation of the Least Squares Solution

Let $A$ be an $m \times n$ matrix, $\mathbf{x}$ a vector of unknowns in $\mathbb{R}^{n}$, and $\mathbf{b}$ a vector given in $\mathbb{R}^{m}$. The approach we take ${ }^{5}$ to finding a least squares solution $\mathbf{x}_{0}$ to $A \mathbf{x}=\mathbf{b}$ begins with the

[^36]geometric observation that a vector $\mathbf{x}_{0}$ in $\mathbb{R}^{n}$ will be a least squares solution to $A \mathbf{x}=\mathbf{b}$ if and only if $\mathbf{b}-A \mathbf{x}_{0}$ is orthogonal to every vector in the subspace
$$
\operatorname{colspace}(A)=\left\{A \mathbf{x}: \mathbf{x} \in \mathbb{R}^{n}\right\}
$$
of $\mathbb{R}^{m}$. (We can simply say that $\mathbf{b}-A \mathbf{x}_{0}$ is orthogonal to the whole subspace.) This is visualized in Figure 5.4.2.


Figure 5.4.2: The least squares solution $\mathbf{x}_{0}$ to the inconsistent linear system $A \mathbf{x}=\mathbf{b}$ is obtained when $\mathbf{b}-A \mathbf{x}_{0}$ is orthogonal to every vector in colspace $(A)$.

That is, for every $\mathbf{x} \in \mathbb{R}^{n}$, we must have

$$
\begin{equation*}
\left\langle A \mathbf{x}, \mathbf{b}-A \mathbf{x}_{0}\right\rangle=0 . \tag{5.4.4}
\end{equation*}
$$

Since the inner product of vectors $\mathbf{u}$ and $\mathbf{v}$ in $\mathbb{R}^{n}$ can be written as a matrix multiplication,

$$
\langle\mathbf{u}, \mathbf{v}\rangle=\mathbf{u}^{T} \mathbf{v},
$$

we can rewrite (5.4.4) as

$$
(A \mathbf{x})^{T}\left(\mathbf{b}-A \mathbf{x}_{0}\right)=0,
$$

or, using Theorem 2.2.23,

$$
\mathbf{x}^{T} A^{T}\left(\mathbf{b}-A \mathbf{x}_{0}\right)=0
$$

Since this equation must hold for all $\mathbf{x}$ in $\mathbb{R}^{n}$, it follows that

$$
A^{T}\left(\mathbf{b}-A \mathbf{x}_{0}\right)=\mathbf{0}
$$

That is,

$$
\begin{equation*}
A^{T} A \mathbf{x}_{0}=A^{T} \mathbf{b} \tag{5.4.5}
\end{equation*}
$$

The equations arising in the system (5.4.5) are known as normal equations. Conversely, beginning with a vector $\mathbf{x}_{0}$ in $\mathbb{R}^{n}$ that satisfies Equation (5.4.5), tracing through the reversible algebraic steps above easily proves that $\mathbf{x}_{0}$ is a least squares solution to $A \mathbf{x}=\mathbf{b}$. Therefore, we have proven:

Theorem 5.4.2 Consider the linear system of equations $A \mathbf{x}=\mathbf{b}$, where $A$ is a fixed $m \times n$ matrix and $\mathbf{b}$ is a fixed column vector in $\mathbb{R}^{m}$. Then $\mathbf{x}_{0}$ in $\mathbb{R}^{n}$ is a least squares solution to this system if and only if

$$
A^{T} A \mathbf{x}_{0}=A^{T} \mathbf{b}
$$

According to Theorem 5.4.2, we can determine all least squares solutions for $A \mathbf{x}=\mathbf{b}$ by finding all solutions $\mathbf{x}$ to the $n \times n$ linear system $A^{T} A \mathbf{x}=A^{T} \mathbf{b}$. Provided that $A$ has linearly independent columns, the matrix $A^{T} A$ is invertible (see Problem 33 in Section 4.11), and in this case, we can solve Equation (5.4.5) uniquely for the least squares solution:

$$
\begin{equation*}
\mathbf{x}_{0}=\left(A^{T} A\right)^{-1} A^{T} \mathbf{b} . \tag{5.4.6}
\end{equation*}
$$

Thus,

$$
A \mathbf{x}_{0}=A\left(A^{T} A\right)^{-1} A^{T} \mathbf{b}
$$

is the point in the column space of $A$ that is closest to $\mathbf{b}$, and we call it the projection of b onto the column space of $A$, and we write

$$
A \mathbf{x}_{0}=A\left(A^{T} A\right)^{-1} A^{T} \mathbf{b}=P \mathbf{b}
$$

where

$$
\begin{equation*}
P=A\left(A^{T} A\right)^{-1} A^{T} \tag{5.4.7}
\end{equation*}
$$

is called a projection matrix.

Example 5.4.3 If $A$ does not have linearly independent columns, then the least squares solution $\mathbf{x}_{0}$ will not be uniquely determined. For example, consider the linear system $A \mathbf{x}=\mathbf{b}$, where $A=\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$ and $\mathbf{b}=\left[\begin{array}{l}0 \\ 1\end{array}\right]$. This is the inconsistent system whose equations are $x+y=0$ and $x+y=1$. In this case, Equation (5.4.5) reads $\left[\begin{array}{ll}2 & 2 \\ 2 & 2\end{array}\right] \mathbf{x}_{0}=\left[\begin{array}{l}1 \\ 1\end{array}\right]$. One quickly finds that there are infinitely many solutions for $\mathbf{x}_{0}=\left[\begin{array}{l}x \\ y\end{array}\right]$ consisting of all points on the line $x+y=\frac{1}{2}$.

Example 5.4.4 Consider the system of equations $3 x-5 y=0,-2 x+4 y=-2$, and $x-3 y=1$. Find all least squares solutions to this linear system.
Solution: We have

$$
A=\left[\begin{array}{rr}
3 & -5 \\
-2 & 4 \\
1 & -3
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{l}
x \\
y
\end{array}\right], \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{r}
0 \\
-2 \\
1
\end{array}\right] .
$$

In this case, the columns of $A$ are linearly independent, so we know that $A^{T} A$ is invertible. In fact,

$$
A^{T} A=\left[\begin{array}{rr}
14 & -26 \\
-26 & 50
\end{array}\right], \quad \text { so that }\left(A^{T} A\right)^{-1}=\frac{1}{24}\left[\begin{array}{ll}
50 & 26 \\
26 & 14
\end{array}\right] .
$$

Hence, according the Equation (5.4.6), we have

$$
\mathbf{x}_{0}=\frac{1}{24}\left[\begin{array}{ll}
50 & 26 \\
26 & 14
\end{array}\right]\left[\begin{array}{rrr}
3 & -2 & 1 \\
-5 & 4 & -3
\end{array}\right]\left[\begin{array}{r}
0 \\
-2 \\
1
\end{array}\right]=\left[\begin{array}{r}
-\frac{3}{2} \\
-1
\end{array}\right] .
$$

Although the point $\mathbf{x}_{0}=\left(-\frac{3}{2},-1\right)$ does not solve any of the three equations in the original system, it is sufficiently close to each of the three lines that the value of $\epsilon\left(\mathbf{x}_{0}\right)$ is as small as possible.

Let us now return to Example 5.4.1 and compute the least squares line. We have already computed the matrix $A$ and vector $\mathbf{b}$ in (5.4.3) above. A quick computation shows that

$$
A^{T} A=\left[\begin{array}{cc}
328 & 42 \\
42 & 6
\end{array}\right], \quad \text { and thus, } \quad\left(A^{T} A\right)^{-1}=\frac{1}{102}\left[\begin{array}{rc}
3 & -21 \\
-21 & 164
\end{array}\right] .
$$

Continuing with the computation, we now find
$\mathbf{x}_{0}=\left(A^{T} A\right)^{-1} A^{T} \mathbf{b}=\frac{1}{102}\left[\begin{array}{rr}3 & -21 \\ -21 & 164\end{array}\right]\left[\begin{array}{cccccc}5 & 8 & 10 & 7 & 9 & 3 \\ 1 & 1 & 1 & 1 & 1 & 1\end{array}\right]\left[\begin{array}{c}11.5 \\ 13.5 \\ 15 \\ 13 \\ 14 \\ 6\end{array}\right] \approx\left[\begin{array}{c}1.162 \\ 4.034\end{array}\right]$.
Therefore, the least squares line that "best fits" the data points in Example 5.4.1 is

$$
C(x)=1.162 x+4.034 .
$$

The monthly fixed cost for the company is approximately $\$ 4,034$, and the variable cost per 1000 pillows manufactured is $\$ 1,162$.

In general, to find the least squares line $y=a x+b$ for a set of data points ( $x_{1}, y_{1}$ ), $\left(x_{2}, y_{2}\right), \ldots,\left(x_{m}, y_{m}\right)$, we form

$$
A=\left[\begin{array}{cc}
x_{1} & 1 \\
x_{2} & 1 \\
\vdots & \vdots \\
x_{m} & 1
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{l}
a \\
b
\end{array}\right], \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{m}
\end{array}\right]
$$

and compute the least squares solution to the linear system $A \mathbf{x}=\mathbf{b}$. The reader can practice this method on several exercises at the end of the section.

Example 5.4.5 Recall from Section 1.1 that a spring-mass system in which frictional and external forces are ignored behaves according to Hooke's Law, which states that the restoring force (or spring force) $F_{s}$ on the spring is linearly proportional and opposite in direction to its displacement $y$ from equilibrium:

$$
F_{s}=-k y,
$$

for some positive spring constant $k$. Suppose we have a spring with unknown spring constant that we want to estimate. We can stretch the spring by various amounts $y$ and measure the restoring force felt by the spring in each case. Experimental errors can result in different values of $k$ being estimated with each measurement, and so we will use a least squares approximation of the spring constant. The table below collects some sample data.

| Displacement $y$ <br> (in inches) | Restoring Force $F_{s}$ <br> (in pounds) |
| :---: | :---: |
| 0 | 0 |
| 1 | -2 |
| 2 | -3 |
| 3 | -6 |
| 5 | -10 |
| 7 | -13 |

These data points, $(0,0),(1,-2),(2,-3),(3,-6),(5,-10),(7,-13)$, do not satisfy a linear relationship. Unlike Example 5.4.1, in this case Hooke's Law predicts that the linear relationship $y=a x+b$ should be expected to yield $b=0$. Therefore, we can seek directly a least squares line of the form $y=a x$. In this notation the spring constant $k$ in Hooke's Law is given by $k=-a$. Given our data, the following equations involving $a$ would have to simultaneously hold:

| Data Point | Equation Involving $a$ |
| :---: | :---: |
| $(0,0)$ | $0=0$ |
| $(1,-2)$ | $-2=a$ |
| $(2,-3)$ | $-3=2 a$ |
| $(3,-6)$ | $-6=3 a$ |
| $(5,-10)$ | $-10=5 a$ |
| $(7,-13)$ | $-13=7 a$ |

The list of equations in the right column of the table above leads to the linear system $A \mathbf{x}=\mathbf{b}$, where

$$
A=\left[\begin{array}{l}
0  \tag{5.4.8}\\
1 \\
2 \\
3 \\
5 \\
7
\end{array}\right], \quad \mathbf{x}=[a], \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{r}
0 \\
-2 \\
-3 \\
-6 \\
-10 \\
-13
\end{array}\right]
$$

Using (5.4.6), we have

$$
\mathbf{x}_{0}=\left(A^{T} A\right)^{-1} A^{T} \mathbf{b}=\frac{1}{88}\left[\begin{array}{lllll}
0 & 1 & 2 & 3 & 5
\end{array}\right]\left[\begin{array}{r}
0 \\
-2 \\
-3 \\
-6 \\
-10 \\
-13
\end{array}\right]=\frac{1}{88}(-167) \approx-1.898
$$

Therefore, the spring constant $k$ for the spring with the data above can be estimated via the method of least squares as $k=-a \approx 1.898$ pounds per inch.

## Linear Least Squares for Nonlinear Models

The linear approximation achieved by the least squares method described above is natural in problems where a linear relationship is expected. However, problems involving quantities where a linear relationship is not expected might be better served with an alternative to the least squares line. For general nonlinear models, the linear least squares is not applicable, but in the remainder of this section we will study two special cases where we can use linear least squares for nonlinear problems. For example, if an object is tossed through the air subject to the force of gravity (see Section 1.1), we would expect a plot of the object's position as a function of time to take on a parabolic nature. In an actual experiment, this parabolic motion could be disturbed by influences such as air resistance, but still, we would be most interested in finding a "best fit" parabola to a set of observed data points along the trajectory of the object's path. Fortunately, very little of the theory discussed above for a least squares line needs to be modified in this
case, because the problem of finding the coefficients of the parabola is linear. Writing the equation of the proposed parabola in the form

$$
\begin{equation*}
y=a x^{2}+b x+c, \tag{5.4.9}
\end{equation*}
$$

we can substitute the data points obtained from observing positions $y_{i}$ of the object's motion at times $x_{i}$ in an experiment, say $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{m}, y_{m}\right)$, into Equation (5.4.9). Once more we form the vector equation $A \mathbf{x}=\mathbf{b}$. In this case,

$$
A=\left[\begin{array}{ccc}
x_{1}^{2} & x_{1} & 1 \\
x_{2}^{2} & x_{2} & 1 \\
\vdots & \vdots & \\
x_{m}^{2} & x_{m} & 1
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right], \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{m}
\end{array}\right]
$$

We obtain exactly the same least squares solution as we did above, so that $\mathbf{x}_{0}$ can be found via Equation (5.4.6). We will provide some examples of least squares parabolic approximations in the exercises.

Finally in this section, let us return to the Malthusian model for the growth of a bacteria population that was discussed in Section 1.5. We saw in Equation (1.5.1) that the theory predicts that the population will grow as an exponential function of time: $P(t)=C e^{k t}$, where $C$ and $k$ are constants. If a scientist measures the size of the population at a variety of times, it is unlikely that a single pair of constants $C$ and $k$ will accurately match the data points. In this case, we would like to find the "best fit" exponential function. To proceed, we take the natural logarithm of each side of the exponential function $P(t)$ to obtain a linear equation:

$$
\begin{equation*}
\ln P(t)=k t+\ln C . \tag{5.4.10}
\end{equation*}
$$

Setting $y(t)=\ln P(t)$ and $b=\ln C$, we have $y(t)=k t+b$, and we can once more use the data points $\left(t_{i}, y\left(t_{i}\right)\right)$ to form the linear system of equations $A \mathbf{x}=\mathbf{y}$, where $\mathbf{x}=\left[\begin{array}{l}k \\ b\end{array}\right]$. Once the least squares solution $\mathbf{x}_{0}=\left[\begin{array}{l}k_{0} \\ b_{0}\end{array}\right]$ is obtained, we can set $C_{0}=e^{b_{0}}$ to obtain the best fit exponential function $P(t)=C_{0} e^{k_{0} t}$. Let us illustrate with an example.

Example 5.4.6 Suppose that the size of a bacteria culture (measured in thousands of bacteria) is measured at various time intervals (measured in hours) and yields the following data:

| time $t$ (in hours) | 0 | 1 | 2 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| number of bacteria $P(t)$ (in thousands) | 1 | 1.5 | 2 | 3.5 | 5 |

Determine an exponential function of the form $P(t)=C e^{k t}$, where $t$ is measured in hours and $P(t)$ is the number of bacteria (measured in thousands).

Solution: Using the notation $y(t)=\ln P(t)$, we compute the following table from the given data (all values are approximated to three decimal places):

| $t$ | 0 | 1 | 2 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $y(t)$ | 0 | .405 | .693 | 1.253 | 1.609 |

We can now formulate this least squares problem via the vector equation $A \mathbf{x}=\mathbf{y}$, where

$$
A=\left[\begin{array}{ll}
0 & 1 \\
1 & 1 \\
2 & 1 \\
4 & 1 \\
5 & 1
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{l}
k \\
b
\end{array}\right], \quad \text { and } \quad \mathbf{y}=\left[\begin{array}{c}
0 \\
.405 \\
.693 \\
1.253 \\
1.609
\end{array}\right]
$$

We use (5.4.6) to find

$$
\mathbf{x}_{0}=\left(A^{T} A\right)^{-1} A^{T} \mathbf{y}=\left[\begin{array}{l}
0.311 \\
0.046
\end{array}\right]
$$

Thus, $k_{0}=0.311$ and $b_{0}=0.046$. Hence, $C_{0}=e^{0.046} \approx 1.047$. Therefore, our best fit exponential function describing the growth of this bacteria culture is $P(t)=1.047 e^{0.311 t}$. This equation predicts, for instance, that after five hours, the size of the bacteria culture should be $P(5)=4.960$ thousands of bacteria, within 1 percent of the observed 5000 bacteria.


Figure 5.4.3: A plot of the data points $\ln P(t)$ as a function of $t$ in Example 5.4.6.

## Exercises for 5.4

## Key Terms

Least squares approximation, least squares solution, least squares line, normal equations, projection matrix.

## Skills

- Be able to compute a least squares line for a collection of data points in the $x y$-plane.
- Be able to compute the projection matrix associated with a given linear system $A \mathbf{x}=\mathbf{y}$.
- Understand the least squares approximation technique and be able to modify it to handle nonlinear models.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $\mathbf{x}_{0}$ is a least squares solution to the linear system $A \mathbf{x}=\mathbf{b}$ for an $m \times n$ matrix, then $\left\|\mathbf{b}-A \mathbf{x}_{0}\right\| \leq$ $\|\mathbf{b}-A \mathbf{x}\|$ for each $x$ in $\mathbb{R}^{n}$.
(b) The least squares solution $\mathbf{x}_{0}$ to the linear system $A \mathbf{x}=\mathbf{b}$ is given by $\mathbf{x}_{0}=\left(A A^{T}\right)^{-1} A^{T} \mathbf{b}$.
(c) If $A$ is an $n \times n$ invertible matrix, then the least squares solution to the linear system $A \mathbf{x}=\mathbf{b}$ is given by $\mathbf{x}_{0}=A^{-1} \mathbf{b}$.
(d) Every linear system of equations has a unique least squares solution $\mathbf{x}_{0}$.
(e) For every vector $\mathbf{b}$ in $\mathbb{R}^{m}$, applying the projection matrix $P$ for the linear system $A \mathbf{x}=\mathbf{b}$ to the vector $\mathbf{b}$ results in a vector that lies in colspace $(A)$.
(f) If $A$ is an invertible $n \times n$ matrix, then the projection matrix is $P=I_{n}$.

## Problems

For Problems 1-7, find the equation of the least squares line associated with the given set of data points.

1. $(6,3),(-2,0)$.
2. $(1,10),(2,20)$.
3. $(1,10),(2,20),(3,10)$.
4. $(2,-2),(1,-3),(0,0)$.
5. $(2,5),(0,-1),(5,3),(1,-3)$.
6. $(0,3),(1,-1),(2,6),(4,6)$.
7. $(-7,3),(-4,0),(2,-1),(3,6),(6,-1)$.

For Problems 8-9, find the equation of the least squares parabola (sometimes called the quadratic regression equation) associated with the given set of data points.
8. The data points given in Problem 3.
9. The data points given in Problem 4.
$\diamond$ For Problems 10-12, use some form of technology to find the equation of the least squares parabola (sometimes called the quadratic regression equation) associated with the given set of data points.
10. The data points given in Problem 5.
11. The data points given in Problem 6.
12. The data points given in Problem 7 .
13. A physicist wishes to estimate the spring constant $k$ for a spring whose restoring force is measured through experimentation for various displacements of the spring from equilibrium. The table below gathers the data collected by this experiment.

| Displacement $y$ <br> (in inches) | Restoring Force $F_{S}$ <br> (in pounds) |
| :---: | :---: |
| 0 | 0 |
| 3 | -10 |
| 5 | -14 |
| 6 | -19 |

Find a least squares solution for $k$.
14. If the size $P(t)$ of a culture of bacteria (measured in thousands of bacteria) is measured at various time intervals (measured in hours) with the data in the table below, use least squares to estimate $P(t)$ at any time $t$ :

| time $t$ (in hours) | 0 | 4 | 5 | 8 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| number of bacteria <br> $P(t)$ (in thousands) | 3.5 | 17 | 25.5 | 85.5 | 189.5 |

15. If the size $P(t)$ of a culture of bacteria (measured in thousands of bacteria) is measured at various time intervals (measured in minutes) with the data in the table below, use least squares to estimate $P(t)$ at any time $t$ :

| time $t$ (in minutes) | 0 | 12 | 20 | 24 |
| :---: | :---: | :---: | :---: | :---: |
| number of bacteria <br> $P(t)$ (in thousands) | 1.5 | 5 | 11 | 16 |

16. Suppose that a radioactive sample of a radioisotope decays exponentially according to the formula $A(t)=$ $A_{0} e^{k t}$ where $k$ is a negative constant, $A_{0}$ is the initial amount of the sample, $t$ is measured in hours, and $A(t)$ is measured in grams. Use a least squares technique for this nonlinear model to estimate a formula for $A(t)$, given the following measured data:

| time $t$ (in hours) | 0 | 1 | 3 | 4 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| amount of sample <br> $A(t)$ (in grams) | 100 | 24.5 | 1.5 | 0.4 | 0.1 |

17. Recall the projection matrix $P=A\left(A^{T} A\right)^{-1} A^{T}$ associated with the least squares approximation technique. Assume that $A$ is an $m \times n$ matrix.
(a) What is the size of $P$ ?
(b) Show that $P A=A$ and $P^{2}=P$.
(c) Show that $P$ is a symmetric matrix.
18. Let $A$ be an $n \times n$ invertible matrix. Show that the unique solution to the linear system $A \mathbf{x}=\mathbf{b}$, namely, $\mathbf{x}=A^{-1} \mathbf{b}$, is also the least squares solution for this system.

### 5.5 Chapter Review <br> Inner Product Spaces

An inner product is a mapping that associates with any two vectors $\mathbf{u}$ and $\mathbf{v}$ in a vector space $V$ a scalar that we denote by $\langle\mathbf{u}, \mathbf{v}\rangle$. This mapping must satisfy the properties given in Definition 5.1.12. The main reason for introducing the idea of an inner product is that it enables us to extend the familiar idea of orthogonality and length of vectors in $\mathbb{R}^{3}$ to a general vector space. Thus, $\mathbf{u}$ and $\mathbf{v}$ are said to be orthogonal in an inner product space if and only if $\langle\mathbf{u}, \mathbf{v}\rangle=0$.

## The Gram-Schmidt Orthonormalization Process

The Gram-Schmidt procedure is a process that takes a linearly independent set of vectors $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}$ in an inner product space $V$ and returns an orthogonal basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$ for $\operatorname{span}\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m}\right\}$.

## Least Squares Approximation

For many linear systems of the form $A \mathbf{x}=\mathbf{b}$, where $A$ and $\mathbf{b}$ are given and $\mathbf{x}$ is a vector of unknowns, there is no solution for $\mathbf{x}$. This is particularly true of real-world experimental problems in which measurement errors can lead to data points that do not obey a linear relationship, even when theory suggests that there should be such a relationship. The method of least squares constructs a vector $\mathbf{x}_{0}$ which is as close as possible to being a solution in the sense that the value of $\epsilon\left(\mathbf{x}_{0}\right)=\left\|A \mathbf{x}_{0}-\mathbf{b}\right\|$ is as small as possible. This vector, which may not be unique, is any solution to the associated linear system $A^{T} A \mathbf{x}=A^{T} \mathbf{b}$. Least squares is especially important in the field of statistics, in which a collection of data points is found that must be "fit" with a linear (or other) function. A line that is constructed to "fit" a collection of data points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{m}, y_{m}\right)$ is called a least squares line and, if we write this line in the form $y=a x+b$, then we can obtain the constants $a$ and $b$ from the formula

$$
\mathbf{x}_{0}=\left[\begin{array}{l}
a \\
b
\end{array}\right]=\left(A^{T} A\right)^{-1} A^{T} \mathbf{b}
$$

where

$$
A=\left[\begin{array}{cc}
x_{1} & 1 \\
x_{2} & 1 \\
\vdots & \vdots \\
x_{m} & 1
\end{array}\right] \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{m}
\end{array}\right]
$$

## Additional Problems

For Problems 1-2, determine the angle between the given vectors $\mathbf{u}$ and $\mathbf{v}$ using the standard inner product on $\mathbb{R}^{n}$.

1. $\mathbf{u}=(2,3)$ and $\mathbf{v}=(4,-1)$.
2. $\mathbf{u}=(-2,-1,2,4)$ and $\mathbf{v}=(-3,5,1,1)$.
3. Repeat Problems $1-2$ for the inner product on $\mathbb{R}^{n}$ given by

$$
\langle\mathbf{u}, \mathbf{v}\rangle=2 u_{1} v_{1}+u_{2} v_{2}+u_{3} v_{3}+\cdots+u_{n} v_{n} .
$$

For Problems 4-5, find an orthonormal basis for the row space, column space, and null space of the given matrix $A$.
4. $A=\left[\begin{array}{lll}1 & 2 & 6 \\ 2 & 1 & 6 \\ 0 & 1 & 2 \\ 1 & 0 & 2\end{array}\right]$.
5. $A=\left[\begin{array}{rrr}1 & 3 & 5 \\ -1 & -3 & 1 \\ 0 & 2 & 3 \\ 1 & 5 & 2 \\ 1 & 5 & 8\end{array}\right]$.

For Problems 6-9, find an orthogonal basis for the span of the set $S$ in the vector space $V$.
6. $V=\mathbb{R}^{3}, S=\{(5,-1,2),(7,1,1)\}$.
7. $V=\mathbb{R}^{3}, S=\{(6,-3,2),(1,1,1),(1,-8,-1)\}$.
8. $V=P_{3}(\mathbb{R}), S=\left\{2 x-x^{3}, 1+x+x^{2}, 3, x\right\}$, using $p \cdot q=\int_{0}^{1} p(t) q(t) d t$.
9. $V=M_{2}(\mathbb{R}), S=\left\{\left[\begin{array}{ll}1 & 2 \\ 2 & 1\end{array}\right],\left[\begin{array}{ll}3 & 4 \\ 4 & 3\end{array}\right],\left[\begin{array}{ll}-2 & -1 \\ -1 & -2\end{array}\right]\right.$,
$\left.\left[\begin{array}{rr}-3 & 0 \\ 0 & 3\end{array}\right],\left[\begin{array}{ll}2 & 0 \\ 0 & 0\end{array}\right]\right\}$, using the inner product defined in Problem 11 of Section 5.1.
10. Let $t_{0}, t_{1}, \ldots, t_{n}$ be real numbers. For $p$ and $q$ in $P_{n}(\mathbb{R})$, define
$\langle p, q\rangle=p\left(t_{0}\right) q\left(t_{0}\right)+p\left(t_{1}\right) q\left(t_{1}\right)+\cdots+p\left(t_{n}\right) q\left(t_{n}\right)$.
(a) Prove that $\langle$,$\rangle defines a valid inner product on$ $P_{n}(\mathbb{R})$.
(b) Let $t_{0}=-3, t_{1}=-1, t_{2}=1$, and $t_{3}=3$. Let $p_{0}(t)=1, p_{1}(t)=t$, and $p_{2}(t)=t^{2}$. Show that $p_{0}$ and $p_{1}$ are orthogonal in this inner product space.
(c) Find a polynomial $q$ that is orthogonal to $p_{0}$ and $p_{1}$, such that $\left\{p_{0}, p_{1}, q\right\}$ is an orthogonal basis for $\operatorname{span}\left\{p_{0}, p_{1}, p_{2}\right\}$.
11. Find the distance from the point $(2,3,4)$ to the line in $\mathbb{R}^{3}$ passing through $(0,0,0)$ and $(6,-1,-4)$.
12. Find the distance from the point $P(0,0,0)$ to the plane with equation $2 x-y+3 z=6$.
13. Find the distance from the point $P(-1,3,5)$ to the plane with equation $-x+3 y+3 z=8$.
14. Find the distance from the point $P(-2,8,0)$ to the plane in $\mathbb{R}^{3}$ that contains the vectors $\mathbf{v}=(-1,0,5)$ and $\mathbf{w}=(3,3,-1)$.

In Problems 15-18, find the equation of the least squares line to the given data points.
15. $(0,-2),(1,-1),(2,1),(3,2),(4,2)$.
16. $(-1,5),(1,1),(2,1),(3,-3)$.
17. $(-4,-1),(-3,1),(-2,3),(0,7)$.
18. $(-3,1),(-2,0),(-1,1),(0,-1),(2,-1)$.
19. $\diamond$ Use some form of technology to find the least squares parabola in each of Problems 15-18.
20. Let $V$ be an inner product space with basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$. If $\mathbf{x}$ and $\mathbf{y}$ are vectors in $V$ such that $\left\langle\mathbf{x}, \mathbf{v}_{i}\right\rangle=\left\langle\mathbf{y}, \mathbf{v}_{i}\right\rangle$ for each $i=1,2, \ldots, n$, prove that $\mathbf{x}=\mathbf{y}$.

## Project: Orthogonal Complement

Let $V$ be an inner product space and let $W$ be a subspace of $V$.

## Part 1: Definition

Let

$$
W^{\perp}=\{\mathbf{v} \in V:\langle\mathbf{v}, \mathbf{w}\rangle=0 \text { for all } \mathbf{w} \in W\}
$$

Show that:
(a) $W^{\perp}$ is a subspace of $V$.
(b) $W^{\perp} \cap W=\{\mathbf{0}\}$. That is, $W^{\perp}$ and $W$ share only the zero vector.

## Part 2: Examples

(a) Let $V=M_{2}(\mathbb{R})$ with inner product

$$
\left\langle\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right],\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right]\right\rangle=a_{11} b_{11}+a_{12} b_{12}+a_{21} b_{21}+a_{22} b_{22}
$$

Find the orthogonal complement of the set $W$ of $2 \times 2$ symmetric matrices.
(b) Let $V=M_{3}(\mathbb{R})$ with inner product defined analogously to the inner product used in part (a) on $M_{2}(\mathbb{R})$. Find the orthogonal complement of the set $W$ of $3 \times 3$ symmetric matrices.
(c) Generalize parts (a) and (b) to the set $V=M_{n}(\mathbb{R})$ and prove your conclusions.
(d) Let $A$ be an $m \times n$ matrix. Show that

$$
(\operatorname{rowspace}(A))^{\perp}=\operatorname{nullspace}(A)
$$

and

$$
(\operatorname{colspace}(A))^{\perp}=\operatorname{nullspace}\left(A^{T}\right) .
$$

Use this to find the orthogonal complement of the row space and column space of the matrices below:
(i) $A=\left[\begin{array}{lll}3 & 1 & -1 \\ 6 & 0 & -4\end{array}\right]$.
(ii) $A=\left[\begin{array}{rrrr}-1 & 0 & 6 & 2 \\ 3 & -1 & 0 & 4 \\ 1 & 1 & 1 & -1\end{array}\right]$.
(e) Find the orthogonal complement of
(i) the line in $\mathbb{R}^{3}$ containing the points $(0,0,0)$ and $(2,-1,3)$.
(ii) the plane $2 x+3 y-4 z=0$ in $\mathbb{R}^{3}$.

## Part 3: Some Theoretical Results

Let $W$ be a subspace of a finite dimensional inner product space $V$.
(a) Show that every vector in $V$ can be written uniquely in the form $\mathbf{w}+\mathbf{w}^{\perp}$, where $\mathbf{w} \in W$ and $\mathbf{w}^{\perp} \in W^{\perp}$.
[Hint: By Gram-Schmidt, $\mathbf{v}$ can be projected onto the subspace $W$ as, say $\operatorname{proj}_{W}(\mathbf{v})$, and so $\mathbf{v}=\operatorname{proj}_{W}(\mathbf{v})+\mathbf{w}^{\perp}$, where $w^{\perp} \in W^{\perp}$. For the uniqueness, use the fact that $W \cap W^{\perp}=\{\mathbf{0}\}$.]
(b) Use part (a) to show that

$$
\operatorname{dim}[V]=\operatorname{dim}[W]+\operatorname{dim}\left[W^{\perp}\right] .
$$

(c) Show that

$$
\left(W^{\perp}\right)^{\perp}=W .
$$

(d) Prove that if $W_{1}$ is a subspace of $W_{2}$, then $\left(W_{2}\right)^{\perp}$ is a subspace of $\left(W_{1}\right)^{\perp}$.

## 6

## Linear Transformations

In Chapter 4, we began building a general framework for studying linear problems. This framework was the mathematical concept of a vector space. Then in Chapter 5, we introduced the concept of an inner product. By endowing a vector space with an inner product, geometric insight became available in the vector space. In both of these past two chapters, our attention at any given moment has been focused on the properties of a single vector space (or inner product space) $V$. However, a rich mastery of linear algebra also requires a working knowledge of the relationships between different vector spaces.

Many problems in linear algebra involve the simultaneous consideration of more than one vector space. For example, let $A$ be an $m \times n$ matrix and consider the linear system

$$
A \mathbf{x}=\mathbf{0} .
$$

In this case, note that $\mathbf{x}$ is a vector in $\mathbb{R}^{n}$, while the right-hand side vector $\mathbf{0}$ is a vector in $\mathbb{R}^{m}$. In fact, the matrix $A$ can be viewed as a mapping $T$ that accepts inputs $\mathbf{x}$ from the vector space $V=\mathbb{R}^{n}$ and yields outputs

$$
T(\mathbf{x})=A \mathbf{x}
$$

in the vector space $W=\mathbb{R}^{m}$. In terms of this mapping, the solution set to the homogeneous linear system $A \mathbf{x}=\mathbf{0}$, for example, consists of all vectors $\mathbf{x}$ in $\mathbb{R}^{n}$ with the property that $T(\mathbf{x})=\mathbf{0}$.

We can use the general mapping notation $T$ in other problems as well. For example, consider the second-order differential equation

$$
\begin{equation*}
y^{\prime \prime}+y=0 \tag{6.0.1}
\end{equation*}
$$

and the associated "mapping of functions" $T$ defined by

$$
T(y)=y^{\prime \prime}+y .
$$

Given a function $y, T$ maps $y$ to the function $y^{\prime \prime}+y$. For example,

$$
\begin{gathered}
T\left(x^{2}\right)=\left(x^{2}\right)^{\prime \prime}+\left(x^{2}\right)=2+x^{2} \\
T(\ln x)=(\ln x)^{\prime \prime}+(\ln x)=-\frac{1}{x^{2}}+\ln x
\end{gathered}
$$

In terms of the mapping $T$, the solution set $S$ to the differential equation (6.0.1) consists of all those functions $y$ that are mapped to the zero function:

$$
S=\{y: T(y)=0\}
$$

The point that we are making is that a variety of problems we have studied to this point in the text, both in linear algebra and in differential equations, can be viewed as special cases of the general problem of finding all vectors $\mathbf{v}$ in a vector space with the property that $T(\mathbf{v})=\mathbf{0}$, where $T$ is a mapping from a vector space $V$ into a vector space $W$.

Observe that the mapping $T$ satisfies the linearity properties

$$
\begin{aligned}
T(\mathbf{u}+\mathbf{v}) & =T(\mathbf{u})+T(\mathbf{v}) & & \text { for all } \mathbf{u}, \mathbf{v} \in V \\
T(c \mathbf{v}) & =c T(\mathbf{v}) & & \text { for all } \mathbf{v} \in V \text { and all scalars } c .
\end{aligned}
$$

Any mapping that satisfies these properties is called a linear function, or a linear transformation. We will see in this chapter that the general linear framework that we have been aiming for is indeed completed once an appropriate linear transformation is defined with inputs from the vector space of unknowns in the problem we are studying. We will show that the set of all solutions to the corresponding homogeneous linear problem $T(\mathbf{v})=\mathbf{0}$ is a subspace of the vector space from which we are mapping. Consequently, once we have determined the dimension of that solution space, we will know how many linearly independent solutions to $T(\mathbf{v})=\mathbf{0}$ are required to determine all of its solutions.

### 6.1 Definition of a Linear Transformation

We begin with a precise definition of a mapping between two vector spaces.

## DEFINITION 6.1.1

Let $V$ and $W$ be vector spaces. A mapping $T$ from $V$ into $W$ is a rule that assigns to each vector $\mathbf{v}$ in $V$ precisely one vector $\mathbf{w}=T(\mathbf{v})$ in $W$. We denote such a mapping by $T: V \rightarrow W$.

Example 6.1.2 The following are examples of mappings between vector spaces:

1. $T: M_{n}(\mathbb{R}) \rightarrow M_{n}(\mathbb{R})$ defined by $T(A)=A^{T}$.
2. $T: M_{n}(\mathbb{R}) \rightarrow \mathbb{R}$ defined by $T(A)=\operatorname{det}(A)$.
3. $T: P_{1}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ defined by $T\left(a_{0}+a_{1} x\right)=2 a_{0}+a_{1}+\left(a_{0}+3 a_{1}\right) x+4 a_{1} x^{2}$.
4. $T: C^{0}[a, b] \rightarrow \mathbb{R}$ defined by $T(f)=\int_{a}^{b} f(x) d x$.

The basic operations of addition and scalar multiplication in a vector space $V$ enable us to form only linear combinations of vectors in $V$. In keeping with the aim of studying linear mathematics, it is natural to restrict attention to mappings $T: V \rightarrow W$ that preserve such linear combinations of vectors in the sense that

$$
T\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}\right)=c_{1} T\left(\mathbf{v}_{1}\right)+c_{2} T\left(\mathbf{v}_{2}\right)
$$

for all vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$ in $V$ and all scalars $c_{1}, c_{2}$. The most general type of mapping that does this is called a linear transformation.

## DEFINITION 6.1.3

Let $V$ and $W$ be vector spaces. ${ }^{1}$ A mapping $T: V \rightarrow W$ is called a linear transformation from $V$ to $W$ if it satisfies the following properties:

1. $T(\mathbf{u}+\mathbf{v})=T(\mathbf{u})+T(\mathbf{v})$ for all $\mathbf{u}, \mathbf{v} \in V$.
2. $T(c \mathbf{v})=c T(\mathbf{v})$ for all $\mathbf{v} \in V$ and all scalars $c$.

We refer to these properties as the linearity properties. The vector space $V$ is called the domain of $T$, while the vector space $W$ is called the codomain of $T$.

Observe that the additive operation appearing on the left side of (1) in Definition 6.1.3 refers to addition in $V$, while the additive operation appearing on the right side of (1) in Definition 6.1.3 refers to addition in $W$. Although we use the same symbol for addition in each vector space, it is important to realize that they need not be the same operation. The same remarks apply to the scalar multiplication operations appearing in (2) in Definition 6.1.3.

A mapping $T: V \rightarrow W$ that does not satisfy Definition 6.1 .3 is called a nonlinear transformation. For instance, in Example 6.1.2, (2) is a nonlinear transformation if $n>1$ since, for example

$$
T(2 A)=\operatorname{det}(2 A)=2^{n} \operatorname{det}(A) \neq 2 \operatorname{det}(A)=2 T(A)
$$

unless $A$ is not invertible. On the other hand, (1) in Example 6.1.2 is a linear transformation, since for all $n \times n$ matrices $A, B$ and scalars $c$, we have

$$
T(A+B)=(A+B)^{T}=A^{T}+B^{T}=T(A)+T(B),
$$

and

$$
T(c A)=(c A)^{T}=c A^{T}=c T(A) .
$$

Likewise, for (3), in Example 6.1.2, we can consider two polynomials $a_{0}+a_{1} x$ and $b_{0}+b_{1} x$, and a scalar $c$. Then we have

$$
\begin{aligned}
T\left(\left(a_{0}+a_{1} x\right)+\left(b_{0}+b_{1} x\right)\right)= & T\left(\left(a_{0}+b_{0}\right)+\left(a_{1}+b_{1}\right) x\right) \\
= & 2\left(a_{0}+b_{0}\right)+\left(a_{1}+b_{1}\right)+\left(\left(a_{0}+b_{0}\right)\right. \\
& \left.+3\left(a_{1}+b_{1}\right)\right) x+4\left(a_{1}+b_{1}\right) x^{2} \\
= & \left(\left(2 a_{0}+a_{1}\right)+\left(a_{0}+3 a_{1}\right) x+4 a_{1} x^{2}\right) \\
& +\left(\left(2 b_{0}+b_{1}\right)+\left(b_{0}+3 b_{1}\right) x+4 b_{1} x^{2}\right) \\
= & T\left(a_{0}+a_{1} x\right)+T\left(b_{0}+b_{1} x\right),
\end{aligned}
$$

and

$$
\begin{aligned}
T\left(c\left(a_{0}+a_{1} x\right)\right)=T\left(c a_{0}+c a_{1} x\right) & =2 c a_{0}+c a_{1}+\left(c a_{0}+3 c a_{1}\right) x+4 c a_{1} x^{2} \\
& =c\left(2 a_{0}+a_{1}+\left(a_{0}+3 a_{1}\right) x+4 a_{1} x^{2}\right) \\
& =c T\left(a_{0}+a_{1} x\right) .
\end{aligned}
$$

[^37]Similarly, it can be shown that the mapping in (4) in Example 6.1.2 is a linear transformation. We now give some further examples.

Example 6.1.4 Define $T: C^{1}(I) \rightarrow C^{0}(I)$ by $T(f)=f^{\prime}$. Verify that $T$ is a linear transformation.
Solution: If $f$ and $g$ are in $C^{1}(I)$ and $c$ is a real number, then

$$
T(f+g)=(f+g)^{\prime}=f^{\prime}+g^{\prime}=T(f)+T(g)
$$

and

$$
T(c f)=(c f)^{\prime}=c f^{\prime}=c T(f)
$$

Thus, $T$ satisfies both properties of Definition 6.1.3 and is a linear transformation.

Example 6.1.5 Define $T: C^{2}(I) \rightarrow C^{0}(I)$ by $T(y)=y^{\prime \prime}+y$. Verify that $T$ is a linear transformation. Solution: If $y_{1}$ and $y_{2}$ are in $C^{2}(I)$, then

$$
\begin{aligned}
T\left(y_{1}+y_{2}\right) & =\left(y_{1}+y_{2}\right)^{\prime \prime}+\left(y_{1}+y_{2}\right) \\
& =y_{1}^{\prime \prime}+y_{2}^{\prime \prime}+y_{1}+y_{2} \\
& =\left(y_{1}^{\prime \prime}+y_{1}\right)+\left(y_{2}^{\prime \prime}+y_{2}\right) \\
& =T\left(y_{1}\right)+T\left(y_{2}\right) .
\end{aligned}
$$

Furthermore, if $c$ is an arbitrary real number, then

$$
T\left(c y_{1}\right)=\left(c y_{1}\right)^{\prime \prime}+\left(c y_{1}\right)=c y_{1}^{\prime \prime}+c y_{1}=c\left(y_{1}^{\prime \prime}+y_{1}\right)=c T\left(y_{1}\right) .
$$

Consequently, since both properties of Definition 6.1.3 are satisfied, $T$ is a linear transformation.

Example 6.1.6 Define $T: M_{23}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ by

$$
T\left(\left[\begin{array}{lll}
a & b & c \\
d & e & f
\end{array}\right]\right)=\left[\begin{array}{cc}
c+3 f & -b \\
-b & 4 a-3 d
\end{array}\right]
$$

Verify that $T$ is a linear transformation.
Solution: Let $A=\left[\begin{array}{lll}a & b & c \\ d & e & f\end{array}\right]$ and $B=\left[\begin{array}{lll}a^{\prime} & b^{\prime} & c^{\prime} \\ d^{\prime} & e^{\prime} & f^{\prime}\end{array}\right]$. Then

$$
\begin{aligned}
T(A+B) & =T\left(\left[\begin{array}{lll}
a+a^{\prime} & b+b^{\prime} & c+c^{\prime} \\
d+d^{\prime} & e+e^{\prime} & f+f^{\prime}
\end{array}\right]\right) \\
& =\left[\begin{array}{cc}
\left(c+c^{\prime}\right)+3\left(f+f^{\prime}\right) & -\left(b+b^{\prime}\right) \\
-\left(b+b^{\prime}\right) & 4\left(a+a^{\prime}\right)-3\left(d+d^{\prime}\right)
\end{array}\right] \\
& =\left[\begin{array}{cc}
c+3 f & -b \\
-b & 4 a-3 d
\end{array}\right]+\left[\begin{array}{cc}
c^{\prime}+3 f^{\prime} & -b^{\prime} \\
-b^{\prime} & 4 a^{\prime}-3 d^{\prime}
\end{array}\right] \\
& =T(A)+T(B) .
\end{aligned}
$$

Moreover, for any scalar $k$, we have

$$
\begin{aligned}
T(k A) & =T\left(\left[\begin{array}{lll}
k a & k b & k c \\
k d & k e & k f
\end{array}\right]\right)=\left[\begin{array}{cc}
k c+3 k f & -k b \\
-k b & 4 k a-3 k d
\end{array}\right] \\
& =k\left[\begin{array}{cc}
c+3 f & -b \\
-b & 4 a-3 d
\end{array}\right]=k T(A) .
\end{aligned}
$$

Once more, both conditions of Definition 6.1.3 are satisfied, and hence, $T$ is a linear transformation.

Remark The codomain of the linear transformation $T$ given in Example 6.1.6 is $M_{2}(\mathbb{R})$. However, since all output values $T(A)$ are symmetric $2 \times 2$ matrices, we can view the transformation as $T^{\prime}: M_{23}(\mathbb{R}) \rightarrow W$, where $W$ is the vector space of all $2 \times 2$ symmetric matrices with entries in $\mathbb{R}$.

Definition 6.1.3 indicates two steps that must be verified to show that a mapping $T: V \rightarrow W$ is linear. Our next result shows that this two-step process can be combined into a single step if desired.

Theorem 6.1.7 A mapping $T: V \rightarrow W$ is a linear transformation if and only if

$$
\begin{equation*}
T\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}\right)=c_{1} T\left(\mathbf{v}_{1}\right)+c_{2} T\left(\mathbf{v}_{2}\right) \tag{6.1.1}
\end{equation*}
$$

for all $\mathbf{v}_{1}, \mathbf{v}_{2}$ in $V$ and all scalars $c_{1}, c_{2}$.
Proof Suppose $T$ satisfies Equation (6.1.1). Then property (1) of Definition 6.1.3 arises as the special case $c_{1}=c_{2}=1, \mathbf{v}_{1}=\mathbf{u}, \mathbf{v}_{2}=\mathbf{v}$. Further, property (2) of Definition 6.1.3 is the special case $c_{1}=c, c_{2}=0, \mathbf{v}_{1}=\mathbf{v}$. Since (1) and (2) of Definition 6.1.3 are both satisfied, $T$ is a linear transformation.

Conversely, if $T$ is a linear transformation, then, using properties (1) and (2) from Definition 6.1.3 yields

$$
T\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}\right)=T\left(c_{1} \mathbf{v}_{1}\right)+T\left(c_{2} \mathbf{v}_{2}\right)=c_{1} T\left(\mathbf{v}_{1}\right)+c_{2} T\left(\mathbf{v}_{2}\right)
$$

so that Equation (6.1.1) is satisfied.
Let us illustrate the use of Theorem 6.1.7 with one example.
Example 6.1.8 Define $T: P_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{2}$ via

$$
T(p(x))=\left(p(2), p^{\prime}(4)\right)
$$

Verify that $T$ is a linear transformation.
Solution: To apply Theorem 6.1.7, suppose that $p(x)$ and $q(x)$ belong to $P_{2}(\mathbb{R})$ and let $c_{1}$ and $c_{2}$ be real numbers. Then

$$
\begin{aligned}
T\left(c_{1} p(x)+c_{2} q(x)\right) & =\left(c_{1} p(2)+c_{2} q(2), c_{1} p^{\prime}(4)+c_{2} q^{\prime}(4)\right) \\
& =\left(c_{1} p(2), c_{1} p^{\prime}(4)\right)+\left(c_{2} q(2), c_{2} q^{\prime}(4)\right) \\
& =c_{1}\left(p(2), p^{\prime}(4)\right)+c_{2}\left(q(2), q^{\prime}(4)\right) \\
& =c_{1} T(p(x))+c_{2} T(q(x)),
\end{aligned}
$$

so that $T$ is a linear transformation.
Repeated application of the linearity properties can now be used to establish that if $T: V \rightarrow W$ is a linear transformation, then for all $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ in $V$ and all scalars $c_{1}, c_{2}, \ldots, c_{k}$, we have

$$
\begin{equation*}
T\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}\right)=c_{1} T\left(\mathbf{v}_{1}\right)+c_{2} T\left(\mathbf{v}_{2}\right)+\cdots+c_{k} T\left(\mathbf{v}_{k}\right) \tag{6.1.2}
\end{equation*}
$$

In particular, if $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is a basis for $V$, then any vector in $V$ can be written as

$$
\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}
$$

for appropriate scalars $c_{1}, c_{2}, \ldots, c_{k}$, so that from Equation (6.1.2),

$$
T(\mathbf{v})=T\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}\right)=c_{1} T\left(\mathbf{v}_{1}\right)+c_{2} T\left(\mathbf{v}_{2}\right)+\cdots+c_{k} T\left(\mathbf{v}_{k}\right)
$$

Consequently, if we know $T\left(\mathbf{v}_{1}\right), T\left(\mathbf{v}_{2}\right), \ldots, T\left(\mathbf{v}_{k}\right)$, then we know how every vector in $V$ transforms. This once more emphasizes the importance of the basis in studying vector spaces.

Example 6.1.9 If $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ is a linear transformation such that

$$
T(1,0,0)=(7,-2), \quad T(0,1,0)=(1,5), \quad T(0,0,1)=(0,-8)
$$

then we can compute

$$
\begin{aligned}
T(4,3,2) & =4 T(1,0,0)+3 T(0,1,0)+2 T(0,0,1) \\
& =4(7,-2)+3(1,5)+2(0,-8)=(31,-9)
\end{aligned}
$$

In general,

$$
\begin{aligned}
T(a, b, c) & =a T(1,0,0)+b T(0,1,0)+c T(0,0,1) \\
& =a(7,-2)+b(1,5)+c(0,-8)=(7 a+b,-2 a+5 b-8 c)
\end{aligned}
$$

Example 6.1.10 Let $T: P_{2}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ be a linear transformation satisfying

$$
T(1)=2-3 x, \quad T(x)=2 x+5 x^{2}, \quad T\left(x^{2}\right)=3-x+x^{2}
$$

For an arbitrary vector $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$ in $P_{2}(\mathbb{R})$, determine $T(p(x))$.
Solution: Since we have been given the transformation of the (standard) basis $\left\{1, x, x^{2}\right\}$ for $P_{2}(\mathbb{R})$, we can determine the transformation of all vectors in $P_{2}(\mathbb{R})$. Using the linearity properties in Definition 6.1.3, it follows that

$$
\begin{aligned}
T\left(a_{0}+a_{1} x+a_{2} x^{2}\right) & =T\left(a_{0}\right)+T\left(a_{1} x\right)+T\left(a_{2} x^{2}\right) \\
& =a_{0} T(1)+a_{1} T(x)+a_{2} T\left(x^{2}\right) \\
& =a_{0}(2-3 x)+a_{1}\left(2 x+5 x^{2}\right)+a_{2}\left(3-x+x^{2}\right) \\
& =2 a_{0}+3 a_{2}+\left(-3 a_{0}+2 a_{1}-a_{2}\right) x+\left(5 a_{1}+a_{2}\right) x^{2}
\end{aligned}
$$

The next theorem lists two basic properties of linear transformations. In this theorem, we distinguish the zero vector in $V$, denoted $\mathbf{0}_{V}$, from the zero vector in $W$, denoted $\mathbf{0}_{W}$.

Theorem 6.1.11 Let $T: V \rightarrow W$ be a linear transformation. Then

1. $T\left(\mathbf{0}_{V}\right)=\mathbf{0}_{W}$,
2. $T(-\mathbf{v})=-T(\mathbf{v})$ for all $\mathbf{v} \in V$.

Proof

1. If $\mathbf{v}$ is a vector in $V$, then $0 \cdot \mathbf{v}=\mathbf{0}_{V}$, by Theorem 4.2.7 (2). Consequently,

$$
T\left(\mathbf{0}_{V}\right)=T(0 \cdot \mathbf{v})=0 \cdot T(\mathbf{v})=\mathbf{0}_{W}
$$

2. We know that $-\mathbf{v}=(-1) \mathbf{v}$ for all $\mathbf{v} \in V$, by Theorem 4.2.7 (5). Consequently,

$$
T(-\mathbf{v})=T((-1) \mathbf{v})=(-1) T(\mathbf{v})=-T(\mathbf{v})
$$

## Linear Transformations from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$

Linear transformations between the vector spaces $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ play a very fundamental role in linear algebra and its applications. We now investigate some of their properties.

Example 6.1.12 Define $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{4}$ as follows: If $\mathbf{x}=\left(x_{1}, x_{2}\right)$, then

$$
T(\mathbf{x})=\left(2 x_{1}+x_{2}, 3 x_{1}-x_{2},-5 x_{1}+3 x_{2},-4 x_{2}\right)
$$

Verify that $T$ is a linear transformation from $\mathbb{R}^{2}$ to $\mathbb{R}^{4}$.
Solution: Let $\mathbf{x}=\left(x_{1}, x_{2}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}\right)$ be arbitrary vectors in $\mathbb{R}^{2}$. Then, using vector addition in $\mathbb{R}^{2}$, we have $\mathbf{x}+\mathbf{y}=\left(x_{1}+y_{1}, x_{2}+y_{2}\right)$. Consequently,

$$
\begin{aligned}
T(\mathbf{x}+\mathbf{y})= & T\left(x_{1}+y_{1}, x_{2}+y_{2}\right) \\
= & \left(2\left(x_{1}+y_{1}\right)+\left(x_{2}+y_{2}\right), 3\left(x_{1}+y_{1}\right)-\left(x_{2}+y_{2}\right)\right. \\
& \left.-5\left(x_{1}+y_{1}\right)+3\left(x_{2}+y_{2}\right),-4\left(x_{2}+y_{2}\right)\right) \\
= & \left(2 x_{1}+x_{2}, 3 x_{1}-x_{2},-5 x_{1}+3 x_{2},-4 x_{2}\right) \\
& +\left(2 y_{1}+y_{2}, 3 y_{1}-y_{2},-5 y_{1}+3 y_{2},-4 y_{2}\right) \\
= & T(\mathbf{x})+T(\mathbf{y})
\end{aligned}
$$

Further, if $c$ is any real number, then $c \mathbf{x}=\left(c x_{1}, c x_{2}\right)$, so that

$$
\begin{aligned}
T(c \mathbf{x}) & =T\left(c x_{1}, c x_{2}\right)=\left(2 c x_{1}+c x_{2}, 3 c x_{1}-c x_{2},-5 c x_{1}+3 c x_{2},-4 c x_{2}\right) \\
& =c\left(2 x_{1}+x_{2}, 3 x_{1}-x_{2},-5 x_{1}+3 x_{2},-4 x_{2}\right) \\
& =c T(\mathbf{x})
\end{aligned}
$$

Hence, properties (1) and (2) of Definition 6.1.3 are satisfied, and so $T$ is a linear transformation from $\mathbb{R}^{2}$ to $\mathbb{R}^{4}$.

Our next theorem introduces how linear transformations from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ arise.

Let $A$ be an $m \times n$ real matrix, and define $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ by $T(\mathbf{x})=A \mathbf{x}$. Then $T$ is a linear transformation.

Proof We need only verify the two linearity properties in Definition 6.1.3. Let $\mathbf{x}$ and $\mathbf{y}$ be arbitrary vectors in $\mathbb{R}^{n}$, and let $c$ be an arbitrary real number. Then

$$
\begin{aligned}
T(\mathbf{x}+\mathbf{y}) & =A(\mathbf{x}+\mathbf{y})=A \mathbf{x}+A \mathbf{y}=T(\mathbf{x})+T(\mathbf{y}) \\
T(c \mathbf{x}) & =A(c \mathbf{x})=c A \mathbf{x}=c T(\mathbf{x})
\end{aligned}
$$

A linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ defined by $T(\mathbf{x})=A \mathbf{x}$, where $A$ is an $m \times n$ matrix, is called a matrix transformation.

Example 6.1.14 Determine the matrix transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{4}$ if

$$
A=\left[\begin{array}{rr}
2 & 1 \\
3 & -1 \\
-5 & 3 \\
0 & -4
\end{array}\right]
$$

Solution: We have

$$
T(\mathbf{x})=A \mathbf{x}=\left[\begin{array}{rr}
2 & 1 \\
3 & -1 \\
-5 & 3 \\
0 & -4
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
2 x_{1}+x_{2} \\
3 x_{1}-x_{2} \\
-5 x_{1}+3 x_{2} \\
-4 x_{2}
\end{array}\right]
$$

which we write as

$$
T\left(x_{1}, x_{2}\right)=\left(2 x_{1}+x_{2}, 3 x_{1}-x_{2},-5 x_{1}+3 x_{2},-4 x_{2}\right)
$$

If we compare Examples 6.1.12 and 6.1.14, we see that they contain the same linear transformation, but defined in two different ways. This leads to the question as to whether we can always describe a linear transformation from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ as a matrix transformation. The following theorem answers this in the affirmative:

Theorem 6.1.15 Let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a linear transformation. Then $T$ is described by the matrix transformation

$$
T(\mathbf{x})=A \mathbf{x}
$$

where $A$ is the $m \times n$ matrix

$$
A=\left[T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), \ldots, T\left(\mathbf{e}_{n}\right)\right]
$$

and $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ denote the standard basis vectors in $\mathbb{R}^{n}$.

Proof Any vector $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $\mathbb{R}^{n}$ can be expressed in terms of the standard basis as

$$
\mathbf{x}=x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+\cdots+x_{n} \mathbf{e}_{n}
$$

Thus, since $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a linear transformation, properties (1) and (2) of Definition 6.1.3 imply that

$$
\begin{aligned}
T(\mathbf{x}) & =T\left(x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+\cdots+x_{n} \mathbf{e}_{n}\right) \\
& =x_{1} T\left(\mathbf{e}_{1}\right)+x_{2} T\left(\mathbf{e}_{2}\right)+\cdots+x_{n} T\left(\mathbf{e}_{n}\right)
\end{aligned}
$$

Consequently, $T(\mathbf{x})$ is a linear combination of the vectors $T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), \ldots, T\left(\mathbf{e}_{n}\right)$, each of which is a vector in $\mathbb{R}^{m}$. Therefore, the preceding expression for $T(\mathbf{x})$ can be written as the matrix product

$$
T(\mathbf{x})=\left[T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), \ldots, T\left(\mathbf{e}_{n}\right)\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]=A \mathbf{x}
$$

where $A=\left[T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), \ldots, T\left(\mathbf{e}_{n}\right)\right]$.

## DEFINITION 6.1.16

If $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a linear transformation, then the $m \times n$ matrix

$$
A=\left[T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), \ldots, T\left(\mathbf{e}_{n}\right)\right]
$$

is called the matrix of $T$.

Example 6.1.17 Determine the matrix of the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{4}$ defined by

$$
\begin{equation*}
T\left(x_{1}, x_{2}, x_{3}\right)=\left(-x_{1}+3 x_{3},-2 x_{3}, 2 x_{1}+5 x_{2}-9 x_{3},-7 x_{1}+5 x_{2}\right) \tag{6.1.3}
\end{equation*}
$$

Solution: The standard basis vectors in $\mathbb{R}^{3}$ are

$$
\mathbf{e}_{1}=(1,0,0), \quad \mathbf{e}_{2}=(0,1,0), \quad \mathbf{e}_{3}=(0,0,1)
$$

Consequently, from (6.1.3),

$$
T\left(\mathbf{e}_{1}\right)=(-1,0,2,-7), \quad T\left(\mathbf{e}_{2}\right)=(0,0,5,5), \quad T\left(\mathbf{e}_{3}\right)=(3,-2,-9,0)
$$

so that the matrix of the transformation is

$$
A=\left[T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), T\left(\mathbf{e}_{3}\right)\right]=\left[\begin{array}{rrr}
-1 & 0 & 3 \\
0 & 0 & -2 \\
2 & 5 & -9 \\
-7 & 5 & 0
\end{array}\right]
$$

As we have seen, linear transformations $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ are completely determined from the matrix of $T$. Therefore, to answer questions regarding such linear transformations, it is almost always desirable to calculate the matrix of $T$. Here is one more example.

## Example 6.1.18

Suppose $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ is a linear transformation with

$$
T(1,0,0)=(4,5), \quad T(0,1,0)=(-1,1), \quad T(2,1,-3)=(7,-1)
$$

Find $T\left(x_{1}, x_{2}, x_{3}\right)$.
Solution: We need to compute the matrix of $T$, which is $A=\left[T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), T\left(\mathbf{e}_{3}\right)\right]$. We are already given $T(1,0,0)$ and $T(0,1,0)$, but to find $T(0,0,1)$, we must write $(0,0,1)$ as a linear combination of the vectors $(1,0,0),(0,1,0)$, and $(2,1,-3)$. A short calculation shows that

$$
(0,0,1)=\frac{2}{3}(1,0,0)+\frac{1}{3}(0,1,0)-\frac{1}{3}(2,1,-3)
$$

Hence,

$$
\begin{aligned}
T(0,0,1) & =\frac{2}{3} T(1,0,0)+\frac{1}{3} T(0,1,0)-\frac{1}{3} T(2,1,-3) \\
& =\frac{2}{3}(4,5)+\frac{1}{3}(-1,1)-\frac{1}{3}(7,-1) \\
& =(0,4)
\end{aligned}
$$

Thus, the matrix of $T$ is

$$
A=\left[\begin{array}{rrr}
4 & -1 & 0 \\
5 & 1 & 4
\end{array}\right]
$$

so that

$$
T\left(x_{1}, x_{2}, x_{3}\right)=\left[\begin{array}{rrr}
4 & -1 & 0 \\
5 & 1 & 4
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left(4 x_{1}-x_{2}, 5 x_{1}+x_{2}+4 x_{3}\right)
$$

Finally in this section, consider the mapping $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, which rotates each point in the plane through an angle $\theta$ in the counterclockwise direction, where $0 \leq \theta \leq 2 \pi$. As Figure 6.1.1 illustrates, $T$ is a linear transformation. In order to determine the matrix


Figure 6.1.1: Rotation in the plane satisfies the basic linearity properties and therefore is a linear transformation.
of this transformation, all we need to do is obtain $T\left(\mathbf{e}_{1}\right)$ and $T\left(\mathbf{e}_{2}\right)$. From Figure 6.1.2, we see that

$$
T\left(\mathbf{e}_{1}\right)=(\cos \theta, \sin \theta), \quad T\left(\mathbf{e}_{2}\right)=(-\sin \theta, \cos \theta)
$$

Consequently, the matrix of the transformation is

$$
T(\theta)=\left[\begin{array}{rr}
\cos \theta & -\sin \theta  \tag{6.1.4}\\
\sin \theta & \cos \theta
\end{array}\right]
$$



Figure 6.1.2: Determining the transformation matrix corresponding to a rotation in the $x y$-plane.

## Exercises for 6.1

## Key Terms

Mapping, Linear transformation, Linearity properties, Nonlinear transformation, Matrix transformation, Matrix of $T$.

## Skills

- Be able to determine and verify whether a given mapping $T: V \rightarrow W$ is a linear or nonlinear transformation.
- Be able to determine the matrix of a linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$.
- Given a linear transformation $T: V \rightarrow W$ and values $T\left(\mathbf{v}_{1}\right), T\left(\mathbf{v}_{2}\right), \ldots, T\left(\mathbf{v}_{k}\right)$ for a basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ of $V$, be able to find $T(\mathbf{v})$ for any vector $\mathbf{v}$ in $V$.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A linear transformation $T: V \rightarrow W$ is a mapping that satisfies the conditions $T(\mathbf{u}+\mathbf{v})=T(\mathbf{u})+T(\mathbf{v})$ and $T(c \cdot \mathbf{v})=c \cdot T(\mathbf{v})$ for some vectors $\mathbf{u}, \mathbf{v}$ in $V$ and for some scalar $c$.
(b) A linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ can be represented by the formula $T(\mathbf{x})=A \mathbf{x}$ for some $n \times m$ matrix $A$.
(c) The formula $T\left(\mathbf{0}_{V}\right)=\mathbf{0}_{W}$ holds for any mapping $T: V \rightarrow W$.
(d) The matrix of a linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is the matrix $A=\left[T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), \ldots, T\left(\mathbf{e}_{n}\right)\right]$.
(e) If $T: V \rightarrow W$ is a linear transformation, the formula $T(-\mathbf{v})=-T(\mathbf{v})$ holds for every $\mathbf{v}$ in $V$.
(f) A linear transformation $T: V \rightarrow W$ must satisfy

$$
T((c+d) \mathbf{v})=c T(\mathbf{v})+d T(\mathbf{v})
$$

for every vector $\mathbf{v}$ in $V$ and for all scalars $c$ and $d$.

## Problems

For Problems 1-8, verify directly from Definition 6.1.3 that the given mapping is a linear transformation.

1. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ defined by

$$
T\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}+3 x_{2}+x_{3}, x_{1}-x_{2}\right)
$$

2. $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by

$$
T\left(x_{1}, x_{2}\right)=\left(x_{1}+2 x_{2}, 2 x_{1}-x_{2}\right)
$$

3. $T: C^{2}(I) \rightarrow C^{0}(I)$ defined by

$$
T(y)=y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y
$$

where $a_{1}$ and $a_{2}$ are functions defined on $I$.
4. $T: C^{2}(I) \rightarrow C^{0}(I)$ defined by

$$
T(y)=y^{\prime \prime}-16 y
$$

5. $T: M_{n}(\mathbb{R}) \rightarrow M_{n}(\mathbb{R})$ defined by

$$
T(A)=A B-B A
$$

where $B$ is a fixed $n \times n$ matrix.
6. $T: C^{0}[a, b] \rightarrow \mathbb{R}$ defined by

$$
T(f)=\int_{a}^{b} f(x) d x
$$

7. $T: M_{n}(\mathbb{R}) \rightarrow \mathbb{R}$ defined by $T(A)=\operatorname{tr}(A)$, where $\operatorname{tr}(A)$ denotes the trace of $A$.
8. $S: M_{n}(\mathbb{R}) \rightarrow M_{n}(\mathbb{R})$ defined by

$$
S(A)=A+A^{T}
$$

For Problems $9-13$, show that the given mapping is a nonlinear transformation.
9. $T: P_{2}(\mathbb{R}) \rightarrow \mathbb{R}$ defined by $T\left(a+b x+c x^{2}\right)=a+b+c+1$.
10. $T: M_{2}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ defined by $T(A)=A^{2}$.
11. $T: C^{0}[a, b] \rightarrow C^{0}[a, b]$ defined by $T(f(x))=x$.
12. $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by

$$
T\left(x_{1}, x_{2}\right)=\left(x_{1}+x_{2}, 2\right)
$$

13. $T: M_{2}(\mathbb{R}) \rightarrow \mathbb{R}$ defined by

$$
T(A)=\operatorname{det}(A)
$$

For Problems 14-18, determine the matrix of the given transformation

$$
T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}
$$

14. $T\left(x_{1}, x_{2}\right)=\left(3 x_{1}-2 x_{2}, x_{1}+5 x_{2}\right)$.
15. $T\left(x_{1}, x_{2}\right)=\left(x_{1}+3 x_{2}, 2 x_{1}-7 x_{2}, x_{1}\right)$.
16. $T\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}-x_{2}+x_{3}, x_{3}-x_{1}\right)$.
17. $T\left(x_{1}, x_{2}, x_{3}\right)=x_{1}+5 x_{2}-3 x_{3}$.
18. $T\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{3}-x_{1},-x_{1}, 3 x_{1}+2 x_{3}, 0\right)$.

For Problems 19-23, determine the linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ that has the given matrix.
19. $A=\left[\begin{array}{rr}1 & 3 \\ -4 & 7\end{array}\right]$.
20. $A=\left[\begin{array}{rrr}2 & -1 & 5 \\ 3 & 1 & -2\end{array}\right]$.
21. $A=\left[\begin{array}{rrr}2 & 2 & -3 \\ 4 & -1 & 2 \\ 5 & 7 & -8\end{array}\right]$.
22. $A=\left[\begin{array}{r}-3 \\ -2 \\ 0 \\ 1\end{array}\right]$.
23. $A=\left[\begin{array}{lllll}1 & -4 & -6 & 0 & 2\end{array}\right]$.
24. Let $V$ be a real inner product space, and let $\mathbf{u}$ be a fixed (nonzero) vector in $V$. Define $T: V \rightarrow \mathbb{R}$ by

$$
T(\mathbf{v})=\langle\mathbf{u}, \mathbf{v}\rangle
$$

Use properties of the inner product to show that $T$ is a linear transformation.
25. Let $V$ be a real inner product space, and let $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$ be fixed (nonzero) vectors in $V$. Define $T: V \rightarrow \mathbb{R}^{2}$ by

$$
T(\mathbf{v})=\left(\left\langle\mathbf{u}_{1}, \mathbf{v}\right\rangle,\left\langle\mathbf{u}_{2}, \mathbf{v}\right\rangle\right)
$$

Use properties of the inner product to show that $T$ is a linear transformation.
26. (a) Let $\mathbf{v}_{1}=(1,1)$ and $\mathbf{v}_{2}=(1,-1)$. Show that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is a basis for $\mathbb{R}^{2}$.
(b) Let $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the linear transformation satisfying

$$
T\left(\mathbf{v}_{1}\right)=(2,3), \quad T\left(\mathbf{v}_{2}\right)=(-1,1)
$$

where $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ are the basis vectors given in (a). Find $T\left(x_{1}, x_{2}\right)$ for an arbitrary vector $\left(x_{1}, x_{2}\right)$ in $\mathbb{R}^{2}$. What is $T(4,-2)$ ?

For Problems 27-30, assume that $T$ defines a linear transformation and use the given information to find the matrix of $T$.
27. $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{4}$ such that $T(-1,1)=(1,0,-2,2)$ and $T(1,2)=(-3,1,1,1)$.
28. $T: \mathbb{R}^{4} \rightarrow \mathbb{R}^{2}$ such that $T(1,0,0,0)=(3,-2)$, $T(1,1,0,0)=(5,1), T(1,1,1,0)=(-1,0)$, and $T(1,1,1,1)=(2,2)$.
29. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ such that $T(1,2,0)=(2,-1,1)$, $T(0,1,1)=(3,-1,-1)$ and $T(0,2,3)=(6,-5,4)$.
30. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{4}$ such that $T(0,-1,4)=(2,5,-2,1)$, $T(0,3,3)=(-1,0,0,5)$, and $T(4,4,-1)=$ $(-3,1,1,3)$.
31. Let $T: P_{2}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ be the linear transformation satisfying
$T(1)=x+1, \quad T(x)=x^{2}-1, \quad T\left(x^{2}\right)=3 x+2$.
Determine $T\left(a x^{2}+b x+c\right)$, where $a, b$, and $c$ are arbitrary real numbers.
32. Let $T: V \rightarrow V$ be a linear transformation, and suppose that

$$
\begin{aligned}
T\left(2 \mathbf{v}_{1}+3 \mathbf{v}_{2}\right) & =\mathbf{v}_{1}+\mathbf{v}_{2} \\
T\left(\mathbf{v}_{1}+\mathbf{v}_{2}\right) & =3 \mathbf{v}_{1}-\mathbf{v}_{2}
\end{aligned}
$$

Find $T\left(\mathbf{v}_{1}\right)$ and $T\left(\mathbf{v}_{2}\right)$.
33. Let $T: P_{2}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ be the linear transformation satisfying:

$$
\begin{gathered}
T\left(x^{2}-1\right)=x^{2}+x-3, \quad T(2 x)=4 x \\
T(3 x+2)=2(x+3)
\end{gathered}
$$

Find $T(1), T(x), T\left(x^{2}\right)$, and hence show that

$$
T\left(a x^{2}+b x+c\right)=a x^{2}-(a-2 b+2 c) x+3 c
$$

where $a, b$, and $c$ are arbitrary real numbers.
34. Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ be a basis for the vector space $V$. If $T: V \rightarrow V$ is the linear transformation satisfying

$$
T\left(\mathbf{v}_{1}\right)=3 \mathbf{v}_{1}-\mathbf{v}_{2}, \quad T\left(\mathbf{v}_{2}\right)=\mathbf{v}_{1}+2 \mathbf{v}_{2}
$$

find $T(\mathbf{v})$ for an arbitrary vector in $V$.
35. Let $T: V \rightarrow W$ and $S: V \rightarrow W$ be linear transformations, and assume that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ spans $V$. Prove that if $T\left(\mathbf{v}_{i}\right)=S\left(\mathbf{v}_{i}\right)$ for each $i=1,2, \ldots, k$, then $T=S$; that is, $T(\mathbf{v})=S(\mathbf{v})$ for each $\mathbf{v} \in V$.
36. Let $V$ be a vector space with basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ and suppose $T: V \rightarrow W$ is a linear transformation such that $T\left(\mathbf{v}_{i}\right)=\mathbf{0}$ for each $i=1,2, \ldots, k$. Prove that $T$ is the zero transformation; that is, $T(\mathbf{v})=\mathbf{0}$ for each $\mathbf{v} \in V$.

Let $T_{1}: V \rightarrow W$ and $T_{2}: V \rightarrow W$ be linear transformations, and let $c$ be a scalar. We define the sum $T_{1}+T_{2}$ and the scalar product $c T_{1}$ by

$$
\left(T_{1}+T_{2}\right)(\mathbf{v})=T_{1}(\mathbf{v})+T_{2}(\mathbf{v})
$$

and

$$
\left(c T_{1}\right)(\mathbf{v})=c T_{1}(\mathbf{v})
$$

for all $\mathbf{v} \in V$. The remaining problems in this section consider the properties of these mappings.
37. Verify that $T_{1}+T_{2}$ and $c T_{1}$ are linear transformations.
38. Let $T_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $T_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the linear transformations with matrices

$$
A=\left[\begin{array}{rr}
3 & 1 \\
-1 & 2
\end{array}\right], \quad B=\left[\begin{array}{rr}
2 & 5 \\
3 & -4
\end{array}\right]
$$

Find $T_{1}+T_{2}$ and $c T_{1}$.
39. Let $T_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $T_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be the linear transformations with matrices $A$ and $B$ respectively. Show that $T_{1}+T_{2}$ and $c T_{1}$ are the linear transformations with matrices $A+B$ and $c A$ respectively.
40. Let $V$ and $W$ be vector spaces, and let $L(V, W)$ denote the set of all linear transformations from $V$ into $W$. Verify that $L(V, W)$ together with the operations of addition and scalar multiplication just defined for linear transformations is a vector space.

## *6.2 Transformations of $\mathbb{R}^{2}$

To gain some geometric insight into linear transformations, we consider the particular case of linear transformations $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$. Any such transformation is called a transformation of $\mathbb{R}^{2}$. Geometrically, the action of a transformation of $\mathbb{R}^{2}$ can be represented by its effect on an arbitrary point in the Cartesian plane. We first establish that transformations of $\mathbb{R}^{2}$ map lines into lines. Recall that the parametric equations of a line passing through the point $\mathbf{x}_{1}=\left(x_{1}, y_{1}\right)$ in the direction of the vector $\mathbf{v}$ with components $(a, b)$ are

$$
x=x_{1}+a t, \quad y=y_{1}+b t,
$$

which can be written as

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}_{1}+t \mathbf{v} \tag{6.2.1}
\end{equation*}
$$

The transformation $T(\mathbf{x})=A \mathbf{x}$ therefore transforms the points along this line into

$$
\begin{equation*}
T(\mathbf{x})=A\left(\mathbf{x}_{1}+t \mathbf{v}\right)=A \mathbf{x}_{1}+t A \mathbf{v} \tag{6.2.2}
\end{equation*}
$$

Consequently, the transformed points lie along the line with parametric equations

$$
T(\mathbf{x})=\mathbf{y}_{1}+t \mathbf{w},
$$

where $\mathbf{y}_{1}=A \mathbf{x}_{1}$ and $\mathbf{w}=A \mathbf{v}$. This is illustrated in Figure 6.2.1. It follows that if we know how two points in $\mathbb{R}^{2}$ transform, then we can determine the transformation of all points along the line joining those two points. Further, the linearity properties (1) and (2) of Definition 6.1.3 are the statement that the parallelogram law for vector addition is preserved under the transformation. This is illustrated in Figure 6.2.2. From Equations (6.2.1) and (6.2.2), we see that any line with direction vector $\mathbf{v}$ is mapped into a line with direction vector $A \mathbf{v}$, so that parallel lines are mapped to parallel lines by a transformation of $\mathbb{R}^{2}$. In describing specific transformations of $\mathbb{R}^{2}$, it is often useful to determine the effect of such a transformation on the points lying inside a rectangle. Due to the fact that a transformation of $\mathbb{R}^{2}$ maps parallel lines into parallel lines, it follows that the transform of a rectangle will be the parallelogram whose vertices are the transforms of the vertices of the rectangle. This is illustrated in Figure 6.2.3.


Figure 6.2.1: A transformation of $\mathbb{R}^{2}$ maps the line with vector parametric equation $\mathbf{x}=\mathbf{x}_{1}+t \mathbf{v}$ into the line $T(\mathbf{x})=A \mathbf{x}_{1}+t A \mathbf{v}=\mathbf{y}_{1}+t \mathbf{w}$.

[^38]

Figure 6.2.2: A transformation of $\mathbb{R}^{2}$ preserves the parallelogram law of vector addition in the sense that $T\left(c_{1} \mathbf{x}+c_{2} \mathbf{y}\right)=c_{1} T(\mathbf{x})+c_{2} T(\mathbf{y})$.


Figure 6.2.3: Transformations of $\mathbb{R}^{2}$ map rectangles into parallelograms.

## Simple Transformations

We next introduce some simple transformations of $\mathbb{R}^{2}$ and their geometrical interpretation. We then show how more complicated transformations can be considered as a combination of these simple ones.
I: Reflections. Consider the transformation of $\mathbb{R}^{2}$ with matrix

$$
R_{x}=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]
$$

If $\mathbf{v}=(x, y)$ is an arbitrary point in $\mathbb{R}^{2}$, then

$$
T(\mathbf{v})=R_{x}(\mathbf{v})=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{r}
x \\
-y
\end{array}\right]
$$

Thus,

$$
T(x, y)=(x,-y)
$$

We see that each point in the Cartesian plane is mapped to its mirror image in the $x$-axis. Hence, $R_{x}$ describes the reflection in the $x$-axis. This can be illustrated by considering the rectangle in the $x y$-plane through the points $(0,0),(a, 0),(0, b)$, and $(a, b)$. In order to determine the transform of this rectangle, all we need to do is determine the transform of the vertices. (See Figure 6.2.4.) We leave it as an exercise to show that the transformation of $\mathbb{R}^{2}$ with matrix

$$
R_{y}=\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right]
$$

describes a reflection in the $y$-axis. Now consider the transformation of $\mathbb{R}^{2}$ with matrix

$$
R_{x y}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] .
$$

If $\mathbf{v}=(x, y)$, then

$$
T(\mathbf{v})=R_{x y} \mathbf{v}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
y \\
x
\end{array}\right] .
$$

Thus,

$$
T(x, y)=(y, x) .
$$

We see that the $x$ - and $y$-coordinates have been interchanged. Geometrically, all points along the line $y=x$ remain fixed, and all other points are transformed into their mirror image in the line $y=x$. Consequently $R_{x y}$ describes a reflection in the line $y=x$. This is illustrated in Figure 6.2.5.


Figure 6.2.5: Reflection in the line $y=x$. The rectangle with vertices $(0,0),(a, 0),(0, b)$, $(a, b)$ is transformed into the rectangle with vertices $(0,0),(0, a),(b, 0),(b, a)$.

II: Stretches. The next transformations we analyze are those with matrices
(a) $L S_{x}=\left[\begin{array}{ll}k & 0 \\ 0 & 1\end{array}\right], \quad k>0$
(b) $L S_{y}=\left[\begin{array}{ll}1 & 0 \\ 0 & k\end{array}\right], \quad k>0$.

Consider first (a). If $\mathbf{v}=(x, y)$, then

$$
T(\mathbf{x})=L S_{x} \mathbf{v}=\left[\begin{array}{ll}
k & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{c}
k x \\
y
\end{array}\right] .
$$

Thus,

$$
T(x, y)=(k x, y) .
$$

We see that the $x$-coordinate of each point in the plane is scaled by a factor $k$, whereas the $y$-coordinate is unaltered. Thus, points along the $y$-axis $(x=0)$ remain fixed, whereas points with positive (negative) $x$-coordinate are moved horizontally to the right (left). This transformation is called a linear stretch in the $x$-direction (hence, the notation $\left.L S_{x}\right)$. The effect of this transformation is illustrated in Figure 6.2.6. If $k>1$, then the transformation is an expansion, whereas if $0<k<1$, we have a compression. If $k=1$, then $L S_{x}=I_{2}$, and all points remain fixed. This is the identity transformation. In a similar manner, it is easily verified that the transformation with matrix $L S_{y}$ corresponds to a linear stretch in the $y$-direction.



Figure 6.2.6: The effect of a linear stretch in the $x$-direction. Points along the $y$-axis remain fixed. All other points are moved parallel to the $x$-axis.

III: Shears. Now consider the transformations of $\mathbb{R}^{2}$ with matrices
(a) $S_{x}=\left[\begin{array}{ll}1 & k \\ 0 & 1\end{array}\right]$,
(b) $S_{y}=\left[\begin{array}{ll}1 & 0 \\ k & 1\end{array}\right]$.

For the matrix in (a), if $\mathbf{v}=(x, y)$, then

$$
T(\mathbf{v})=S_{x} \mathbf{v}=\left[\begin{array}{ll}
1 & k \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{c}
x+k y \\
y
\end{array}\right],
$$

so that

$$
T(x, y)=(x+k y, y)
$$

In this case, each point in the plane is moved parallel to the $x$-axis a distance proportional to its $y$-coordinate (points along the $x$-axis remain fixed). This is referred to as a shear parallel to the $x$-axis and is illustrated in Figure 6.2 .7 for the case $k>0$. We leave it as an exercise to verify that the transformation of $\mathbb{R}^{2}$ with matrix $S_{y}$ corresponds to a shear parallel to the $y$-axis.


Figure 6.2.7: A shear parallel to the $x$-axis. Points on the $x$-axis remain fixed. Rectangles are transformed into parallelograms.

## Invertible Transformations of $\mathbb{R}^{2}$

We now show that any transformation of $\mathbb{R}^{2}$ with an invertible matrix can be obtained by combining the basic transformations I-III just described. To do so, we recall from Section 2.7 that any matrix $A$ can be reduced to reduced row-echelon form through multiplication by an appropriate sequence of elementary matrices. In the case of an invertible
$2 \times 2$ matrix, the reduced row-echelon form is $I_{2}$, so that, denoting the elementary matrices by $E_{1}, E_{2}, \ldots, E_{n}$, we can write

$$
E_{n} E_{n-1} \cdots E_{2} E_{1} A=I_{2} .
$$

Equivalently, since each of the elementary matrices is invertible,

$$
\begin{equation*}
A=E_{1}^{-1} E_{2}^{-1} \cdots E_{n}^{-1} \tag{6.2.3}
\end{equation*}
$$

Now let $T$ be any transformation of $\mathbb{R}^{2}$ with invertible matrix $A$. It follows from Equation (6.2.3) that

$$
\begin{equation*}
T(\mathbf{v})=A \mathbf{v}=E_{1}^{-1} E_{2}^{-1} \cdots E_{n}^{-1} \mathbf{v} \tag{6.2.4}
\end{equation*}
$$

Since, as we have shown in Section 2.7, the inverse of an elementary matrix is also an elementary matrix, (6.2.4) implies that a general transformation of $\mathbb{R}^{2}$ with invertible matrix can be obtained by applying a sequence of transformations corresponding to appropriate elementary matrices. Now for the key point. A closer look at the elementary matrices shows that the following relationships hold between them and the matrices of the simple transformations introduced previously in this section.
(1) $P_{12}=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ corresponds to a reflection in the line $y=x$.
(2a) $M_{1}(k)=\left[\begin{array}{ll}k & 0 \\ 0 & 1\end{array}\right], \quad k>0$ corresponds to a linear stretch in the $x$-direction.
(2b) $M_{1}(k)=\left[\begin{array}{ll}k & 0 \\ 0 & 1\end{array}\right], \quad k<0$. In this case, we can write

$$
\left[\begin{array}{ll}
k & 0 \\
0 & 1
\end{array}\right]=\left[\begin{array}{rr}
-k & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right],
$$

which corresponds to a reflection in the $y$-axis followed by a linear stretch (stretch factor $-k>0$ ) in the $x$-direction.
(3a) $M_{2}(k)=\left[\begin{array}{ll}1 & 0 \\ 0 & k\end{array}\right], \quad k>0$ corresponds to a linear stretch in the $y$-direction.
(3b) $M_{2}(k)=\left[\begin{array}{ll}1 & 0 \\ 0 & k\end{array}\right], \quad k<0$. This corresponds to a reflection in the $x$-axis followed by a linear stretch in the $y$-direction.
(4) $A_{12}(k)=\left[\begin{array}{ll}1 & 0 \\ k & 1\end{array}\right]$ corresponds to a shear parallel to the $y$-axis.
(5) $A_{21}(k)=\left[\begin{array}{ll}1 & k \\ 0 & 1\end{array}\right]$ corresponds to a shear parallel to the $x$-axis.

We can therefore conclude that any transformation of $\mathbb{R}^{2}$ with invertible matrix can be obtained by applying an appropriate sequence of reflections, shears, and stretches.

Example 6.2.1 Let $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the transformation of $\mathbb{R}^{2}$ with invertible matrix $A=\left[\begin{array}{ll}3 & 9 \\ 1 & 2\end{array}\right]$. Describe $T$ as a combination of reflections, shears, and stretches.

Solution: Reducing $A$ to reduced row-echelon form in the usual manner yields

$$
\begin{gathered}
{\left[\begin{array}{ll}
3 & 9 \\
1 & 2
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{ll}
1 & 2 \\
3 & 9
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{ll}
1 & 2 \\
0 & 3
\end{array}\right] \stackrel{3}{\sim}\left[\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right] \stackrel{4}{\sim}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]} \\
\\
\text { 1. } \mathrm{P}_{12} \text { 2. } \mathrm{A}_{12}(-3) \text { 3. } \mathrm{M}_{2}(1 / 3) \text { 4. } \mathrm{A}_{21}(-2)
\end{gathered}
$$

The corresponding elementary matrices that accomplish this reduction are

$$
\begin{aligned}
& P_{12}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad A_{12}(-3)=\left[\begin{array}{rr}
1 & 0 \\
-3 & 1
\end{array}\right], \quad M_{2}(1 / 3)=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 / 3
\end{array}\right] \\
& A_{21}(-2)=\left[\begin{array}{rr}
1 & -2 \\
0 & 1
\end{array}\right]
\end{aligned}
$$

with inverses

$$
P_{12}, \quad A_{12}(3), \quad M_{2}(3), \quad A_{21}(2)
$$

respectively. Consequently,

$$
A=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
3 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & 3
\end{array}\right]\left[\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right]
$$

We can therefore write

$$
T(\mathbf{v})=A \mathbf{v}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
3 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & 3
\end{array}\right]\left[\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right] \mathbf{v} .
$$

We see that $T$ consists of a shear parallel to the $x$-axis, followed by a stretch in the $y$-direction, followed by a shear parallel to the $y$-axis, followed by a reflection in $y=x$.

In the previous section, we derived the matrix of the transformation of $\mathbb{R}^{2}$ that corresponds to a rotation through an angle $\theta$ in the counterclockwise direction, namely,

$$
T(\theta)=\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

Since this is an invertible matrix for any value of $\theta$, it follows from the analysis in this section that a rotation is an appropriate combination of reflections, shears, and stretches. Indeed, we leave it as an exercise to verify that, for $\theta \neq \pi / 2,3 \pi / 2$,

$$
T(\theta)=\left[\begin{array}{cc}
\cos \theta & 0  \tag{6.2.5}\\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
\sin \theta & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
0 & \sec \theta
\end{array}\right]\left[\begin{array}{cc}
1 & -\tan \theta \\
0 & 1
\end{array}\right]
$$

## Exercises for 6.2

## Key Terms

Transformation of $\mathbb{R}^{2}$, Reflection, Stretch (expansion and compression), Shear, Invertible transformation of $\mathbb{R}^{2}$.

## Skills

- Be able to describe the relationships between elementary matrices and the matrices representing reflections, stretches, and shears.
- Be able to express any transformation of $\mathbb{R}^{2}$ with invertible matrix as a composition of reflections, stretches, and shears.
- Be able to recognize reflections, stretches, and shears of $\mathbb{R}^{2}$ by looking at the matrix of the transformation.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Any transformation of $\mathbb{R}^{2}$ maps a line in the plane onto another line.
(b) The matrix of a reflection, stretch, or shear of $\mathbb{R}^{2}$ is an elementary matrix.
(c) A composition of two shears is a shear.
(d) Every invertible transformation of $\mathbb{R}^{2}$ is a composition of reflections, stretches, and shears.
(e) A composition of two reflections is a stretch.
(f) A composition of two stretches is a stretch.

## Problems

For Problems $1-4$, for the transformation of $\mathbb{R}^{2}$ with the given matrix, sketch the transform of the square with vertices $(1,1),(2,1),(2,2)$, and $(1,2)$.

1. $A=\left[\begin{array}{rr}1 & -1 \\ 1 & 2\end{array}\right]$.
2. $A=\left[\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right]$.
3. $A=\left[\begin{array}{rr}-2 & -2 \\ -2 & 0\end{array}\right]$.
4. $A=\left[\begin{array}{rr}1 & 1 \\ -1 & 1\end{array}\right]$.

For Problems 5-12, describe the transformation of $\mathbb{R}^{2}$ with the given matrix as a product of reflections, stretches, and shears.
5. $A=\left[\begin{array}{ll}0 & 2 \\ 2 & 0\end{array}\right]$.
6. $A=\left[\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right]$.
7. $A=\left[\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right]$.
8. $A=\left[\begin{array}{ll}1 & 0 \\ 3 & 1\end{array}\right]$.
9. $A=\left[\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right]$.
10. $A=\left[\begin{array}{rr}1 & -3 \\ -2 & 8\end{array}\right]$.
11. $A=\left[\begin{array}{rr}-1 & -1 \\ -1 & 0\end{array}\right]$.
12. $A=\left[\begin{array}{rr}1 & 0 \\ 0 & -2\end{array}\right]$.
13. Express the transformation of $\mathbb{R}^{2}$ corresponding to a counterclockwise rotation through an angle $\theta=\pi / 2$ as a product of reflections, stretches, and shears. Repeat for the case $\theta=3 \pi / 2$.
14. Consider the transformation of $\mathbb{R}^{2}$ corresponding to a counterclockwise rotation through angle $\theta(0 \leq \theta<$ $2 \pi)$. For $\theta \neq \pi / 2,3 \pi / 2$, verify that the matrix of the transformation is given by (6.2.5), and describe it in terms of reflections, stretches, and shears.

### 6.3 The Kernel and Range of a Linear Transformation

If $T: V \rightarrow W$ is any linear transformation, there is an associated homogeneous linear vector equation, namely,

$$
T(\mathbf{v})=\mathbf{0} .
$$

The solution set to this vector equation is a subset of $V$ called the kernel of $T$.

## DEFINITION 6.3.1

Let $T: V \rightarrow W$ be a linear transformation. The set of all vectors $\mathbf{v} \in V$ such that $T(\mathbf{v})=\mathbf{0}$ is called the kernel of $T$ and is denoted $\operatorname{Ker}(T)$. Thus,

$$
\operatorname{Ker}(T)=\{\mathbf{v} \in V: T(\mathbf{v})=\mathbf{0}\}
$$

Example 6.3.2 Determine $\operatorname{Ker}(T)$ for the linear transformation $T: C^{2}(I) \rightarrow C^{0}(I)$ in Example 6.1.5 defined by $T(y)=y^{\prime \prime}+y$.

Solution: We have

$$
\operatorname{Ker}(T)=\left\{y \in C^{2}(I): T(y)=0\right\}=\left\{y \in C^{2}(I): y^{\prime \prime}+y=0 \text { for all } x \in I\right\}
$$

Hence, in this case, $\operatorname{Ker}(T)$ is the solution set to the differential equation

$$
y^{\prime \prime}+y=0 .
$$

Since, from Example 1.2.13, this differential equation has general solution $y(x)=$ $c_{1} \cos x+c_{2} \sin x$, we have

$$
\operatorname{Ker}(T)=\left\{y \in C^{2}(I): y(x)=c_{1} \cos x+c_{2} \sin x\right\} .
$$

This is the subspace of $C^{2}(I)$ spanned by $\{\cos x, \sin x\}$.
The set of all vectors in $W$ that we map onto when $T$ is applied to all vectors in $V$ is called the range of $T$. We can think of the range of $T$ as being the set of function output values. A formal definition follows.

## DEFINITION 6.3.3

The range of the linear transformation $T: V \rightarrow W$ is the subset of $W$ consisting of all transformed vectors from $V$. We denote the range of $T$ by $\operatorname{Rng}(T)$. Thus,

$$
\operatorname{Rng}(T)=\{T(\mathbf{v}): \mathbf{v} \in V\}
$$

A schematic representation of $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$ is given in Figure 6.3.1.


Figure 6.3.1: Schematic representation of the kernel and range of a linear transformation.
Let us now focus on matrix transformations, say $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. In this particular case,

$$
\operatorname{Ker}(T)=\left\{\mathbf{x} \in \mathbb{R}^{n}: T(\mathbf{x})=\mathbf{0}\right\} .
$$

If we let $A$ denote the matrix of $T$, then $T(\mathbf{x})=A \mathbf{x}$, so that

$$
\operatorname{Ker}(T)=\left\{\mathbf{x} \in \mathbb{R}^{n}: A \mathbf{x}=\mathbf{0}\right\}
$$

Consequently,
If $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is the linear transformation with matrix $A$ then $\operatorname{Ker}(T)$ is the solution set to the homogeneous linear system $A \mathbf{x}=\mathbf{0}$.

In Section 4.3, we defined the solution set to $A \mathbf{x}=\mathbf{0}$ to be nullspace( $A$ ). Therefore, we have

$$
\begin{equation*}
\operatorname{Ker}(T)=\operatorname{nullspace}(A), \tag{6.3.1}
\end{equation*}
$$

from which it follows directly that ${ }^{2} \operatorname{Ker}(T)$ is a subspace of $\mathbb{R}^{n}$. Furthermore, for a linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$,

$$
\operatorname{Rng}(T)=\left\{T(\mathbf{x}): \mathbf{x} \in \mathbb{R}^{n}\right\}
$$

[^39]If $A=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right]$ denotes the matrix of $T$, then

$$
\begin{aligned}
\operatorname{Rng}(T) & =\left\{A \mathbf{x}: \mathbf{x} \in \mathbb{R}^{n}\right\} \\
& =\left\{x_{1} \mathbf{a}_{1}+x_{2} \mathbf{a}_{2}+\cdots+x_{n} \mathbf{a}_{n}: x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}\right\} \\
& =\operatorname{colspace}(A)
\end{aligned}
$$

Consequently, $\operatorname{Rng}(T)$ is a subspace of $\mathbb{R}^{m}$. We illustrate these results with an example.
Example 6.3.4 Let $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ be the linear transformation with matrix $A=\left[\begin{array}{rrr}1 & -2 & 5 \\ -2 & 4 & -10\end{array}\right]$. Determine $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$.
Solution: To determine $\operatorname{Ker}(T)$, (6.3.1) implies that we need to find the solution set to the system $A \mathbf{x}=\mathbf{0}$. The reduced row-echelon form of the augmented matrix of this system is

$$
\left[\begin{array}{rrr|r}
1 & -2 & 5 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

so that there are two free variables. Setting $x_{2}=r$ and $x_{3}=s$, it follows that $x_{1}=2 r-5 s$, so that $\mathbf{x}=(2 r-5 s, r, s)$. Hence,

$$
\begin{aligned}
\operatorname{Ker}(T) & =\left\{\mathbf{x} \in \mathbb{R}^{3}: \mathbf{x}=(2 r-5 s, r, s): r, s \in \mathbb{R}\right\} \\
& =\left\{\mathbf{x} \in \mathbb{R}^{3}: \mathbf{x}=r(2,1,0)+s(-5,0,1), r, s \in \mathbb{R}\right\}
\end{aligned}
$$

We see that $\operatorname{Ker}(T)$ is the two-dimensional subspace of $\mathbb{R}^{3}$ spanned by the linearly independent vectors $(2,1,0)$ and $(-5,0,1)$, and therefore, it consists of all points lying on the plane through the origin that contains these vectors. The equation of this plane is $x_{1}-2 x_{2}+5 x_{3}=0$. The linear transformation $T$ maps all points lying on this plane to the zero vector in $\mathbb{R}^{2}$. (See Figure 6.3.2.)

Turning our attention to $\operatorname{Rng}(T)$, recall that, since $T$ is a matrix transformation,

$$
\operatorname{Rng}(T)=\operatorname{colspace}(A)
$$

From the foregoing reduced row-echelon form of $A$ we see that colspace $(A)$ is generated by the first column vector in $A$. Consequently,

$$
\operatorname{Rng}(T)=\left\{\mathbf{y} \in \mathbb{R}^{2}: \mathbf{y}=r(1,-2), r \in \mathbb{R}\right\}
$$

Hence, the points in $\operatorname{Rng}(T)$ lie along the line through the origin in $\mathbb{R}^{2}$ whose direction is determined by $\mathbf{v}=(1,-2)$. The Cartesian equation of this line is $y_{2}=-2 y_{1}$. Consequently, $T$ maps all points in $\mathbb{R}^{3}$ onto this line, and therefore $\operatorname{Rng}(T)$ is a one-dimensional subspace of $\mathbb{R}^{2}$. This is illustrated in Figure 6.3.2.


Figure 6.3.2: The kernel and range of the linear transformation in Example 6.3.4.

To summarize, any matrix transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ with $m \times n$ matrix $A$ has natural subspaces

$$
\begin{aligned}
\operatorname{Ker}(T) & =\operatorname{nullspace}(A) \quad\left(\text { subspace of } \mathbb{R}^{n}\right) \\
\operatorname{Rng}(T) & =\operatorname{colspace}(A)
\end{aligned} \quad\left(\text { subspace of } \mathbb{R}^{m}\right)
$$

Now let us return to arbitrary linear transformations. The preceding discussion has shown that both the kernel and range of any linear transformation from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ are subspaces of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. Our next result, which is fundamental, establishes that this is true in general.

Theorem 6.3.5 If $T: V \rightarrow W$ is a linear transformation, then

1. $\operatorname{Ker}(T)$ is a subspace of $V$.
2. $\operatorname{Rng}(T)$ is a subspace of $W$.

Proof In this proof, we once more denote the zero vector in $W$ by $\mathbf{0}_{W}$. Both $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$ are necessarily nonempty, since, as we verified in Section 6.1, any linear transformation maps the zero vector in $V$ to the zero vector in $W$. We must now establish that $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$ are both closed under addition and closed under scalar multiplication in the appropriate vector space.

1. If $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ are in $\operatorname{Ker}(T)$, then $T\left(\mathbf{v}_{1}\right)=\mathbf{0}_{W}$ and $T\left(\mathbf{v}_{2}\right)=\mathbf{0}_{W}$. We must show that $\mathbf{v}_{1}+\mathbf{v}_{2}$ is in $\operatorname{Ker}(T)$; that is, $T\left(\mathbf{v}_{1}+\mathbf{v}_{2}\right)=\mathbf{0}$. But we have

$$
T\left(\mathbf{v}_{1}+\mathbf{v}_{2}\right)=T\left(\mathbf{v}_{1}\right)+T\left(\mathbf{v}_{2}\right)=\mathbf{0}_{W}+\mathbf{0}_{W}=\mathbf{0}_{W},
$$

so that $\operatorname{Ker}(T)$ is closed under addition. Further, if $c$ is any scalar,

$$
T\left(c \mathbf{v}_{1}\right)=c T\left(\mathbf{v}_{1}\right)=c \mathbf{0}_{W}=\mathbf{0}_{W},
$$

which shows that $c \mathbf{v}_{1}$ is in $\operatorname{Ker}(T)$, and so $\operatorname{Ker}(T)$ is also closed under scalar multiplication. Thus, $\operatorname{Ker}(T)$ is a subspace of $V$.
2. If $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ are in $\operatorname{Rng}(T)$, then $\mathbf{w}_{1}=T\left(\mathbf{v}_{1}\right)$ and $\mathbf{w}_{2}=T\left(\mathbf{v}_{2}\right)$ for some $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ in $V$. Thus,

$$
\mathbf{w}_{1}+\mathbf{w}_{2}=T\left(\mathbf{v}_{1}\right)+T\left(\mathbf{v}_{2}\right)=T\left(\mathbf{v}_{1}+\mathbf{v}_{2}\right) .
$$

This says that $\mathbf{w}_{1}+\mathbf{w}_{2}$ arises as an output of the transformation $T$; that is, $\mathbf{w}_{1}+\mathbf{w}_{2}$ is in $\operatorname{Rng}(T)$. Thus, $\operatorname{Rng}(T)$ is closed under addition. Further, if $c$ is any scalar, then

$$
c \mathbf{w}_{1}=c T\left(\mathbf{v}_{1}\right)=T\left(c \mathbf{v}_{1}\right),
$$

so that $c \mathbf{w}_{1}$ is the transform of $c \mathbf{v}_{1}$, and therefore $c \mathbf{w}_{1}$ is in $\operatorname{Rng}(T)$. Consequently, $\operatorname{Rng}(T)$ is a subspace of $W$.

Remark We can interpret the first part of the preceding theorem as telling us that if $T$ is a linear transformation, then the solution set to the corresponding linear homogeneous problem

$$
T(\mathbf{v})=\mathbf{0}
$$

is a vector space. Consequently, if we can determine the dimension of this vector space, then we know how many linearly independent solutions are required to build every solution to the problem. This is the formulation for linear problems that we have been looking for.

Example 6.3.6 Find $\operatorname{Ker}(S), \operatorname{Rng}(S)$, and their dimensions for the linear transformation $S: M_{2}(\mathbb{R}) \rightarrow$ $M_{2}(\mathbb{R})$ defined by

$$
S(A)=A-A^{T}
$$

Solution: In this case,

$$
\operatorname{Ker}(S)=\left\{A \in M_{2}(\mathbb{R}): S(A)=0\right\}=\left\{A \in M_{2}(\mathbb{R}): A-A^{T}=0_{2}\right\}
$$

Thus, $\operatorname{Ker}(S)$ is the solution set of the matrix equation

$$
A-A^{T}=0_{2}
$$

so that the matrices in $\operatorname{Ker}(S)$ satisfy

$$
A^{T}=A
$$

Hence, $\operatorname{Ker}(S)$ is the subspace of $M_{2}(\mathbb{R})$ consisting of all symmetric $2 \times 2$ matrices. We have shown previously that a basis for this subspace is

$$
\left\{\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]\right\}
$$

so that $\operatorname{dim}[\operatorname{Ker}(S)]=3$. We now determine the range of $S$ :

$$
\begin{aligned}
\operatorname{Rng}(S)=\left\{S(A): A \in M_{2}(\mathbb{R})\right\} & =\left\{A-A^{T}: A \in M_{2}(\mathbb{R})\right\} \\
& =\left\{\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]-\left[\begin{array}{ll}
a & c \\
b & d
\end{array}\right]: a, b, c, d \in \mathbb{R}\right\} \\
& =\left\{\left[\begin{array}{cc}
0 & b-c \\
-(b-c) & 0
\end{array}\right]: b, c \in \mathbb{R}\right\}
\end{aligned}
$$

Thus,

$$
\operatorname{Rng}(S)=\left\{\left[\begin{array}{rr}
0 & e \\
-e & 0
\end{array}\right]: e \in \mathbb{R}\right\}=\operatorname{span}\left\{\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]\right\}
$$

Consequently, $\operatorname{Rng}(S)$ consists of all skew-symmetric $2 \times 2$ matrices with real elements.
Since $\operatorname{Rng}(S)$ is generated by the single nonzero matrix $\left[\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right]$, it follows that a basis for $\operatorname{Rng}(S)$ is $\left\{\left[\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right]\right\}$, so that $\operatorname{dim}[\operatorname{Rng}(S)]=1$.

Example 6.3.7 Let $T: P_{1}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ be the linear transformation defined by

$$
T(a+b x)=(2 a-3 b)+(b-5 a) x+(a+b) x^{2}
$$

Find $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and their dimensions.
Solution: From Definition 6.3.1,

$$
\begin{aligned}
\operatorname{Ker}(T) & =\left\{p \in P_{1}(\mathbb{R}): T(p)=0\right\} \\
& =\left\{a+b x:(2 a-3 b)+(b-5 a) x+(a+b) x^{2}=0 \text { for all } x\right\} \\
& =\{a+b x: a+b=0, \quad b-5 a=0, \quad 2 a-3 b=0\}
\end{aligned}
$$

But the only values of $a$ and $b$ that satisfy the conditions

$$
a+b=0, \quad b-5 a=0, \quad 2 a-3 b=0
$$

are

$$
a=b=0
$$

Consequently, $\operatorname{Ker}(T)$ contains only the zero polynomial. Hence, we write

$$
\operatorname{Ker}(T)=\{\mathbf{0}\}
$$

It follows from Definition 4.6.7 that $\operatorname{dim}[\operatorname{Ker}(T)]=0$. Furthermore,

$$
\operatorname{Rng}(T)=\{T(a+b x): a, b \in \mathbb{R}\}=\left\{(2 a-3 b)+(b-5 a) x+(a+b) x^{2}: a, b \in \mathbb{R}\right\}
$$

To determine a basis for $\operatorname{Rng}(T)$, we write this as

$$
\begin{aligned}
\operatorname{Rng}(T) & =\left\{a\left(2-5 x+x^{2}\right)+b\left(-3+x+x^{2}\right): a, b \in \mathbb{R}\right\} \\
& =\operatorname{span}\left\{2-5 x+x^{2},-3+x+x^{2}\right\}
\end{aligned}
$$

Thus, $\operatorname{Rng}(T)$ is spanned by the polynomials $p_{1}(x)=2-5 x+x^{2}$ and $p_{2}(x)=-3+$ $x+x^{2}$. Since $p_{1}$ and $p_{2}$ are not proportional to one another, they are linearly independent on any interval. Consequently, a basis for $\operatorname{Rng}(T)$ is $\left\{2-5 x+x^{2},-3+x+x^{2}\right\}$, so that $\operatorname{dim}[\operatorname{Rng}(T)]=2$.

## The General Rank-Nullity Theorem

In concluding this section, we consider a fundamental theorem for linear transformations $T: V \rightarrow W$ that gives a relationship between the dimensions of $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and $V$. This is a generalization of the Rank-Nullity Theorem considered in Section 4.9. The theorem here, Theorem 6.3.8, reduces to the previous result, Theorem 4.9.1, in the case when $T$ is a linear transformation from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ with $m \times n$ matrix $A$. Suppose that $\operatorname{dim}[V]=n$ and that $\operatorname{dim}[\operatorname{Ker}(T)]=k$. Then $k$-dimensions worth of the vectors in $V$ are all mapped onto the zero vector in $W$. Consequently, we only have $n-k$ dimensions worth of vectors left to map onto the remaining vectors in $W$. This suggests that

$$
\operatorname{dim}[\operatorname{Rng}(T)]=\operatorname{dim}[V]-\operatorname{dim}[\operatorname{Ker}(T)]
$$

This is indeed correct, although a rigorous proof is somewhat involved. We state the result as a theorem here.

## Theorem 6.3.8 (General Rank-Nullity Theorem)

If $T: V \rightarrow W$ is a linear transformation and $V$ is finite-dimensional, then

$$
\operatorname{dim}[\operatorname{Ker}(T)]+\operatorname{dim}[\operatorname{Rng}(T)]=\operatorname{dim}[V]
$$

Before presenting the proof of this theorem, we give a few applications and examples. The general Rank-Nullity Theorem is useful for checking that we have the correct dimensions when determining the kernel and range of a linear transformation. Furthermore, it can also be used to determine the dimension of $\operatorname{Rng}(T)$, once we know the dimension of $\operatorname{Ker}(T)$, or vice versa. For example, consider the linear transformation discussed in Example 6.3.6. Theorem 6.3.8 tells us that

$$
\operatorname{dim}[\operatorname{Ker}(S)]+\operatorname{dim}[\operatorname{Rng}(S)]=\operatorname{dim}\left[M_{2}(\mathbb{R})\right]
$$

so that once we had determined that $\operatorname{dim}[\operatorname{Ker}(S)]=3$, it immediately follows that

$$
3+\operatorname{dim}[\operatorname{Rng}(S)]=4
$$

so that

$$
\operatorname{dim}[\operatorname{Rng}(S)]=1
$$

As another illustration, consider the matrix transformation in Example 6.3 .4 with $A=$ $\left[\begin{array}{rrr}1 & -2 & 5 \\ -2 & 4 & -10\end{array}\right]$. By inspection, we can see that $\operatorname{dim}[\operatorname{Rng}(T)]=\operatorname{dim}[\operatorname{colspace}(A)]=1$, so that the Rank-Nullity Theorem implies that

$$
\operatorname{dim}[\operatorname{Ker}(T)]=3-1=2,
$$

with no additional calculation. Of course, to obtain a basis for $\operatorname{Ker}(T)$, it becomes necessary to carry out the calculations presented in Example 6.3.4.

Example 6.3.9 Let $T: P_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{2}$ be the linear transformation given in Example 6.1 .8 by the formula $T(p(x))=\left(p(2), p^{\prime}(4)\right)$. Find $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and their dimensions.

Solution: It will be necessary to explicitly write $p(x)=a+b x+c x^{2}$. Then

$$
T(p(x))=T\left(a+b x+c x^{2}\right)=(a+2 b+4 c, b+8 c) .
$$

To compute $\operatorname{Ker}(T)$, we set $T(p(x))=(0,0)$, which leads to the system of equations

$$
a+2 b+4 c=0 \quad \text { and } \quad b+8 c=0
$$

The augmented matrix for this linear system is $\left[\begin{array}{lll|l}1 & 2 & 4 & 0 \\ 0 & 1 & 8 & 0\end{array}\right]$. Solving this system, we find that

$$
a=12 t, \quad b=-8 t, \quad c=t,
$$

where $t$ is a free variable. Hence,

$$
p(x)=12 t-8 t x+t x^{2}=t\left(12-8 x+x^{2}\right) .
$$

Consequently, a basis for $\operatorname{Ker}(T)$ is given by $\left\{12-8 x+x^{2}\right\}$, and $\operatorname{dim}[\operatorname{Ker}(T)]=1$.
Next, we consider $\operatorname{Rng}(T)$. By taking advantage of Theorem 6.3.8, we can obtain this quickly. Since $\operatorname{dim}\left[P_{2}(\mathbb{R})\right]=3$, we have

$$
\operatorname{dim}[\operatorname{Rng}(T)]=3-\operatorname{dim}[\operatorname{Ker}(T)]=3-1=2 .
$$

However, $\operatorname{Rng}(T)$ is a subspace of $\mathbb{R}^{2}$, and the only two-dimensional subspace of $\mathbb{R}^{2}$ is $\mathbb{R}^{2}$ itself. Therefore, $\operatorname{Rng}(T)=\mathbb{R}^{2}$, and any basis for $\mathbb{R}^{2}$ serves as a basis for $\operatorname{Rng}(T)$ as well.

We close this section with a proof of Theorem 6.3.8.

Proof of Theorem 6.3.8: Suppose that $\operatorname{dim}[V]=n$. We consider three cases:
Case 1: If $\operatorname{dim}[\operatorname{Ker}(T)]=n$, then by Corollary 4.6.14, we conclude that $\operatorname{Ker}(T)=V$. This means that $T(\mathbf{v})=\mathbf{0}$ for every vector $\mathbf{v} \in V$. In this case

$$
\operatorname{Rng}(T)=\{T(\mathbf{v}): \mathbf{v} \in V\}=\{\mathbf{0}\}
$$

and hence, $\operatorname{dim}[\operatorname{Rng}(T)]=0$. Thus, we have

$$
\operatorname{dim}[\operatorname{Ker}(T)]+\operatorname{dim}[\operatorname{Rng}(T)]=n+0=n=\operatorname{dim}[V]
$$

as required.
Case 2: Assume $\operatorname{dim}[\operatorname{Ker}(T)]=k$, where $0<k<n$. Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ be a basis for $\operatorname{Ker}(T)$. Then, using Theorem 4.6.17, we can extend this basis to a basis for $V$, which we denote by $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}, \mathbf{v}_{k+1}, \ldots, \mathbf{v}_{n}\right\}$.

We prove that $\left\{T\left(\mathbf{v}_{k+1}\right), T\left(\mathbf{v}_{k+2}\right), \ldots, T\left(\mathbf{v}_{n}\right)\right\}$ is a basis for $\operatorname{Rng}(T)$. To do this, we first prove that $\left\{T\left(\mathbf{v}_{k+1}\right), T\left(\mathbf{v}_{k+2}\right), \ldots, T\left(\mathbf{v}_{n}\right)\right\}$ spans $\operatorname{Rng}(T)$. Let $\mathbf{w}$ be any vector in $\operatorname{Rng}(T)$. Then $\mathbf{w}=T(\mathbf{v})$, for some $\mathbf{v} \in V$. Using the basis for $V$, we have $\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{n} \mathbf{v}_{n}$ for some scalars $c_{1}, c_{2}, \ldots, c_{n}$. Hence,

$$
\mathbf{w}=T(\mathbf{v})=T\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{n} \mathbf{v}_{n}\right)=c_{1} T\left(\mathbf{v}_{1}\right)+c_{2} T\left(\mathbf{v}_{2}\right)+\cdots+c_{n} T\left(\mathbf{v}_{n}\right) .
$$

Since $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ are in $\operatorname{Ker}(T)$, this reduces to

$$
\mathbf{w}=c_{k+1} T\left(\mathbf{v}_{k+1}\right)+c_{k+2} T\left(\mathbf{v}_{k+2}\right)+\cdots+c_{n} T\left(\mathbf{v}_{n}\right) .
$$

Thus,

$$
\operatorname{Rng}(T)=\operatorname{span}\left\{T\left(\mathbf{v}_{k+1}\right), T\left(\mathbf{v}_{k+2}\right), \ldots, T\left(\mathbf{v}_{n}\right)\right\}
$$

Next we show that $\left\{T\left(\mathbf{v}_{k+1}\right), T\left(\mathbf{v}_{k+2}\right), \ldots, T\left(\mathbf{v}_{n}\right)\right\}$ is linearly independent. Suppose that

$$
\begin{equation*}
d_{k+1} T\left(\mathbf{v}_{k+1}\right)+d_{k+2} T\left(\mathbf{v}_{k+2}\right)+\cdots+d_{n} T\left(\mathbf{v}_{n}\right)=\mathbf{0}, \tag{6.3.2}
\end{equation*}
$$

where $d_{k+1}, d_{k+2}, \ldots, d_{n}$ are scalars. Then, using the linearity of $T$,

$$
T\left(d_{k+1} \mathbf{v}_{k+1}+d_{k+2} \mathbf{v}_{k+2}+\cdots+d_{n} \mathbf{v}_{n}\right)=\mathbf{0}
$$

which implies that the vector $d_{k+1} \mathbf{v}_{k+1}+d_{k+2} \mathbf{v}_{k+2}+\cdots+d_{n} \mathbf{v}_{n}$ is in $\operatorname{Ker}(T)$. Consequently, there exist scalars $d_{1}, d_{2}, \ldots, d_{k}$ such that

$$
d_{k+1} \mathbf{v}_{k+1}+d_{k+2} \mathbf{v}_{k+2}+\cdots+d_{n} \mathbf{v}_{n}=d_{1} \mathbf{v}_{1}+d_{2} \mathbf{v}_{2}+\cdots+d_{k} \mathbf{v}_{k}
$$

which means that

$$
d_{1} \mathbf{v}_{1}+d_{2} \mathbf{v}_{2}+\cdots+d_{k} \mathbf{v}_{k}-\left(d_{k+1} \mathbf{v}_{k+1}+d_{k+2} \mathbf{v}_{k+2}+\cdots+d_{n} \mathbf{v}_{n}\right)=\mathbf{0} .
$$

Since the set of vectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}, \mathbf{v}_{k+1}, \ldots, \mathbf{v}_{n}\right\}$ is linearly independent, we must have

$$
d_{1}=d_{2}=\cdots=d_{k}=d_{k+1}=\cdots=d_{n}=0 .
$$

Thus, from Equation (6.3.2), $\left\{T\left(\mathbf{v}_{k+1}\right), T\left(\mathbf{v}_{k+2}\right), \ldots, T\left(\mathbf{v}_{n}\right)\right\}$ is linearly independent.
By the work in the last two paragraphs, $\left\{T\left(\mathbf{v}_{k+1}\right), T\left(\mathbf{v}_{k+2}\right), \ldots, T\left(\mathbf{v}_{n}\right)\right\}$ is a basis for $\operatorname{Rng}(T)$. Since there are $n-k$ vectors in this basis, it follows that $\operatorname{dim}[\operatorname{Rng}(T)]=$ $n-k$. Consequently,

$$
\operatorname{dim}[\operatorname{Ker}(T)]+\operatorname{dim}[\operatorname{Rng}(T)]=k+(n-k)=n=\operatorname{dim}[V],
$$

as required.
Case 3: If $\operatorname{dim}[\operatorname{Ker}(T)]=0$, then $\operatorname{Ker}(T)=\{\mathbf{0}\}$. Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ be any basis for $V$. By a similar argument to that used in Case 2 above, it can be shown that (see Problem 22) $\left\{T\left(\mathbf{v}_{1}\right), T\left(\mathbf{v}_{2}\right), \ldots, T\left(\mathbf{v}_{n}\right)\right\}$ is a basis for $\operatorname{Rng}(T)$, and so again we have

$$
\operatorname{dim}[\operatorname{Ker}(T)]+\operatorname{dim}[\operatorname{Rng}(T)]=n .
$$

## Exercises for 6.3

## Key Terms

Kernel and range of a linear transformation, Rank-Nullity Theorem.

## Skills

- Be able to find the kernel of a linear transformation $T: V \rightarrow W$ and give a basis and the dimension of $\operatorname{Ker}(T)$.
- Be able to find the range of a linear transformation $T: V \rightarrow W$ and give a basis and the dimension of $\operatorname{Rng}(T)$.
- Be able to show that the kernel (resp. range) of a linear transformation $T: V \rightarrow W$ is a subspace of $V$ (resp. W).
- Be able to verify the Rank-Nullity Theorem for a given linear transformation $T: V \rightarrow W$.
- Be able to utilize the Rank-Nullity Theorem to help find the dimensions of the kernel and range of a linear transformation $T: V \rightarrow W$.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $T: V \rightarrow W$ is a linear transformation and $W$ is finite-dimensional, then

$$
\operatorname{dim}[\operatorname{Ker}(T)]+\operatorname{dim}[\operatorname{Rng}(T)]=\operatorname{dim}[W]
$$

(b) If $T: P_{4}(\mathbb{R}) \rightarrow \mathbb{R}^{7}$ is a linear transformation, then $\operatorname{Ker}(T)$ must be at least two-dimensional.
(c) If $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a linear transformation with matrix $A$, then $\operatorname{Rng}(T)$ is the solution set to the homogeneous linear system $A \mathbf{x}=\mathbf{0}$.
(d) The range of a linear transformation $T: V \rightarrow W$ is a subspace of $V$.
(e) If $T: M_{23}(\mathbb{R}) \rightarrow P_{7}(\mathbb{R})$ is a linear transformation with $T\left[\begin{array}{lll}1 & 1 & 1 \\ 0 & 0 & 0\end{array}\right]=0$ and $T\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6\end{array}\right]=0$, then $\operatorname{Rng}(T)$ is at most four-dimensional.
(f) If $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a linear transformation with matrix $A$, then $\operatorname{Rng}(T)$ is the column space of $A$.

## Problems

1. Consider $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{4}$ defined by $T(\mathbf{x})=A \mathbf{x}$, where $A=\left[\begin{array}{cc}1 & 2 \\ 2 & 4 \\ 4 & 8 \\ 8 & 16\end{array}\right]$. For each $\mathbf{x}$ below, find $T(\mathbf{x})$ and thereby determine whether $\mathbf{x}$ is in $\operatorname{Ker}(T)$.
(a) $\mathrm{x}=(-10,5)$.
(b) $\mathbf{x}=(1,-1)$.
(c) $\mathbf{x}=(2,-1)$.
2. Consider $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ defined by $T(\mathbf{x})=A \mathbf{x}$, where $A=\left[\begin{array}{rrr}1 & -1 & 2 \\ 1 & -2 & -3\end{array}\right]$. For each $\mathbf{x}$ below, find $T(\mathbf{x})$ and thereby determine whether $\mathbf{x}$ is in $\operatorname{Ker}(T)$.
(a) $\mathbf{x}=(7,5,-1)$.
(b) $\mathbf{x}=(-21,-15,2)$.
(c) $\mathbf{x}=(35,25,-5)$.

For Problems 3-7, find $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$, and give a geometrical description of each. Also, find $\operatorname{dim}[\operatorname{Ker}(T)]$ and $\operatorname{dim}[\operatorname{Rng}(T)]$, and verify Theorem 6.3.8.
3. $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by $T(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{ll}
3 & 6 \\
1 & 2
\end{array}\right]
$$

4. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ defined by $T(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{rrr}
1 & -1 & 0 \\
0 & 1 & 2 \\
2 & -1 & 1
\end{array}\right]
$$

5. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ defined by $T(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{rrr}
1 & -2 & 1 \\
2 & -3 & -1 \\
5 & -8 & -1
\end{array}\right]
$$

6. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ defined by $T(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{rrr}
1 & -1 & 2 \\
-3 & 3 & -6
\end{array}\right]
$$

7. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ defined by $T(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{lll}
1 & 3 & 2 \\
2 & 6 & 5
\end{array}\right]
$$

For Problems 8-11, compute $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$.
8. The linear transformation $T$ defined in Problem 27 in Section 6.1.
9. The linear transformation $T$ defined in Problem 28 in Section 6.1.
10. The linear transformation $T$ defined in Problem 29 in Section 6.1.
11. The linear transformation $T$ defined in Problem 30 in Section 6.1.
12. Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}$ defined by

$$
T(\mathbf{v})=\langle\mathbf{u}, \mathbf{v}\rangle,
$$

where $\mathbf{u}$ is a fixed nonzero vector in $\mathbb{R}^{3}$.
(a) Find $\operatorname{Ker}(T)$ and $\operatorname{dim}[\operatorname{Ker}(T)]$, and interpret this geometrically.
(b) Find $\operatorname{Rng}(T)$ and $\operatorname{dim}[\operatorname{Rng}(T)]$.
13. Consider the linear transformation $S: M_{n}(\mathbb{R}) \rightarrow$ $M_{n}(\mathbb{R})$ defined by $S(A)=A+A^{T}$, where $A$ is a fixed $n \times n$ matrix.
(a) Find $\operatorname{Ker}(S)$ and describe it. What is $\operatorname{dim}[\operatorname{Ker}(S)]$ ?
(b) In the particular case when $A$ is a $2 \times 2$ matrix, determine a basis for $\operatorname{Ker}(S)$, and hence, find its dimension.
14. Consider the linear transformation $T: M_{n}(\mathbb{R}) \rightarrow$ $M_{n}(\mathbb{R})$ defined by

$$
T(A)=A B-B A,
$$

where $B$ is a fixed $n \times n$ matrix. Describe $\operatorname{Ker}(T)$ in words.
15. Consider the linear transformation $T: P_{2}(\mathbb{R}) \rightarrow$ $P_{2}(\mathbb{R})$ defined by
$T\left(a x^{2}+b x+c\right)=a x^{2}+(a+2 b+c) x+(3 a-2 b-c)$,
where $a, b$, and $c$ are arbitrary constants.
(a) Show that $\operatorname{Ker}(T)$ consists of all polynomials of the form $b(x-2)$, and hence, find its dimension.
(b) Find $\operatorname{Rng}(T)$ and its dimension.
16. Consider the linear transformation $T: P_{2}(\mathbb{R}) \rightarrow$ $P_{1}(\mathbb{R})$ defined by

$$
T\left(a x^{2}+b x+c\right)=(a+b)+(b-c) x,
$$

where $a, b$, and $c$ are arbitrary real numbers. Determine $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and their dimensions.
17. Consider the linear transformation $T: P_{1}(\mathbb{R}) \rightarrow$ $P_{2}(\mathbb{R})$ defined by

$$
T(a x+b)=(b-a)+(2 b-3 a) x+b x^{2} .
$$

Determine $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and their dimensions.
18. Consider the linear transformation $T: M_{2}(\mathbb{R}) \rightarrow$ $P_{2}(\mathbb{R})$ defined by

$$
T\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)=(a-b+d)+(-a+b-d) x^{2} .
$$

Determine $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and their dimensions.
19. Consider the linear transformation $T: \mathbb{R}^{2} \rightarrow M_{23}(\mathbb{R})$ defined by

$$
T(x, y)=\left[\begin{array}{ccc}
-x-y & 0 & 2 x+2 y \\
0 & 3 x+3 y & -9 x-9 y
\end{array}\right] .
$$

Determine $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and their dimensions.
20. Consider the linear transformation $T: M_{24}(\mathbb{R}) \rightarrow$ $M_{42}(\mathbb{R})$ defined by

$$
T(A)=A^{T} .
$$

Determine $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and their dimensions.
21. Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ and $\left\{\mathbf{w}_{1}, \mathbf{w}_{2}\right\}$ be bases for real vector spaces $V$ and $W$, respectively, and let $T: V \rightarrow W$ be the linear transformation satisfying

$$
\begin{gathered}
T\left(\mathbf{v}_{1}\right)=2 \mathbf{w}_{1}-\mathbf{w}_{2}, \quad T\left(\mathbf{v}_{2}\right)=\mathbf{w}_{1}-\mathbf{w}_{2}, \\
T\left(\mathbf{v}_{3}\right)=\mathbf{w}_{1}+2 \mathbf{w}_{2} .
\end{gathered}
$$

Find $\operatorname{Ker}(T), \operatorname{Rng}(T)$, and their dimensions.
22. (a) Let $T: V \rightarrow W$ be a linear transformation, and suppose that $\operatorname{dim}[V]=n$. If $\operatorname{Ker}(T)=\{\mathbf{0}\}$ and $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is any basis for $V$, prove that

$$
\left\{T\left(\mathbf{v}_{1}\right), T\left(\mathbf{v}_{2}\right), \ldots, T\left(\mathbf{v}_{n}\right)\right\}
$$

is a basis for $\operatorname{Rng}(T)$. (This fills in the missing details in the proof of Theorem 6.3.8.)
(b) Show that the conclusion from part (a) fails to hold if $\operatorname{Ker}(T) \neq\{\mathbf{0}\}$.
23. Let $T: V \rightarrow W$ and $S: V \rightarrow W$ be linear transformations, and assume that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ spans $V$. Prove that if $T\left(\mathbf{v}_{i}\right)=S\left(\mathbf{v}_{i}\right)$ for each $i=1,2, \ldots, k$, then $T=S$; that is, $T(\mathbf{v})=S(\mathbf{v})$ for each $\mathbf{v} \in V$.
24. Let $V$ be a vector space with basis $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ and suppose $T: V \rightarrow W$ is a linear transformation such that $T\left(\mathbf{v}_{i}\right)=\mathbf{0}$ for each $i=1,2, \ldots, k$. Prove that $T$ is the zero transformation; that is, $T(\mathbf{v})=\mathbf{0}$ for each $\mathbf{v} \in V$.

### 6.4 Additional Properties of Linear Transformations

One of the aims of this section is to establish that all real vector spaces of (finite) dimension $n$ are essentially the same as $\mathbb{R}^{n}$. In order to do so, we need to consider the composition of linear transformations.

## DEFINITION 6.4.1

Let $T_{1}: U \rightarrow V$ and $T_{2}: V \rightarrow W$ be two linear transformations. ${ }^{3}$ We define the composition, or product, $T_{2} T_{1}: U \rightarrow W$ by

$$
\left(T_{2} T_{1}\right)(\mathbf{u})=T_{2}\left(T_{1}(\mathbf{u})\right) \quad \text { for all } \mathbf{u} \in U .
$$

The composition is illustrated in Figure 6.4.1. Our first result establishes that $T_{2} T_{1}$ is a linear transformation.


Figure 6.4.1: The composition of two linear transformations.

Theorem 6.4.2 Let $T_{1}: U \rightarrow V$ and $T_{2}: V \rightarrow W$ be linear transformations. Then $T_{2} T_{1}: U \rightarrow W$ is a linear transformation.

Proof Let $\mathbf{u}_{1}, \mathbf{u}_{2}$ be arbitrary vectors in $U$, and let $c$ be a scalar. We must prove that

$$
\begin{equation*}
\left(T_{2} T_{1}\right)\left(\mathbf{u}_{1}+\mathbf{u}_{2}\right)=\left(T_{2} T_{1}\right)\left(\mathbf{u}_{1}\right)+\left(T_{2} T_{1}\right)\left(\mathbf{u}_{2}\right) \tag{6.4.1}
\end{equation*}
$$

[^40]and that
\[

$$
\begin{equation*}
\left(T_{2} T_{1}\right)\left(c \mathbf{u}_{1}\right)=c\left(T_{2} T_{1}\right)\left(\mathbf{u}_{1}\right) . \tag{6.4.2}
\end{equation*}
$$

\]

Consider first Equation (6.4.1). We have

$$
\begin{aligned}
\left(T_{2} T_{1}\right)\left(\mathbf{u}_{1}+\mathbf{u}_{2}\right) & =T_{2}\left(T_{1}\left(\mathbf{u}_{1}+\mathbf{u}_{2}\right)\right) & & \text { (definition of } \left.T_{2} T_{1}\right) \\
& =T_{2}\left(T_{1}\left(\mathbf{u}_{1}\right)+T_{1}\left(\mathbf{u}_{2}\right)\right) & & \left(\text { using the linearity of } T_{1}\right) \\
& =T_{2}\left(T_{1}\left(\mathbf{u}_{1}\right)\right)+T_{2}\left(T_{1}\left(\mathbf{u}_{2}\right)\right) & & \left(\text { using the linearity of } T_{2}\right) \\
& =\left(T_{2} T_{1}\right)\left(\mathbf{u}_{1}\right)+\left(T_{2} T_{1}\right)\left(\mathbf{u}_{2}\right), & & \left(\text { definition of } T_{2} T_{1}\right)
\end{aligned}
$$

so that (6.4.1) is satisfied. We leave the proof of (6.4.2) as an exercise (Problem 39).
Observe in Definition 6.4.1 that the outputs from the linear transformation $T_{1}$ become the inputs for the linear transformation $T_{2}$ when computing the composition $T_{2} T_{1}$. For this reason, we observe that forming the composition $T_{1} T_{2}$ may not even be possible, since the outputs of $T_{2}$ may not be acceptable inputs for $T_{1}$. Even when both compositions $T_{1} T_{2}$ and $T_{2} T_{1}$ make sense, they may not be the same linear transformation. These observations will be apparent in the examples that follow.

Example 6.4.3 Let $T_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $T_{2}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$ be linear transformations with matrices $A$ and $B$, respectively. Determine the linear transformation $T_{2} T_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$.

Solution: From Definition 6.4.1, for any vector x in $\mathbb{R}^{n}$, we have

$$
\left(T_{2} T_{1}\right)(\mathbf{x})=T_{2}\left(T_{1}(\mathbf{x})\right)=T_{2}(A \mathbf{x})=B(A \mathbf{x})=(B A) \mathbf{x}
$$

Consequently, $T_{2} T_{1}$ is the linear transformation with matrix $B A$. Note that $A$ is an $m \times n$ matrix and $B$ is a $p \times m$ matrix, so that the matrix product $B A$ is defined, with size $p \times n$.

Example 6.4.4 Let $T_{1}: M_{n}(\mathbb{R}) \rightarrow M_{n}(\mathbb{R})$ and $T_{2}: M_{n}(\mathbb{R}) \rightarrow \mathbb{R}$ be the linear transformations defined by

$$
T_{1}(A)=A+A^{T}, \quad T_{2}(A)=\operatorname{tr}(A) .
$$

Determine $T_{2} T_{1}$.
Solution: In this case, $T_{2} T_{1}: M_{n}(\mathbb{R}) \rightarrow \mathbb{R}$ is defined by

$$
\left(T_{2} T_{1}\right)(A)=T_{2}\left(T_{1}(A)\right)=T_{2}\left(A+A^{T}\right)=\operatorname{tr}\left(A+A^{T}\right) .
$$

This can be written in the equivalent form

$$
\left(T_{2} T_{1}\right)(A)=2 \operatorname{tr}(A) .
$$

As a specific example, consider the matrix $A=\left[\begin{array}{rr}2 & -1 \\ -3 & 6\end{array}\right]$. We have

$$
T_{1}(A)=A+A^{T}=\left[\begin{array}{rr}
4 & -4 \\
-4 & 12
\end{array}\right]
$$

so that

$$
T_{2}\left(T_{1}(A)\right)=\operatorname{tr}\left(\left[\begin{array}{rr}
4 & -4 \\
-4 & 12
\end{array}\right]\right)=16 .
$$

Example 6.4.5 Let $T_{1}: M_{2}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ be defined by

$$
T_{1}\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)=(a+b)+(b+c) x+(c+d) x^{2}
$$

and let $T_{2}: P_{2}(\mathbb{R}) \rightarrow P_{1}(\mathbb{R})$ be defined by

$$
T_{2}(p(x))=p^{\prime}(x) .
$$

Determine $\operatorname{Ker}\left(T_{2} T_{1}\right), \operatorname{Rng}\left(T_{2} T_{1}\right)$, and their dimensions.
Solution: In this case, $T_{2} T_{1}: M_{2}(\mathbb{R}) \rightarrow P_{1}(\mathbb{R})$ is defined by

$$
\left(T_{2} T_{1}\right)\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)=T_{2}\left((a+b)+(b+c) x+(c+d) x^{2}\right)=(b+c)+2(c+d) x
$$

To compute $\operatorname{Ker}\left(T_{2} T_{1}\right)$, we must set $\left(T_{2} T_{1}\right)\left(\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]\right)=0$. That is,

$$
(b+c)+(c+d) x=0, \quad \text { which implies that } \quad b+c=0 \quad \text { and } \quad c+d=0 .
$$

Solving this system, we set $d=t$, then $c=-t, b=t$, and $a=s$, where $s$ and $t$ are free variables. Hence,

$$
\operatorname{Ker}\left(T_{2} T_{1}\right)=\left\{\left[\begin{array}{rr}
s & t \\
-t & t
\end{array}\right]: s, t \in \mathbb{R}\right\} .
$$

Therefore, a basis for $\operatorname{Ker}\left(T_{2} T_{1}\right)$ is given by

$$
\left\{\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{rr}
0 & 1 \\
-1 & 1
\end{array}\right]\right\} .
$$

Hence, $\operatorname{dim}\left[\operatorname{Ker}\left(T_{2} T_{1}\right)\right]=2$.
For $\operatorname{Rng}\left(T_{2} T_{1}\right)$, we can appeal to the Rank-Nullity Theorem (Theorem 6.3.8) to observe that since $M_{2}(\mathbb{R})$ is four-dimensional, we have

$$
\operatorname{dim}\left[\operatorname{Rng}\left(T_{2} T_{1}\right)\right]=4-\operatorname{dim}\left[\operatorname{Ker}\left(T_{2} T_{1}\right)\right]=4-2=2
$$

However, since $P_{1}(\mathbb{R})$ is 2-dimensional and contains $\operatorname{Rng}\left(T_{2} T_{1}\right)$ as a subspace, we conclude that $\operatorname{Rng}\left(T_{2} T_{1}\right)=P_{1}(\mathbb{R})$. Hence, any basis for $P_{1}(\mathbb{R})$, such as $\{1, x\}$, is a suitable basis for $\operatorname{Rng}\left(T_{2} T_{1}\right)$.

We now extend the definitions of one-to-one and onto, which should be familiar in the case of a function of a single variable $f: \mathbb{R} \rightarrow \mathbb{R}$, to the case of arbitrary linear transformations.

## DEFINITION 6.4.6

A linear transformation $T: V \rightarrow W$ is said to be

1. one-to-one if distinct elements in $V$ are mapped via $T$ to distinct elements in $W$; that is, whenever $\mathbf{v}_{1} \neq \mathbf{v}_{2}$ in $V$, we have $T\left(\mathbf{v}_{1}\right) \neq T\left(\mathbf{v}_{2}\right)$.
2. onto if the range of $T$ is the whole of $W$; that is, if every $\mathbf{w} \in W$ is the image under $T$ of at least one vector $\mathbf{v} \in V$.

Example 6.4.7 The linear transformation $T: M_{2}(\mathbb{R}) \rightarrow \mathbb{R}$ defined by $T(A)=\operatorname{tr}(A)$ is not one-to-one, since it is possible to find two distinct matrices $A$ and $B$ for which $T(A)=T(B)$. For instance, we can take $A=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ and $B=\left[\begin{array}{ll}0 & 2 \\ 0 & 0\end{array}\right]$, but $\operatorname{tr}(A)=\operatorname{tr}(B)=0$. Many other choices of $A$ and $B$ can also be used to illustrate this.

On the other hand, $T$ is onto, since every real number $w \in \mathbb{R}$ is the image of some matrix in $M_{2}(\mathbb{R})$; for example, take $A=\left[\begin{array}{ll}w & 0 \\ 0 & 0\end{array}\right]$. Then $T(A)=w$, as desired. Again, many other choices for $A$ are possible here.

The following theorem can be helpful in determining whether a given linear transformation is one-to-one.

Theorem 6.4.8 Let $T: V \rightarrow W$ be a linear transformation. Then $T$ is one-to-one if and only if $\operatorname{Ker}(T)=\{\mathbf{0}\}$.

Proof Since $T$ is a linear transformation, we have $T(\mathbf{0})=\mathbf{0}$. Thus, if $T$ is one-to-one, there can be no other vector $\mathbf{v}$ in $V$ satisfying $T(\mathbf{v})=\mathbf{0}$, and so, $\operatorname{Ker}(T)=\{\mathbf{0}\}$.

Conversely, suppose that $\operatorname{Ker}(T)=\{\mathbf{0}\}$. If $\mathbf{v}_{1} \neq \mathbf{v}_{2}$, then $\mathbf{v}_{1}-\mathbf{v}_{2} \neq \mathbf{0}$, and therefore since $\operatorname{Ker}(T)=\{\mathbf{0}\}, T\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right) \neq \mathbf{0}$. Hence, by the linearity of $T, T\left(\mathbf{v}_{1}\right)-T\left(\mathbf{v}_{2}\right) \neq \mathbf{0}$, or equivalently, $T\left(\mathbf{v}_{1}\right) \neq T\left(\mathbf{v}_{2}\right)$. Thus, if $\operatorname{Ker}(T)=\{\mathbf{0}\}$, then $T$ is one-to-one.

For instance, our calculations in Example 6.3 .7 showed that $\operatorname{Ker}(T)=\{\mathbf{0}\}$, so the linear transformation $T$ in that example is one-to-one.

We now have the following characterization of one-to-one and onto in terms of the kernel and range of $T$ :

The linear transformation $T: V \rightarrow W$ is

1. one-to-one if and only if $\operatorname{Ker}(T)=\{\mathbf{0}\}$.
2. onto if and only if $\operatorname{Rng}(T)=W$.

Example 6.4.9 Since the linear transformation $T_{2} T_{1}$ in Example 6.4.5 has $\operatorname{Ker}\left(T_{2} T_{1}\right) \neq\{\mathbf{0}\}$ and $\operatorname{Rng}\left(T_{2} T_{1}\right)=P_{1}(\mathbb{R})$, we conclude that $T_{2} T_{1}$ is onto, but not one-to-one.

Example 6.4.10 If $T: \mathbb{R}^{7} \rightarrow \mathbb{R}^{5}$ is a linear transformation and $\operatorname{Ker}(T)$ is two-dimensional, then by Theorem 6.3.8, we have that $\operatorname{Rng}(T)$ is five-dimensional, and hence $\operatorname{Rng}(T)=W$. That is, $T$ is onto.

Example 6.4.11 If $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{6}$ is a linear transformation and $\operatorname{Rng}(T)$ is three-dimensional, then by Theorem 6.3.8, $\operatorname{Ker}(T)=\{\mathbf{0}\}$, so $T$ must be one-to-one.

Example 6.4.12 Consider the linear transformation $T: P_{2}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ defined by

$$
T\left(a+b x+c x^{2}\right)=(2 a-b+c)+(b-2 a) x+c x^{2}
$$

Determine whether $T$ is one-to-one, onto, both, or neither.

Solution: To determine whether $T$ is one-to-one, we find $\operatorname{Ker}(T)$. For the given transformation, we have

$$
\begin{aligned}
\operatorname{Ker}(T) & =\left\{p \in P_{2}(\mathbb{R}): T(p)=0\right\} \\
& =\left\{a+b x+c x^{2}: T\left(a+b x+c x^{2}\right)=0 \text { for all } x\right\} \\
& =\left\{a+b x+c x^{2}:(2 a-b+c)+(b-2 a) x+c x^{2}=0 \text { for all } x\right\} .
\end{aligned}
$$

But,

$$
(2 a-b+c)+(b-2 a) x+c x^{2}=0
$$

for all real $x$, if and only if

$$
c=0, \quad b-2 a=0, \quad 2 a-b+c=0 .
$$

These equations are satisfied if and only if

$$
c=0, \quad b=2 a,
$$

so that

$$
\begin{aligned}
\operatorname{Ker}(T) & =\left\{a+b x+c x^{2}: c=0, b=2 a\right\} \\
& =\{a(1+2 x): a \in \mathbb{R}\} .
\end{aligned}
$$

Since the kernel of $T$ contains nonzero vectors, Theorem 6.4.8 implies that $T$ is not one-to-one. To determine whether $T$ is onto, we can check whether or not $\operatorname{Rng}(T)=P_{2}(\mathbb{R})$. However, there is a shorter method, using Theorem 6.3.8. Since the vectors in $\operatorname{Ker}(T)$ consist of all scalar multiples of the nonzero polynomial $p_{1}(x)=1+2 x, \operatorname{Ker}(T)=$ $\operatorname{span}\{1+2 x\}$, and so $\operatorname{dim}[\operatorname{Ker}(T)]=1$. Further, $\operatorname{since} \operatorname{dim}\left[P_{2}(\mathbb{R})\right]=3$, from Theorem 6.3.8, we have

$$
1+\operatorname{dim}[\operatorname{Rng}(T)]=3,
$$

which implies that

$$
\operatorname{dim}[\operatorname{Rng}(T)]=2 .
$$

Thus, $\operatorname{Rng}(T)$ is a two-dimensional subspace of the three-dimensional vector space $P_{2}(\mathbb{R})$, and so $\operatorname{Rng}(T) \neq P_{2}(\mathbb{R})$. Hence, $T$ is not onto. Thus, $T$ is neither one-to-one nor onto.

Let us explore the relationship between the one-to-one and onto properties of a linear transformation $T: V \rightarrow W$ and the dimensions of $V$ and $W$ a bit further. We have the following useful result.

Corollary 6.4.13 Let $T: V \rightarrow W$ be a linear transformation, and assume that $V$ and $W$ are both finitedimensional. Then

1. If $T$ is one-to-one, then $\operatorname{dim}[V] \leq \operatorname{dim}[W]$.
2. If $T$ is onto, then $\operatorname{dim}[V] \geq \operatorname{dim}[W]$.
3. If $T$ is one-to-one and onto, then $\operatorname{dim}[V]=\operatorname{dim}[W]$.

Proof We appeal once more to Theorem 6.3.8. To prove (1), assume that $T: V \rightarrow W$ is one-to-one. Then by Theorem 6.4.8, we see that $\operatorname{dim}[\operatorname{Ker}(T)]=0$. Thus, Theorem 6.3.8 implies that $\operatorname{dim}[V]=\operatorname{dim}[\operatorname{Rng}(T)]$. But $\operatorname{Rng}(T)$ is a subspace of $W$, and so by Corollary 4.6.14, $\operatorname{dim}[\operatorname{Rng}(T)] \leq \operatorname{dim}[W]$. Hence, $\operatorname{dim}[V] \leq \operatorname{dim}[W]$.

To prove (2), assume that $T$ is onto. Then $\operatorname{Rng}(T)=W$, so Theorem 6.3.8 can be rewritten as

$$
\operatorname{dim}[V]=\operatorname{dim}[\operatorname{Ker}(T)]+\operatorname{dim}[W],
$$

which immediately shows that $\operatorname{dim}[W] \leq \operatorname{dim}[V]$.
Finally, (3) is an immediate consequence of (1) and (2).
In many situations, Corollary 6.4 .13 can be used in contrapositive form to eliminate the possibility of a one-to-one or onto linear transformation from $V$ to $W$. For instance, if $\operatorname{dim}[V]<\operatorname{dim}[W]$, then part (2) of Corollary 6.4.13 implies at once that there can be no onto linear transformation from $V$ to $W$. For a specific example, no linear transformation $T: M_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{5}$ can be onto, since this would imply that $\operatorname{dim}\left[M_{2}(\mathbb{R})\right] \geq \operatorname{dim}\left[\mathbb{R}^{5}\right]$, a contradiction.

In a similar way, if $\operatorname{dim}[V]>\operatorname{dim}[W]$, then part (1) of Corollary 6.4.13 implies at once that there can be no one-to-one linear transformation from $V$ to $W$. For a specific example, no linear transformation $T: M_{3}(\mathbb{R}) \rightarrow \mathbb{R}^{5}$ can be one-to-one, since this would imply that $\operatorname{dim}\left[M_{3}(\mathbb{R})\right] \leq \operatorname{dim}\left[\mathbb{R}^{5}\right]$, a contradiction. Likewise, we could have used this type of reasoning to arrive at the conclusion that the linear transformation in Example 6.4.7 cannot be one-to-one.

From part (3) of Corollary 6.4.13, it follows that a necessary condition on $T: V \rightarrow$ $W$ for $T$ to be both one-to-one and onto is that $\operatorname{dim}[V]=\operatorname{dim}[W]$. The reader must be careful not to take this conclusion too far. In particular, if two vector spaces $V$ and $W d o$ have the same dimension, this does not guarantee that any given linear transformation $T: V \rightarrow W$ is both one-to-one and onto. This point is well-illustrated by Example 6.4.12. However, if we know in advance that two finite-dimensional vector spaces $V$ and $W$ have the same dimension, then we can draw the following conclusion regarding a linear transformation between them.

## Proposition 6.4.14

Assume $V$ and $W$ are finite-dimensional vector spaces with $\operatorname{dim}[V]=\operatorname{dim}[W]$. If $T: V \rightarrow W$ is a linear transformation, then $T$ is one-to-one if and only if $T$ is onto.

The proof of Proposition 6.4.14 uses Theorem 6.3.8 in like manner to that done in the proof of Corollary 6.4.13 and is left as an exercise (Problem 40). The utility of Proposition 6.4.14 is that, for a linear transformation $T$ between vector spaces $V$ and $W$ of the same dimension, if we show that $T$ is one-to-one, it automatically follows that $T$ is also onto. Alternatively, if we show that $T$ is onto, then it automatically follows that $T$ is one-to-one. In this way, only one of the two properties, one-to-one or onto, needs to be explicitly verified.

The following table summarizes our discussion above.
Suppose $V$ and $W$ are vector spaces of dimensions $n$ and $m$, respectively, and suppose $T: V \rightarrow W$ is a linear transformation.

| Property of $T$ | $n>m$ | $n<m$ | $n=m$ |
| :---: | :---: | :---: | :--- |
| $T$ is onto | Maybe | No | Maybe |
| $T$ is one-to-one | No | Maybe | Maybe |

If $T: V \rightarrow W$ is both one-to-one and onto, then for each $\mathbf{w} \in W$, there is a unique $\mathbf{v} \in V$ such that $T(\mathbf{v})=\mathbf{w}$. We can therefore define a mapping $T^{-1}: W \rightarrow V$ by

$$
T^{-1}(\mathbf{w})=\mathbf{v} \text { if and only if } \mathbf{w}=T(\mathbf{v}) .
$$

This mapping satisfies the basic properties of an inverse; namely,

$$
T^{-1}(T(\mathbf{v}))=\mathbf{v} \text { for all } \mathbf{v} \in V
$$

and

$$
T\left(T^{-1}(\mathbf{w})\right)=\mathbf{w} \text { for all } \mathbf{w} \in W .
$$

We call $T^{-1}$ the inverse transformation to $T$. Again we stress that $T^{-1}$ exists if and only if $T$ is both one-to-one and onto, in which case we call $T$ an invertible linear transformation. We leave it as an exercise to verify that $T^{-1}$ is a linear transformation (Problem 41).

## DEFINITION 6.4.15

Let $T: V \rightarrow W$ be a linear transformation. If $T$ is both one-to-one and onto, then the linear transformation $T^{-1}: W \rightarrow V$ defined by

$$
T^{-1}(\mathbf{w})=\mathbf{v} \text { if and only if } \mathbf{w}=T(\mathbf{v})
$$

is called the inverse transformation to $T$.
For linear transformations $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, the following theorem characterizes the existence of an inverse transformation.

Theorem 6.4.16 Let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a linear transformation with matrix $A$. Then $T^{-1}$ exists if and only if $\operatorname{det}(A) \neq 0$. Furthermore, $T^{-1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a linear transformation with matrix $A^{-1}$.

Proof We have

$$
\operatorname{Ker}(T)=\left\{\mathbf{x} \in \mathbb{R}^{n}: A \mathbf{x}=\mathbf{0}\right\} .
$$

Hence, $T$ is one-to-one if and only if the homogeneous linear system $A \mathbf{x}=\mathbf{0}$ has only the trivial solution. But this is true if and only if $\operatorname{det}(A) \neq 0$. Furthermore,

$$
\operatorname{Rng}(T)=\left\{A \mathbf{x}: \mathbf{x} \in \mathbb{R}^{n}\right\}=\operatorname{colspace}(A) .
$$

Consequently,

$$
\begin{aligned}
T \text { is onto } & \Longleftrightarrow \operatorname{colspace}(A)=\mathbb{R}^{n} \\
& \Longleftrightarrow \text { the column vectors of } A \text { span } \mathbb{R}^{n} \\
& \Longleftrightarrow \text { the columns of } A \text { are linearly independent } \\
& \Longleftrightarrow \operatorname{det}(A) \neq 0,
\end{aligned}
$$

where we have used the Invertible Matrix Theorem (Theorem 4.10.1) for the last two equivalences. Hence, $T$ is both one-to-one and onto if and only if $\operatorname{det}(A) \neq 0$. That is, $T^{-1}$ exists if and only if $\operatorname{det}(A) \neq 0$.

Finally, if $\operatorname{det}(A) \neq 0$, then $A^{-1}$ exists, so that

$$
T(\mathbf{x})=\mathbf{y} \Longleftrightarrow A \mathbf{x}=\mathbf{y} \Longleftrightarrow \mathbf{x}=A^{-1} \mathbf{y} .
$$

Consequently, the inverse transformation is

$$
T^{-1}(\mathbf{y})=A^{-1} \mathbf{y},
$$

from which it follows that $T^{-1}$ is itself a linear transformation with matrix $A^{-1}$.

Example 6.4.17 If $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ has matrix $A=\left[\begin{array}{rrr}-1 & 6 & 3 \\ 0 & 3 & -3 \\ 1 & -1 & 2\end{array}\right]$, show that $T^{-1}$ exists and find it.
Solution: It is easily shown that $\operatorname{det}(A)=-30 \neq 0$, so that $A$ is invertible. Consequently, $T^{-1}$ exists and is given by

$$
T^{-1}(\mathbf{x})=A^{-1} \mathbf{x}
$$

Using the Gauss-Jordan technique or the adjoint method, it is found that

$$
A^{-1}=\left[\begin{array}{rrr}
-\frac{1}{10} & \frac{1}{2} & \frac{9}{10} \\
\frac{1}{10} & \frac{1}{6} & \frac{1}{10} \\
\frac{1}{10} & -\frac{1}{6} & \frac{1}{10}
\end{array}\right]
$$

Hence,
$T^{-1}\left(x_{1}, x_{2}, x_{3}\right)=\left(-\frac{1}{10} x_{1}+\frac{1}{2} x_{2}+\frac{9}{10} x_{3}, \frac{1}{10} x_{1}+\frac{1}{6} x_{2}+\frac{1}{10} x_{3}, \frac{1}{10} x_{1}-\frac{1}{6} x_{2}+\frac{1}{10} x_{3}\right)$.

## Isomorphism

Now let $V$ be a (real) vector space of finite dimension $n$, and let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ be a basis for $V$. We define a mapping $T: \mathbb{R}^{n} \rightarrow V$ via

$$
T\left(c_{1}, c_{2}, \ldots, c_{n}\right)=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{n} \mathbf{v}_{n}
$$

where $c_{1}, c_{2}, \ldots, c_{n} \in \mathbb{R}$. It is easy to check that $T$ is a linear transformation. Moreover, since $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is linearly independent, it follows that $\operatorname{Ker}(T)=\{\mathbf{0}\}$, so that $T$ is one-to-one. Furthermore, $\operatorname{Rng}(T)=\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}=V$, so that $T$ is also onto. Since $T$ is both one-to-one and onto, every vector in $V$ occurs as the image of exactly one vector in $\mathbb{R}^{n}$. This transformation has therefore matched up vectors in $\mathbb{R}^{n}$ with vectors in $V$ in such a manner that linear combinations are preserved under the mapping. Such a transformation is called an isomorphism between $\mathbb{R}^{n}$ and $V$. We say that $\mathbb{R}^{n}$ and $V$ are isomorphic.

## DEFINITION 6.4.18

Let $V$ and $W$ be vector spaces. ${ }^{4}$ If there exists a linear transformation $T: V \rightarrow W$ that is both one-to-one and onto, we call $T$ an isomorphism, and we say that $V$ and $W$ are isomorphic vector spaces, written $V \cong W$.

## Remarks

1. If $V$ and $W$ are vector spaces with $\operatorname{dim}[V] \neq \operatorname{dim}[W]$, then $V$ and $W$ cannot be isomorphic, by Corollary 6.4.13.
2. Our discussion above proves that all $n$-dimensional (real) vector spaces are isomorphic to $\mathbb{R}^{n}$. Hence, if $V$ and $W$ are vector spaces with $\operatorname{dim}[V]=\operatorname{dim}[W]=n$, then

$$
V \cong \mathbb{R}^{n} \cong W
$$

[^41]Thus, all (real) $n$-dimensional vector spaces are isomorphic to one another. Hence, in studying properties of the vector space $\mathbb{R}^{n}$, we are really studying all (real) vector spaces of dimension $n$. This illustrates the importance of the vector space $\mathbb{R}^{n}$.

Example 6.4.19 Determine an isomorphism $T: \mathbb{R}^{3} \rightarrow P_{2}(\mathbb{R})$.
Solution: An arbitrary vector in $P_{2}(\mathbb{R})$ can be expressed relative to the standard basis as

$$
a_{0}+a_{1} x+a_{2} x^{2} .
$$

Consequently, an isomorphism between $\mathbb{R}^{3}$ and $P_{2}(\mathbb{R})$ is $T: \mathbb{R}^{3} \rightarrow P_{2}(\mathbb{R})$ defined by

$$
T\left(a_{0}, a_{1}, a_{2}\right)=a_{0}+a_{1} x+a_{2} x^{2} .
$$

It is straightforward to verify that $T$ is one-to-one, onto, and a linear transformation.

Example 6.4.20 Determine an isomorphism $T: \mathbb{R}^{4} \rightarrow M_{2}(\mathbb{R})$.
Solution: An arbitrary vector $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ in $M_{2}(\mathbb{R})$ can be written relative to the standard basis as

$$
A=a\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+b\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+c\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]+d\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .
$$

Hence, we can define an isomorphism $T: \mathbb{R}^{4} \rightarrow M_{2}(\mathbb{R})$ by

$$
T(a, b, c, d)=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] .
$$

Remark In the preceding two examples, note that the given isomorphism $T$ is not unique. For instance, in Example 6.4.20, we could also define an isomorphism $S: \mathbb{R}^{4} \rightarrow$ $M_{2}(\mathbb{R})$ via

$$
S(a, b, c, d)=\left[\begin{array}{ll}
d & c \\
b & a
\end{array}\right] .
$$

In general, isomorphisms are not unique.

Example 6.4.21 For what positive integer $n$ is the vector space $V$ of $3 \times 3$ symmetric matrices over $\mathbb{R}$ isomorphic to $\mathbb{R}^{n}$ ?
Solution: A typical element of $V$ can be written in the form $\left[\begin{array}{lll}a & b & c \\ b & d & e \\ c & e & f\end{array}\right]$, so that we can easily construct an isomorphism $T: V \rightarrow \mathbb{R}^{6}$ via

$$
T\left(\left[\begin{array}{lll}
a & b & c \\
b & d & e \\
c & e & f
\end{array}\right]\right)=(a, b, c, d, e, f)
$$

The reader can verify that $T$ is indeed linear. Moreover, $T$ is clearly one-to-one and onto, hence an isomorphism. Therefore, we conclude that $V$ is isomorphic to $\mathbb{R}^{n}$ for $n=6$.

Finally in this section, we can extend our list of criteria for an $n \times n$ matrix $A$ to be invertible as follows.

Theorem 6.4.22 Let $A$ be an $n \times n$ matrix with real elements, and let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be the matrix transformation defined by $T(\mathbf{x})=A \mathbf{x}$. The following conditions are equivalent:
(a) $A$ is invertible.
(q) $T$ is one-to-one.
(r) $T$ is onto.
(s) $T$ is an isomorphism.

Proof By the Invertible Matrix Theorem, $A$ is invertible if and only if nullspace $(A)=$ $\{\boldsymbol{0}\}$. According to Equation (6.3.1), this is equivalent to the statement that $\operatorname{Ker}(T)=\{\boldsymbol{0}\}$, and Theorem 6.4.8 shows that this is equivalent to the statement that $T$ is one-to-one. Hence, (a) and (q) are equivalent. Now (q) and (r) are equivalent by Proposition 6.4.14, and $(\mathrm{q})$ and $(\mathrm{r})$ together are equivalent to $(\mathrm{s})$ by the definition of an isomorphism.

## Exercises for 6.4

## Key Terms

Composition of linear transformations, One-to-one and onto properties, Inverse transformation, Invertible linear transformation, Isomorphism, Isomorphic vector spaces.

## Skills

- Be able to determine the composition of two (or more) given linear transformations.
- Be able to determine whether a given linear transformation $T: V \rightarrow W$ is one-to-one, onto, both, or neither.
- Be able to use the one-to-one and onto properties of a linear transformation $T: V \rightarrow W$ to draw conclusions about the relationship between $\operatorname{dim}[V]$ and $\operatorname{dim}[W]$.
- Conversely, given information about the dimensions of vector spaces $V$ and $W$, decide quickly whether it is possible for a linear transformation $T: V \rightarrow W$ to be one-to-one and/or onto.
- Be able to determine whether a given linear transformation $T: V \rightarrow W$ has an inverse transformation, and if so, be able to find it.
- Be able to determine whether two vector spaces $V$ and $W$ are isomorphic, and if so, be able to construct an isomorphism $T: V \rightarrow W$.


## True-False Review

For Questions (a)-(1), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) There is no one-to-one linear transformation $T$ : $P_{3}(\mathbb{R}) \rightarrow M_{32}(\mathbb{R})$.
(b) If $V$ denotes the set of all $3 \times 3$ upper triangular matrices, then $V \cong M_{32}(\mathbb{R})$.
(c) If $T_{1}: V_{1} \rightarrow V_{2}$ and $T_{2}: V_{2} \rightarrow V_{3}$, then $\operatorname{Ker}\left(T_{1}\right)$ is a subspace of $\operatorname{Ker}\left(T_{2} T_{1}\right)$.
(d) If $T: M_{2}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ is a linear transformation and $\operatorname{Ker}(T)$ is one-dimensional, then $T$ is onto but not one-to-one.
(e) There is no onto linear transformation $T: M_{2}(\mathbb{R}) \rightarrow$ $P_{4}(\mathbb{R})$.
(f) If $T_{1}: V_{1} \rightarrow V_{2}$ and $T_{2}: V_{2} \rightarrow V_{3}$ are both one-toone, then so is the composition $T_{2} T_{1}: V_{1} \rightarrow V_{3}$.
(g) The linear transformation $T: C^{1}[a, b] \rightarrow C^{0}[a, b]$ given by $T(f)=f^{\prime}$ is both one-to-one and onto.
(h) If $T: P_{3}(\mathbb{R}) \rightarrow M_{23}(\mathbb{R})$ is a linear transformation and $\operatorname{Rng}(T)$ is four-dimensional, then $T$ is one-to-one but not onto.
(i) There is no isomorphism $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ unless $m=n$.
(j) Every real vector space is isomorphic to $\mathbb{R}^{n}$ for some positive integer $n$.
(k) If $T_{1}: V_{1} \rightarrow V_{2}$ and $T_{2}: V_{2} \rightarrow V_{3}$ are linear transformations such that $T_{2}$ is onto, then $T_{2} T_{1}$ is onto.
(l) If $T: \mathbb{R}^{8} \rightarrow \mathbb{R}^{3}$ is an onto linear transformation, then $\operatorname{Ker}(T)$ is five-dimensional.

## Problems

1. Let $T_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $T_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be the linear transformations with matrices

$$
A=\left[\begin{array}{rr}
1 & -1 \\
3 & 2
\end{array}\right], \quad B=\left[\begin{array}{ll}
-1 & 1
\end{array}\right]
$$

respectively. Find $T_{2} T_{1}$. Does $T_{1} T_{2}$ exist? Explain.
2. Let $T_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $T_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the linear transformations with matrices

$$
A=\left[\begin{array}{rr}
-1 & 2 \\
3 & 1
\end{array}\right], \quad B=\left[\begin{array}{rr}
1 & 5 \\
-2 & 0
\end{array}\right]
$$

respectively. Find $T_{1} T_{2}$ and $T_{2} T_{1}$. Does $T_{1} T_{2}=T_{2} T_{1}$ ?
3. Let $T_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$ and $T_{2}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ be the linear transformations with matrices

$$
A=\left[\begin{array}{rr}
2 & -1 \\
0 & 1 \\
1 & 1
\end{array}\right], \quad B=\left[\begin{array}{rrr}
0 & -4 & 3 \\
1 & 0 & 1
\end{array}\right]
$$

respectively. Find $T_{1} T_{2}, \operatorname{Ker}\left(T_{1} T_{2}\right), \operatorname{Rng}\left(T_{1} T_{2}\right), T_{2} T_{1}$, $\operatorname{Ker}\left(T_{2} T_{1}\right)$, and $\operatorname{Rng}\left(T_{2} T_{1}\right)$.
4. Let $T_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $T_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the linear transformations with matrices

$$
A=\left[\begin{array}{ll}
1 & -1 \\
2 & -2
\end{array}\right], \quad B=\left[\begin{array}{rr}
2 & 1 \\
3 & -1
\end{array}\right]
$$

respectively. Find $\operatorname{Ker}\left(T_{1}\right), \operatorname{Ker}\left(T_{2}\right), \operatorname{Ker}\left(T_{1} T_{2}\right)$, and $\operatorname{Ker}\left(T_{2} T_{1}\right)$.
5. Let $T_{1}: M_{n}(\mathbb{R}) \rightarrow M_{n}(\mathbb{R})$ and $T_{2}: M_{n}(\mathbb{R}) \rightarrow$ $M_{n}(\mathbb{R})$ be the linear transformations defined by $T_{1}(A)=A-A^{T}$ and $T_{2}(A)=A+A^{T}$. Show that $T_{2} T_{1}$ is the zero transformation.
6. Define $T_{1}: C^{1}[a, b] \rightarrow C^{0}[a, b]$ and $T_{2}:$ $C^{0}[a, b] \rightarrow C^{1}[a, b]$ by

$$
\begin{aligned}
T_{1}(f) & =f^{\prime} \\
{\left[T_{2}(f)\right](x) } & =\int_{a}^{x} f(t) d t, \quad a \leq x \leq b
\end{aligned}
$$

(a) If $f(x)=\sin (x-a)$, find

$$
\left[T_{1}(f)\right](x) \quad \text { and } \quad\left[T_{2}(f)\right](x)
$$

and show that, for the given function,

$$
\left[T_{1} T_{2}\right](f)=\left[T_{2} T_{1}\right](f)=f
$$

(b) Show that for general functions $f$ and $g$,

$$
\left[T_{1} T_{2}\right](f)=f, \quad\left\{\left[T_{2} T_{1}\right](g)\right\}(x)=g(x)-g(a)
$$

7. Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ be a basis for the vector space $V$, and suppose that $T_{1}: V \rightarrow V$ and $T_{2}: V \rightarrow V$ are the linear transformations satisfying

$$
\begin{array}{ll}
T_{1}\left(\mathbf{v}_{1}\right)=\mathbf{v}_{1}-\mathbf{v}_{2}, & T_{1}\left(\mathbf{v}_{2}\right)=2 \mathbf{v}_{1}+\mathbf{v}_{2} \\
T_{2}\left(\mathbf{v}_{1}\right)=\mathbf{v}_{1}+2 \mathbf{v}_{2}, & T_{2}\left(\mathbf{v}_{2}\right)=3 \mathbf{v}_{1}-\mathbf{v}_{2}
\end{array}
$$

Determine $\left(T_{2} T_{1}\right)(\mathbf{v})$ for an arbitrary vector $\mathbf{v}$ in $V$.
8. Repeat Problem 7 under the assumption

$$
\begin{array}{ll}
T_{1}\left(\mathbf{v}_{1}\right)=3 \mathbf{v}_{1}+\mathbf{v}_{2}, & T_{1}\left(\mathbf{v}_{2}\right)=\mathbf{0} \\
T_{2}\left(\mathbf{v}_{1}\right)=-5 \mathbf{v}_{2}, & T_{2}\left(\mathbf{v}_{2}\right)=-\mathbf{v}_{1}+6 \mathbf{v}_{2}
\end{array}
$$

9. Is the linear transformation $T_{2} T_{1}$ in Example 6.4.4 one-to-one, onto, both, or neither? Explain your answer.

For Problems $10-14$, find $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$, and hence, determine whether the given transformation is one-to-one, onto, both, or neither. If $T^{-1}$ exists, find it.
10. $T(\mathbf{x})=A \mathbf{x}$, where $A=\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right]$.
11. $T(\mathbf{x})=A \mathbf{x}$, where $A=\left[\begin{array}{ll}4 & 2 \\ 1 & 3\end{array}\right]$.
12. $T(\mathbf{x})=A \mathbf{x}$, where $A=\left[\begin{array}{rr}1 & 2 \\ -2 & -4\end{array}\right]$.
13. $T(\mathbf{x})=A \mathbf{x}$, where $A=\left[\begin{array}{rrr}1 & 2 & -1 \\ 2 & 5 & 1\end{array}\right]$.
14. $T(\mathbf{x})=A \mathbf{x}$, where $A=\left[\begin{array}{lll}0 & 1 & 2 \\ 3 & 4 & 5 \\ 5 & 4 & 3 \\ 2 & 1 & 0\end{array}\right]$.
15. Suppose $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ is a linear transformation such that $T(1,0,0)=(4,5), T(0,1,0)=(-1,1)$, and $T(2,1,-3)=(7,-1)$.
(a) Find the matrix of $T$.
(b) Is $T$ one-to-one, onto, both, or neither? Explain briefly.
16. Let $V$ be a vector space and define $T: V \rightarrow V$ by $T(\mathbf{x})=\lambda \mathbf{x}$, where $\lambda$ is a nonzero scalar. Show that $T$ is a linear transformation that is one-to-one and onto, and find $T^{-1}$.
17. Define $T: P_{1}(\mathbb{R}) \rightarrow P_{1}(\mathbb{R})$ by

$$
T(a x+b)=(2 b-a) x+(b+a)
$$

Show that $T$ is both one-to-one and onto, and find $T^{-1}$.
18. Define $T: P_{2}(\mathbb{R}) \rightarrow P_{1}(\mathbb{R})$ by

$$
T\left(a x^{2}+b x+c\right)=(a-b) x+c
$$

Determine whether $T$ is one-to-one, onto, both, or neither. Find $T^{-1}$ or explain why it does not exist.
19. Define $T: P_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{2}$ by

$$
T\left(a x^{2}+b x+c\right)=(a-3 b+2 c, b-c)
$$

Determine whether $T$ is one-to-one, onto, both, or neither. Find $T^{-1}$ or explain why it does not exist.
20. Let $V$ denote the vector space of $2 \times 2$ symmetric matrices and define $T: V \rightarrow P_{2}(\mathbb{R})$ by

$$
T\left(\left[\begin{array}{ll}
a & b \\
b & c
\end{array}\right]\right)=a x^{2}+b x+c
$$

Determine whether $T$ is one-to-one, onto, both, or neither. Find $T^{-1}$ or explain why it does not exist.
21. Define $T: \mathbb{R}^{3} \rightarrow M_{2}(\mathbb{R})$ by

$$
T(a, b, c)=\left[\begin{array}{cc}
-a+3 c & a-b-c \\
2 a+b & 0
\end{array}\right]
$$

Determine whether $T$ is one-to-one, onto, both, or neither. Find $T^{-1}$ or explain why it does not exist.
22. Define $T: M_{2}(\mathbb{R}) \rightarrow P_{3}(\mathbb{R})$ by

$$
\begin{aligned}
T\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)= & (a-b+d)+(2 a+b) x+c x^{2} \\
& +(4 a-b+2 d) x^{3}
\end{aligned}
$$

Determine whether $T$ is one-to-one, onto, both, or neither. Find $T^{-1}$ or explain why it does not exist.
23. Let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ be a basis for the vector space $V$, and suppose that $T: V \rightarrow V$ is a linear transformation. If $T\left(\mathbf{v}_{1}\right)=\mathbf{v}_{1}+2 \mathbf{v}_{2}$ and $T\left(\mathbf{v}_{2}\right)=2 \mathbf{v}_{1}-3 \mathbf{v}_{2}$, determine whether $T$ is one-to-one, onto, both, or neither. Find $T^{-1}$ or explain why it does not exist.
24. Let $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ be a basis for the vector space $V$, and suppose that $T_{1}: V \rightarrow V$ and $T_{2}: V \rightarrow V$ are the linear transformations satisfying

$$
\begin{array}{ll}
T_{1}\left(\mathbf{v}_{1}\right)=\mathbf{v}_{1}+\mathbf{v}_{2}, & T_{1}\left(\mathbf{v}_{2}\right)=\mathbf{v}_{1}-\mathbf{v}_{2} \\
T_{2}\left(\mathbf{v}_{1}\right)=\frac{1}{2}\left(\mathbf{v}_{1}+\mathbf{v}_{2}\right), & T_{2}\left(\mathbf{v}_{2}\right)=\frac{1}{2}\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right)
\end{array}
$$

Find $\left(T_{1} T_{2}\right)(\mathbf{v})$ and $\left(T_{2} T_{1}\right)(\mathbf{v})$ for an arbitrary vector in $V$ and show that $T_{2}=T_{1}^{-1}$.
25. Determine an isomorphism between $\mathbb{R}^{2}$ and the vector space $P_{1}(\mathbb{R})$.
26. Determine an isomorphism between $\mathbb{R}^{3}$ and the subspace of $M_{2}(\mathbb{R})$ consisting of all upper triangular matrices.
27. Determine an isomorphism between $\mathbb{R}$ and the subspace of $M_{2}(\mathbb{R})$ consisting of all skew-symmetric matrices.
28. Determine an isomorphism between $\mathbb{R}^{3}$ and the subspace of $M_{2}(\mathbb{R})$ consisting of all symmetric matrices.
29. Let $V$ denote the vector space of all $4 \times 4$ upper triangular matrices. Find $n$ such that $V \cong \mathbb{R}^{n}$, and construct an isomorphism.
30. Let $V$ denote the subspace of $P_{8}(\mathbb{R})$ consisting of all polynomials whose coefficients of odd powers of $x$ are all zero. Find $n$ such that $V \cong \mathbb{R}^{n}$, and construct an isomorphism.
31. Let $V$ denote the vector space of all $3 \times 3$ skewsymmetric matrices over $\mathbb{R}$. For what positive integer $n$ is $V$ isomorphic to $\mathbb{R}^{n}$. Construct an isomorphism.

For Problems 32-35, an invertible linear transformation $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is given. Find a formula for the inverse linear transformation.
32. $T_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by $T_{1}(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{rr}
-4 & -1 \\
2 & 2
\end{array}\right]
$$

33. $T_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by $T_{2}(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{ll}
1 & 1 \\
2 & 3
\end{array}\right]
$$

34. $T_{3}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ defined by $T_{3}(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{lll}
3 & 5 & 1 \\
1 & 2 & 1 \\
2 & 6 & 7
\end{array}\right]
$$

35. $T_{4}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ defined by $T_{4}(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{rrr}
1 & 1 & 3 \\
0 & 1 & 2 \\
3 & 5 & -1
\end{array}\right]
$$

36. Referring to Problems 32-33, compute the matrix of $T_{2} T_{1}$ and the matrix of $T_{1} T_{2}$.
37. Referring to Problems 34-35, compute the matrix of $T_{4} T_{3}$ and the matrix of $T_{3} T_{4}$.
38. Let $T_{1}: V_{1} \rightarrow V_{2}$ and $T_{2}: V_{2} \rightarrow V_{3}$ be linear transformations.
(a) Prove that if $T_{1}$ and $T_{2}$ are both one-to-one, then so is $T_{2} T_{1}: V_{1} \rightarrow V_{3}$.
(b) Prove that if $T_{1}$ and $T_{2}$ are both onto, then so is $T_{2} T_{1}: V_{1} \rightarrow V_{3}$.
(c) Prove that if $T_{1}$ and $T_{2}$ are both isomorphisms, then so is $T_{2} T_{1}: V_{1} \rightarrow V_{3}$.
39. Complete the proof of Theorem 6.4 .2 by verifying Equation (6.4.2).
40. Prove Proposition 6.4.14.
41. If $T: V \rightarrow W$ is an invertible linear transformation (that is, $T^{-1}$ exists), show that $T^{-1}: W \rightarrow V$ is also a linear transformation.
42. Prove that if $T: V \rightarrow V$ is a one-to-one linear transformation, and $V$ is finite-dimensional, then $T^{-1}$ exists.
43. Prove that if $T: V \rightarrow W$ is a one-to-one linear transformation and $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is a linearly independent set of vectors in $V$, then

$$
\left\{T\left(\mathbf{v}_{1}\right), T\left(\mathbf{v}_{2}\right), \ldots, T\left(\mathbf{v}_{k}\right)\right\}
$$

is a linearly independent set of vectors in $W$.
44. Suppose $T: V \rightarrow W$ is a linear transformation and $\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{m}\right\}$ spans $W$. If there exist vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ in $V$ such that $T\left(\mathbf{v}_{i}\right)=\mathbf{w}_{i}$ for each $i=1,2, \ldots, m$, prove that $T$ is onto.
45. Prove that if $T: V \rightarrow W$ is a linear transformation with $\operatorname{dim}[W]=n=\operatorname{dim}[\operatorname{Rng}(T)]$, then $T$ is onto.
46. Let $T_{1}: V \rightarrow V$ and $T_{2}: V \rightarrow V$ be linear transformations and suppose that $T_{2}$ is onto. If

$$
\left(T_{1} T_{2}\right)(\mathbf{v})=\mathbf{v} \text { for all } \mathbf{v} \text { in } V
$$

prove that

$$
\left(T_{2} T_{1}\right)(\mathbf{v})=\mathbf{v} \text { for all } \mathbf{v} \text { in } V
$$

47. Prove that if $T: V \rightarrow V$ is a linear transformation such that $T^{2}=0$ (that is, $T(T(\mathbf{v}))=\mathbf{0}$ for all $\mathbf{v} \in V$ ), then $\operatorname{Rng}(T)$ is a subspace of $\operatorname{Ker}(T)$.

## *6.5 The Matrix of a Linear Transformation

In Section 6.1 we associated an $m \times n$ matrix with any linear transformation $T: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ (see Definition 6.1.16). In an effort to generalize this, let $V$ and $W$ be vector spaces with $\operatorname{dim}[V]=n$ and $\operatorname{dim}[W]=m$. If we fix ordered bases $B$ and $C$ on $V$ and $W$, respectively, we will see that we can uniquely associate an $m \times n$ matrix to any linear transformation $T: V \rightarrow W$. All of the essential information about the linear transformation $T: V \rightarrow W$ can be found in the associated matrix, and therefore all of the ideas we have been developing for linear transformations between finite-dimensional vector spaces can be expressed entirely in the language of matrices. Before we begin, recall from Section 4.7 that the component vector of a vector $\mathbf{v}$ relative to an ordered basis $B$ is denoted $[\mathbf{v}]_{B}$. We proceed as follows.

[^42]
## DEFINITION 6.5.1

Let $V$ and $W$ be vector spaces with ordered bases $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ and $C=$ $\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{m}\right\}$, respectively, and let $T: V \rightarrow W$ be a linear transformation. The $m \times n$ matrix

$$
[T]_{B}^{C}=\left[\left[T\left(\mathbf{v}_{1}\right)\right]_{C},\left[T\left(\mathbf{v}_{2}\right)\right]_{C}, \ldots,\left[T\left(\mathbf{v}_{n}\right)\right]_{C}\right]
$$

is called the matrix representation of $T$ relative to the bases $B$ and $C$. In case $V=W$ and $B=C$, we refer to $[T]_{B}^{B}$ simply as the matrix representation of $T$ relative to the basis $B$.

## Remarks

1. If $V=\mathbb{R}^{n}$ and $W=\mathbb{R}^{m}$ are each equipped with the standard bases, then $[T]_{B}^{C}$ is the same as the matrix of $T$ introduced in Definition 6.1.16.
2. If $V=W$ and $T(\mathbf{v})=\mathbf{v}$ for all $\mathbf{v}$ in $V$ (i.e., $T$ is the identity transformation), then $[T]_{B}^{C}$ is just the change-of-basis matrix from $B$ to $C$ described in Section 4.7.

Example 6.5.2 Recall the linear transformation $T: P_{1}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ defined by

$$
T(a+b x)=(2 a-3 b)+(b-5 a) x+(a+b) x^{2}
$$

in Example 6.3.7. Determine the matrix representation of $T$ relative to the given ordered bases $B$ and $C$.
(a) $B=\{1, x\}$ and $C=\left\{1, x, x^{2}\right\}$.
(b) $B=\{1, x+5\}$ and $C=\left\{1,1+x, 1+x^{2}\right\}$.

## Solution:

(a) We have $T(1)=2-5 x+x^{2}$ and $T(x)=-3+x+x^{2}$, so

$$
[T(1)]_{C}=\left[\begin{array}{r}
2 \\
-5 \\
1
\end{array}\right] \quad \text { and } \quad[T(x)]_{C}=\left[\begin{array}{r}
-3 \\
1 \\
1
\end{array}\right] .
$$

Thus,

$$
[T]_{B}^{C}=\left[\begin{array}{rr}
2 & -3 \\
-5 & 1 \\
1 & 1
\end{array}\right]
$$

(b) We have $T(1)=2-5 x+x^{2}$ and $T(x+5)=7-24 x+6 x^{2}$. Writing

$$
\begin{aligned}
& 2-5 x+x^{2}=a_{1}(1)+a_{2}(1+x)+a_{3}\left(1+x^{2}\right)=\left(a_{1}+a_{2}+a_{3}\right)+a_{2} x+a_{3} x^{2}, \\
& \text { we find that } a_{3}=1, a_{2}=-5 \text {, and } a_{1}=6 \text {. Thus, we have }[T(1)]_{C}=\left[\begin{array}{r}
6 \\
-5 \\
1
\end{array}\right] .
\end{aligned}
$$

Next, we write

$$
7-24 x+6 x^{2}=\left(b_{1}+b_{2}+b_{3}\right)+b_{2} x+b_{3} x^{2}
$$

from which it follows that $b_{3}=6, b_{2}=-24$, and $b_{1}=25$. Thus, we have

$$
[T(x+5)]_{C}=\left[\begin{array}{r}
25 \\
-24 \\
6
\end{array}\right] . \text { Thus, }
$$

$$
[T]_{B}^{C}=\left[\begin{array}{rr}
6 & 25 \\
-5 & -24 \\
1 & 6
\end{array}\right]
$$

Example 6.5.3 Let $T: \mathbb{R}^{3} \rightarrow P_{1}(\mathbb{R})$ be defined by

$$
T(a, b, c)=(a-3 c)+(2 b+c) x
$$

Find $[T]_{B}^{C}$, where

$$
B=\{(1,-1,0),(0,1,2),(-1,2,0)\} \quad \text { and } \quad C=\{1+x, 2+x\}
$$

Solution: The reader can verify these calculations:

$$
\begin{gathered}
{[T(1,-1,0)]_{C}=[1-2 x]_{C}=\left[\begin{array}{r}
-5 \\
3
\end{array}\right]} \\
\quad[T(0,1,2)]_{C}=[-6+4 x]_{C}=\left[\begin{array}{r}
14 \\
-10
\end{array}\right] \\
{[T(-1,2,0)]_{C}=[-1+4 x]_{C}=\left[\begin{array}{r}
9 \\
-5
\end{array}\right]}
\end{gathered}
$$

Thus,

$$
[T]_{B}^{C}=\left[\begin{array}{rrr}
-5 & 14 & 9 \\
3 & -10 & -5
\end{array}\right]
$$

Given the matrix $[T]_{B}^{C}$ representing $T: V \rightarrow W$ relative to the bases $B$ and $C$, we can completely recover the formula for $T(\mathbf{v})$, for any vector $\mathbf{v}$ in $V$. The next theorem gives us a way of doing this.

Theorem 6.5.4 Let $V$ and $W$ be vector spaces with ordered bases $B$ and $C$, respectively. If $T: V \rightarrow W$ is a linear transformation and $\mathbf{v}$ is any vector in $V$, then we have

$$
\begin{equation*}
[T(\mathbf{v})]_{C}=[T]_{B}^{C}[\mathbf{v}]_{B} \tag{6.5.1}
\end{equation*}
$$

Proof Let $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$, and consider a vector $\mathbf{v}$ in $V$. Writing $\mathbf{v}=a_{1} \mathbf{v}_{1}+$ $a_{2} \mathbf{v}_{2}+\cdots+a_{n} \mathbf{v}_{n}$, we have

$$
\begin{aligned}
{[T]_{B}^{C}[\mathbf{v}]_{B} } & =a_{1}\left[T\left(\mathbf{v}_{1}\right)\right]_{C}+a_{2}\left[T\left(\mathbf{v}_{2}\right)\right]_{C}+\cdots+a_{n}\left[T\left(\mathbf{v}_{n}\right)\right]_{C} \\
& =\left[T\left(a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{n} \mathbf{v}_{n}\right)\right]_{C}=[T(\mathbf{v})]_{C}
\end{aligned}
$$

where we have used the linearity of the components of a vector (see Lemma 4.7.5).

Example 6.5.5 Let us verify that the matrix $[T]_{B}^{C}$ found in Example 6.5.3 above does indeed contain all of the information needed to compute $T(\mathbf{v})$ for any vector $\mathbf{v}$ in $V$. Our first step is to find the components of a general vector $\mathbf{v}=(a, b, c)$ relative to the basis $B$ above. Writing

$$
(a, b, c)=k_{1}(1,-1,0)+k_{2}(0,1,2)+k_{3}(-1,2,0)
$$

we have a system of linear equations for $k_{1}, k_{2}$, and $k_{3}$ :

$$
k_{1}-k_{3}=a, \quad-k_{1}+k_{2}+2 k_{3}=b, \quad 2 k_{2}=c .
$$

Solving this system of equations yields

$$
k_{1}=2 a+b-\frac{c}{2}, \quad k_{2}=\frac{c}{2}, \quad k_{3}=a+b-\frac{c}{2} .
$$

Thus, $[\mathbf{v}]_{B}=\left[\begin{array}{c}2 a+b-\frac{c}{2} \\ \frac{c}{2} \\ a+b-\frac{c}{2}\end{array}\right]$. Applying Theorem 6.5.4, we obtain the components of $T(\mathbf{v})$ relative to $C$ :

$$
\begin{aligned}
{[T(\mathbf{v})]_{C} } & =\left[\begin{array}{rrr}
-5 & 14 & 9 \\
3 & -10 & -5
\end{array}\right]\left[\begin{array}{c}
2 a+b-\frac{c}{2} \\
\frac{c}{2} \\
a+b-\frac{c}{2}
\end{array}\right] \\
& =\left[\begin{array}{c}
-5\left(2 a+b-\frac{c}{2}\right)+7 c+9\left(a+b-\frac{c}{2}\right) \\
3\left(2 a+b-\frac{c}{2}\right)-5 c-5\left(a+b-\frac{c}{2}\right)
\end{array}\right]=\left[\begin{array}{c}
-a+4 b+5 c \\
a-2 b-4 c
\end{array}\right] .
\end{aligned}
$$

Hence, we have

$$
T(\mathbf{v})=(-a+4 b+5 c)(1+x)+(a-2 b-4 c)(2+x)=(a-3 c)+(2 b+c) x
$$

so that we have recovered the formula for the linear transformation $T$.
We next consider the special case of a linear transformation from the $n$-dimensional vector space $V$ to itself, $T: V \rightarrow V$. If we let $B$ and $C$ denote two ordered bases on $V$, we pose the following natural question: Does there exist any relationship between the matrices $[T]_{B}^{B}$ and $[T]_{C}^{C}$ ? This is really a question of change-of-basis for linear transformations, and our next theorem provides the answer. Recall from Section 4.7 that $P_{C \leftarrow B}$ denotes the change-of-basis matrix from $B$ to $C$.

Theorem 6.5.6 Let $V$ be a vector space with ordered bases $B$ and $C$. If $T: V \rightarrow V$ is a linear transformation, then we have

$$
[T]_{C}^{C}=P_{C \leftarrow B}[T]_{B}^{B} P_{B \leftarrow C} .
$$

Proof Let $\mathbf{v}$ be an arbitrary vector in $V$. On the one hand, we have

$$
[T]_{C}^{C}[\mathbf{v}]_{C}=[T(\mathbf{v})]_{C}
$$

by Theorem 6.5.4. On the other hand,

$$
P_{C \leftarrow B}[T]_{B}^{B} P_{B \leftarrow C}[\mathbf{v}]_{C}=P_{C \leftarrow B}[T]_{B}^{B}[\mathbf{v}]_{B}=P_{C \leftarrow B}[T(\mathbf{v})]_{B}=[T(\mathbf{v})]_{C} .
$$

Thus, the two matrices $[T]_{C}^{C}$ and $P_{C \leftarrow B}[T]_{B}^{B} P_{B \leftarrow C}$ have the same effect on the component vector $[\mathbf{v}]_{C}$. Since this holds for every $\mathbf{v}$ in $V$, the matrices must be identical.

We have seen that the matrix representation of a linear transformation between vector spaces with fixed ordered bases fosters a natural relationship between linear transformations and matrices. The added perspective we have gained in this section now enables us to better understand both of these types of objects. This is one of many instances in mathematics in which one's knowledge and understanding of two or more topics can be considerably enhanced through an understanding of how those topics are connected to one another. This remarkably important realization about the nature
of mathematics cannot be too strongly emphasized. Therefore, for the remainder of this section we look for additional insight about linear transformations that is available through the use of matrix representations.

## Linear Transformation Concepts in Terms of Matrix Representations

In the preceding sections of this chapter, we have explored several key concepts pertaining to linear transformations, including composition of linear transformations, kernels and ranges of linear transformations, and one-to-one, onto, and invertible linear transformations. Let us see what additional light can be brought to each of these concepts through the machinery of matrix representations. We begin with composition of linear transformations.

Composition of Linear Transformations: Let $U, V$, and $W$ be vector spaces with ordered bases $A, B$, and $C$. Let $T_{1}: U \rightarrow V$ and $T_{2}: V \rightarrow W$ be linear transformations. The next theorem determines the matrix representation of $T_{2} T_{1}: U \rightarrow W$ relative to the bases $A$ and $C$ in terms of the matrix representations of $T_{1}$ and $T_{2}$ (with respect to the appropriate bases) separately. The theorem is a generalization of Theorem 4.7.9.

Theorem 6.5.7 If $U, V$, and $W$ are vector spaces with ordered bases $A, B$, and $C$, respectively, and $T_{1}: U \rightarrow V$ and $T_{2}: V \rightarrow W$ are linear transformations, then we have

$$
\begin{equation*}
\left[T_{2} T_{1}\right]_{A}^{C}=\left[T_{2}\right]_{B}^{C}\left[T_{1}\right]_{A}^{B} . \tag{6.5.2}
\end{equation*}
$$

Proof It suffices to show that when we premultiply any column vector of the form $[\mathbf{u}]_{A}$, where $\mathbf{u}$ is a vector in $U$, by the matrices appearing on either side of (6.5.2), we obtain the same result. Using Equation (6.5.1), we have

$$
\left[T_{2}\right]_{B}^{C}\left[T_{1}\right]_{A}^{B}[\mathbf{u}]_{A}=\left[T_{2}\right]_{B}^{C}\left[T_{1}(\mathbf{u})\right]_{B}=\left[T_{2}\left(T_{1}(\mathbf{u})\right)\right]_{C}=\left[\left(T_{2} T_{1}\right) \mathbf{u}\right]_{C}=\left[T_{2} T_{1}\right]_{A}^{C}[\mathbf{u}]_{A},
$$

as required.
Theorem 6.5.7 is the extremely powerful statement that multiplication of matrix representations corresponds to composition of the associated linear transformations. At first glance, the procedure for multiplying matrices that was presented in Section 2.2 may have seemed somewhat unmotivated, but now we see that it is precisely that matrix multiplication scheme that allows Theorem 6.5.7 to work. Therefore, we now have clear evidence and motivation for why we multiply matrices the way we do.

## Example 6.5.8 Define

$$
T_{1}: \mathbb{R}^{4} \rightarrow P_{2}(\mathbb{R}) \quad \text { via } \quad T_{1}(a, b, c, d)=(-a+5 d)+(b-c-d) x^{2}
$$

and

$$
T_{2}: P_{2}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R}) \quad \text { via } \quad T_{2}\left(a+b x+c x^{2}\right)=\left[\begin{array}{cc}
-2 a+5 c & 0 \\
2 a+2 b-c & b+4 c
\end{array}\right]
$$

Use the matrix representation of $T_{2} T_{1}$ relative to the standard bases on $\mathbb{R}^{4}$ and $M_{2}(\mathbb{R})$ to find the formula for the composition $T_{2} T_{1}: \mathbb{R}^{4} \rightarrow M_{2}(\mathbb{R})$.

Solution: Let $A, B$, and $C$ be the standard bases on the vector spaces $\mathbb{R}^{4}, P_{2}(\mathbb{R})$, and $M_{2}(\mathbb{R})$, respectively. We have

$$
\begin{aligned}
{\left[T_{2} T_{1}\right]_{A}^{C} } & =\left[T_{2}\right]_{B}^{C}\left[T_{1}\right]_{A}^{B} \\
& =\left[\begin{array}{rrr}
-2 & 0 & 5 \\
0 & 0 & 0 \\
2 & 2 & -1 \\
0 & 1 & 4
\end{array}\right]\left[\begin{array}{rrrr}
-1 & 0 & 0 & 5 \\
0 & 0 & 0 & 0 \\
0 & 1 & -1 & -1
\end{array}\right]=\left[\begin{array}{rrrr}
2 & 5 & -5 & -15 \\
0 & 0 & 0 & 0 \\
-2 & -1 & 1 & 11 \\
0 & 4 & -4 & -4
\end{array}\right] .
\end{aligned}
$$

From this matrix, we conclude that

$$
\left(T_{2} T_{1}\right)(a, b, c, d)=\left[\begin{array}{cc}
2 a+5 b-5 c-15 d & 0 \\
-2 a-b+c+11 d & 4 b-4 c-4 d
\end{array}\right]
$$

This can also be verified directly by composing the two linear transformations.

Kernels and Ranges of Linear Transformations: Because of the close relationship between the matrix representation of a linear transformation and the linear transformation itself, the following theorem is to be expected.

Theorem 6.5.9 Let $T: V \rightarrow W$ be a linear transformation, and let $B$ and $C$ be ordered bases for $V$ and $W$, respectively. Then
(a) For all $\mathbf{v}$ in $V, \mathbf{v}$ belongs to $\operatorname{Ker}(T)$ if and only if $[\mathbf{v}]_{B}$ belongs to nullspace $\left([T]_{B}^{C}\right)$.
(b) For all $\mathbf{w}$ in $W$, $\mathbf{w}$ belongs to $\operatorname{Rng}(T)$ if and only if $[\mathbf{w}]_{C}$ belongs to colspace $\left([T]_{B}^{C}\right)$.

Proof We prove part (a) and leave (b) as an exercise (Problem 21). Given $\mathbf{v}$ in $V$, we have $T(\mathbf{v})=\mathbf{0}$ if and only if $[T(\mathbf{v})]_{C}$ is the zero vector in $\mathbb{R}^{n}$, where $n=\operatorname{dim}[W]$. But since $[T(\mathbf{v})]_{C}=[T]_{B}^{C}[\mathbf{v}]_{B}$ by Equation (6.5.1), this is equivalent to saying that $[\mathbf{v}]_{B}$ is in nullspace $\left([T]_{B}^{C}\right)$, as required.

One-to-one, Onto, and Invertible Linear Transformations: We saw in the previous section that a linear transformation $T: V \rightarrow W$ is one-to-one if and only if $\operatorname{Ker}(T)=$ $\{\boldsymbol{0}\}$, and $T$ is onto if and only if $\operatorname{Rng}(T)=W$. Combining this with Theorem 6.5.9, we have the following.

Corollary 6.5.10 Let $T: V \rightarrow W$ be a linear transformation, and let $B$ and $C$ be ordered bases for $V$ and $W$, respectively. Then
(a) $T$ is one-to-one if and only if nullspace $\left([T]_{B}^{C}\right)=\{\boldsymbol{0}\}$.
(b) $T$ is onto if and only if colspace $\left([T]_{B}^{C}\right)=\mathbb{R}^{n}$, where $n=\operatorname{dim}[W]$.

Finally, a linear transformation $T: V \rightarrow W$ is invertible if and only if $T$ is both one-to-one and onto. If $\operatorname{dim}[V]=\operatorname{dim}[W]=n$, then the matrix $[T]_{B}^{C}$ is an $n \times n$ matrix, and from Corollary 6.5 .10 we see that

|  |
| :---: |
| $T$ in invertible <br> if and only if |
| $[T]_{B}^{C}$ is an invertible matrix for all ordered bases $B$ and $C$ of $V$ and $W$, respectively, |
| if and only if |
| $[T]_{B}^{C}$ is an invertible matrix for some ordered bases $B$ and $C$ of $V$ and $W$ respectively. |

This is the natural generalization of Theorem 6.4.16. It says that, in order to check that $T$ is invertible, we need only show that $[T]_{B}^{C}$ is an invertible matrix for one choice of ordered bases $B$ and $C$. However, if we know already that $T$ is invertible, then the matrix $[T]_{B}^{C}$ will be invertible for all choices of ordered bases $B$ and $C$.

Given an invertible linear transformation $T$ with matrix representation $[T]_{B}^{C}$, we can now use matrices to determine the inverse linear transformation $T^{-1}$. According to Theorem 6.5.7, we have

$$
\begin{equation*}
\left[T^{-1}\right]_{C}^{B}[T]_{B}^{C}=[I]_{B}^{B}, \tag{6.5.3}
\end{equation*}
$$

and the latter matrix is simply the identity matrix. Likewise,

$$
\begin{equation*}
[T]_{B}^{C}\left[T^{-1}\right]_{C}^{B}=[I]_{C}^{C} \tag{6.5.4}
\end{equation*}
$$

is the identity matrix. Therefore, (6.5.3) and (6.5.4) imply that

$$
\left([T]_{B}^{C}\right)^{-1}=\left[T^{-1}\right]_{C}^{B}
$$

Therefore, we can use the matrix representation $[T]_{B}^{C}$ of $T$ to determine the matrix representation $\left[T^{-1}\right]_{C}^{B}$ of $T^{-1}$, thus enabling us to determine $T^{-1}$ directly from matrix algebra. We illustrate with an example.

Let $T: P_{2}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ be defined via

$$
T\left(a+b x+c x^{2}\right)=(3 a-b+c)+(a-c) x+(4 b+c) x^{2}
$$

(a) Find the matrix representation of $T$ relative to the standard basis $B=\left\{1, x, x^{2}\right\}$ on $P_{2}(\mathbb{R})$.
(b) Use the matrix in part (a) to prove that $T$ is invertible.
(c) Determine the linear transformation $T^{-1}: P_{2}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ by using the matrix representation of $T^{-1}$ relative to $B=\left\{1, x, x^{2}\right\}$.

## Solution:

(a) We have $T(1)=3+x, T(x)=-1+4 x^{2}$, and $T\left(x^{2}\right)=1-x+x^{2}$. Finding the components of these polynomials relative to the standard basis on $P_{2}(\mathbb{R})$ enables us to quickly write down

$$
[T]_{B}^{B}=\left[\begin{array}{rrr}
3 & -1 & 1 \\
1 & 0 & -1 \\
0 & 4 & 1
\end{array}\right]
$$

(b) We can verify easily that $[T]_{B}^{B}$ is invertible (for example, its determinant is nonzero), and hence $T$ is invertible.
(c) We have that

$$
\left[T^{-1}\right]_{B}^{B}=\left([T]_{B}^{B}\right)^{-1}=\left[\begin{array}{rrr}
3 & -1 & 1 \\
1 & 0 & -1 \\
0 & 4 & 1
\end{array}\right]^{-1}=\frac{1}{17}\left[\begin{array}{rrr}
4 & 5 & 1 \\
-1 & 3 & 4 \\
4 & -12 & 1
\end{array}\right] .
$$

Thus,

$$
T^{-1}\left(a+b x+c x^{2}\right)=\frac{1}{17}\left[(4 a+5 b+c)+(-a+3 b+4 c) x+(4 a-12 b+c) x^{2}\right] .
$$

## Exercises for 6.5

## Key Terms

Matrix representation of $T$ relative to bases $B$ and $C$.

## Skills

- Be able to determine the matrix representation of a linear transformation $T: V \rightarrow W$ relative to bases $B$ and $C$ for vector spaces $V$ and $W$, respectively.
- Be able to use the matrix representation of a linear transformation $T: V \rightarrow W$ and components of vectors $\mathbf{v}$ in $V$ to determine the action of $T$ on $\mathbf{v}$; that is, to determine $T(\mathbf{v})$.
- Be aware of the rich relationship between composition of linear transformations and multiplication of corresponding matrix representations.
- Be able to rephrase the concepts of kernel and range of a linear transformation in terms of matrix representations, and likewise for one-to-one, onto, and invertible linear transformations.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $\operatorname{dim}[V]=n$ and $\operatorname{dim}[W]=m$, then any matrix representation $[T]_{B}^{C}$ of $T: V \rightarrow W$ relative to ordered bases $B$ and $C$ (for $V$ and $W$, respectively) is an $n \times m$ matrix.
(b) If $T: V \rightarrow W$ is any linear transformation, and $[T]_{B}^{C}$ is a matrix representation of $T$, then we have another matrix representation for $T$ given by $[T]_{C}^{B}$.
(c) If $U, V$, and $W$ are vector spaces with ordered bases $A, B$, and $C$, respectively, and $T_{1}: U \rightarrow V$ and $T_{2}: V \rightarrow W$ are linear transformations, then $\left[T_{2} T_{1}\right]_{A}^{C}=\left[T_{2}\right]_{C}^{B}\left[T_{1}\right]_{B}^{A}$.
(d) If $T: V \rightarrow V$ is an invertible linear transformation, and $B$ and $C$ are ordered bases for $V$, then $\left([T]_{B}^{C}\right)^{-1}=\left[T^{-1}\right]_{B}^{C}$.
(e) Two different linear transformations $T_{1}: V_{1} \rightarrow W_{1}$ and $T_{2}: V_{2} \rightarrow W_{2}$ (with bases $B_{1}, C_{1}, B_{2}, C_{2}$ for $V_{1}, W_{1}, V_{2}, W_{2}$, respectively) can have the same matrix representations: $[T]_{B_{1}}^{C_{1}}=[T]_{B_{2}}^{C_{2}}$.
(f) If $T: V \rightarrow W$ is an onto linear transformation (with $\operatorname{dim}[V]=n$ and $\operatorname{dim}[W]=m$ ), then colspace $\left([T]_{B}^{C}\right)=\mathbb{R}^{m}$ for any choice of ordered bases $B$ and $C$ for $V$ and $W$, respectively.

## Problems

For Problems 1-8, determine the matrix representation $[T]_{B}^{C}$ for the given linear transformation $T$ and ordered bases $B$ and $C$.

1. $T: M_{2}(\mathbb{R}) \rightarrow P_{3}(\mathbb{R})$ given by

$$
T\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)=(a-d)+3 b x^{2}+(c-a) x^{3}
$$

(a) $B=\left\{E_{11}, E_{12}, E_{21}, E_{22}\right\} ; C=\left\{1, x, x^{2}, x^{3}\right\}$.
(b) $B=\left\{E_{21}, E_{11}, E_{22}, E_{12}\right\} ; C=\left\{x, 1, x^{3}, x^{2}\right\}$.
2. $T: P_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{2}$ given by

$$
T\left(a+b x+c x^{2}\right)=(a-3 c, 2 a+b-2 c)
$$

(a) $B=\left\{1, x, x^{2}\right\} ; C=\{(1,0),(0,1)\}$.
(b) $B=\left\{1,1+x, 1+x+x^{2}\right\} ; C=\{(1,-1),(2,1)\}$.
3. $T: P_{2}(\mathbb{R}) \rightarrow P_{3}(\mathbb{R})$ given by

$$
T(p(x))=(x+1) p(x)
$$

(a) $B=\left\{1, x, x^{2}\right\} ; C=\left\{1, x, x^{2}, x^{3}\right\}$.
(b) $B=\left\{1, x-1,(x-1)^{2}\right\}$;
$C=\left\{1, x-1,(x-1)^{2},(x-1)^{3}\right\}$.
4. $T: \mathbb{R}^{3} \rightarrow \operatorname{span}\{\cos x, \sin x\}$ given by

$$
T(a, b, c)=(a-2 c) \cos x+(3 b+c) \sin x,
$$

(a) $B=\{(1,0,0),(0,1,0),(0,0,1)\}$; $C=\{\cos x, \sin x\}$.
(b) $B=\{(2,-1,-1),(1,3,5),(0,4,-1)\}$;
$C=\{\cos x-\sin x, \cos x+\sin x\}$.
5. $T: M_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{2}$ given by

$$
T(A)=(\operatorname{tr}(A), \operatorname{tr}(A))
$$

(a) $B=\left\{E_{11}, E_{12}, E_{21}, E_{22}\right\} ; C=\{(1,0),(0,1)\}$.
(b) $B=\left\{\left[\begin{array}{ll}-1 & -2 \\ -2 & -3\end{array}\right],\left[\begin{array}{ll}1 & 1 \\ 2 & 2\end{array}\right],\left[\begin{array}{ll}0 & -3 \\ 2 & -2\end{array}\right],\left[\begin{array}{ll}0 & 4 \\ 1 & 0\end{array}\right]\right\}$; $C=\{(1,0),(0,1)\}$.
6. $T: P_{3}(\mathbb{R}) \rightarrow P_{2}(\mathbb{R})$ given by $T(p(x))=p^{\prime}(x)$,
(a) $B=\left\{1, x, x^{2}, x^{3}\right\} ; C=\left\{1, x, x^{2}\right\}$.
(b) $B=\left\{x^{3}, x^{3}+1, x^{3}+x, x^{3}+x^{2}\right\}$;

$$
C=\left\{1,1+x, 1+x+x^{2}\right\} .
$$

7. $T: V \rightarrow V\left(\right.$ where $\left.V=\operatorname{span}\left\{e^{2 x}, e^{-3 x}\right\}\right)$ given by

$$
T(f)=f^{\prime}
$$

(a) $B=C=\left\{e^{2 x}, e^{-3 x}\right\}$.
(b) $B=\left\{e^{2 x}-3 e^{-3 x}, 2 e^{-3 x}\right\}$;

$$
C=\left\{e^{2 x}+e^{-3 x},-e^{2 x}\right\}
$$

8. $T: M_{2}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ given by

$$
T(A)=2 A-A^{T}
$$

(a) $B=C=\left\{E_{11}, E_{12}, E_{21}, E_{22}\right\}$.
(b) $B=\left\{\left[\begin{array}{ll}-1 & -2 \\ -2 & -3\end{array}\right],\left[\begin{array}{ll}1 & 1 \\ 2 & 2\end{array}\right],\left[\begin{array}{ll}0 & -3 \\ 2 & -2\end{array}\right],\left[\begin{array}{ll}0 & 4 \\ 1 & 0\end{array}\right]\right\}$; $C=\left\{E_{11}, E_{12}, E_{21}, E_{22}\right\}$.

For Problems 9-15, determine $T(\mathbf{v})$ for the given linear transformation $T$ and vector in $V$ by
(a) Computing $[T]_{B}^{C}$ and $[\mathbf{v}]_{B}$ and using Theorem 6.5.4.
(b) Direct calculation.
9. $T: \mathbb{R}^{3} \rightarrow P_{3}(\mathbb{R})$ via

$$
T(a, b, c)=2 a-(a+b-c) x+(2 c-a) x^{3}
$$

relative to the standard bases $B$ and $C ; \mathbf{v}=(2,-1,5)$.
10. $T: P_{1}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ via

$$
T(a+b x)=\left[\begin{array}{cc}
a-b & 0 \\
-2 b & -a+b
\end{array}\right]
$$

relative to the standard bases $B$ and $C ; p(x)=$ $-2+3 x$.
11. $T: P_{2}(\mathbb{R}) \rightarrow P_{4}(\mathbb{R})$ via $T(p(x))=x^{2} p(x)$, relative to the standard bases $B$ and $C ; p(x)=-1+5 x-6 x^{2}$.
12. $T: M_{2}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ via

$$
T\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)=\left[\begin{array}{cc}
2 a-b+d & -a+3 d \\
0 & -a-b+3 c
\end{array}\right]
$$

relative to the standard basis $B=C$;

$$
A=\left[\begin{array}{rr}
-7 & 2 \\
1 & -3
\end{array}\right]
$$

13. $T: P_{4}(\mathbb{R}) \rightarrow P_{3}(\mathbb{R})$ via $T(p(x))=p^{\prime}(x)$, relative to the standard bases $B$ and $C ; p(x)=3-4 x+6 x^{2}+$ $6 x^{3}-2 x^{4}$.
14. $T: M_{3}(\mathbb{R}) \rightarrow \mathbb{R}$ via $T(A)=\operatorname{tr}(A)$, relative to the standard bases $B$ and $C$;

$$
A=\left[\begin{array}{rrr}
2 & -6 & 0 \\
1 & 4 & -4 \\
0 & 0 & -3
\end{array}\right]
$$

15. $T: P_{3}(\mathbb{R}) \rightarrow \mathbb{R}$ via $T(p(x))=p(2)$, relative to the standard bases $B$ and $C ; p(x)=2 x-3 x^{2}$.
16. Let $T_{1}$ be the linear transformation from Problem 13 and let $T_{2}$ be the linear transformation from Problem 15.
(a) Find the matrix representation of $T_{2} T_{1}$ relative to the standard bases.
(b) Verify Theorem 6.5 .7 by comparing part (a) with the product of the matrices in Problems 13 and 15.
(c) Use the matrix representation found in (a) to determine $\left(T_{2} T_{1}\right)\left(2+5 x-x^{2}+3 x^{4}\right)$. Verify your answer by computing this directly.
17. Let $T_{1}$ be the linear transformation from Problem 10 and let $T_{2}$ be the linear transformation from Problem 5.
(a) Find the matrix representation of $T_{2} T_{1}$ relative to the standard bases.
(b) Verify Theorem 6.5 .7 by comparing part (a) with the product of the matrices in Problems 5 and 10.
(c) Use the matrix representation found in (a) to determine $\left(T_{2} T_{1}\right)(-3+8 x)$. Verify your answer by computing this directly.
18. Let $T_{1}$ be the linear transformation from Problem 3 and let $T_{2}$ be the linear transformation from Problem 6.
(a) Find the matrix representation of $T_{2} T_{1}$ relative to the standard bases.
(b) Verify Theorem 6.5 .7 by comparing part (a) with the product of the matrices in Problems 3 and 6.
(c) Use the matrix representation found in (a) to determine $\left(T_{2} T_{1}\right)\left(7-x+2 x^{2}\right)$. Verify your answer by computing it directly.
(d) Is $T_{2} T_{1}$ invertible? Use matrix representations to explain your answer.
19. Is the linear transformation in Problem 1 invertible? Use matrix representations to explain your answer.
20. Let $T: P_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{3}$ be given by

$$
T(p(x))=(p(0), p(1), p(2))
$$

Is $T$ invertible? Find the matrix representation of $T$ with respect to the standard bases and use it to support your answer.
21. Supply a proof of part (b) of Theorem 6.5.9.

### 6.6 Chapter Review Linear Transformations

In this chapter, we have considered mappings $T: V \rightarrow W$ between vector spaces $V$ and $W$ that satisfy the basic linearity properties
$T(\mathbf{u}+\mathbf{v})=T(\mathbf{u})+T(\mathbf{v})$, for all $\mathbf{u}$ and $\mathbf{v}$ in $V$
$T(c \mathbf{v})=c T(\mathbf{v})$, for all $\mathbf{v}$ in $V$ and all scalars $c$.

We now list some of the key definitions and theorems for linear transformations.
We have identified the following two important subsets of vectors associated with a linear transformation:

1. The kernel of $T$, denoted $\operatorname{Ker}(T)$. This is the set of all vectors in $V$ that are mapped to $\mathbf{0}_{W}$, the zero vector in $W$.
2. The range of $T$, denoted $\operatorname{Rng}(T)$. This is the set of vectors in $W$ that we obtain when we allow $T$ to act on every vector in $V$. Equivalently, $\operatorname{Rng}(T)$ is the set of all transformed vectors.

The key results about $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$ are as follows.
Let $T: V \rightarrow W$ be a linear transformation. Then,

1. $\operatorname{Ker}(T)$ is a subspace of $V$.
2. $\operatorname{Rng}(T)$ is a subspace of $W$.
3. If $V$ is finite-dimensional, $\operatorname{dim}[\operatorname{Ker}(T)]+\operatorname{dim}[\operatorname{Rng}(T)]=\operatorname{dim}[V]$.
4. $T$ is one-to-one if and only if $\operatorname{Ker}(T)=\{\mathbf{0}\}$.
5. $T$ is onto if and only if $\operatorname{Rng}(T)=W$.

Finally, if $T: V \rightarrow W$ is a linear transformation, then the inverse transformation $T^{-1}: W \rightarrow V$ exists if and only if $T$ is both one-to-one and onto, in which case $V$ and $W$ are isomorphic and $T$ is called an isomorphism.

Note that a linear transformation $T: V \rightarrow W$ cannot be onto if $\operatorname{dim}[V]<\operatorname{dim}[W]$ (and it might be one-to-one), and $T: V \rightarrow W$ cannot be one-to-one if $\operatorname{dim}[V]>\operatorname{dim}[W]$ (and it might be onto). Therefore, a necessary condition for $T: V \rightarrow W$ to be an isomorphism is that $\operatorname{dim}[V]=\operatorname{dim}[W]$.

## Matrix Representation of a Linear Transformation

Starting with an $m \times n$ matrix $A$, we can define a linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ via $T(\mathbf{x})=A \mathbf{x}$. This is sometimes referred to as matrix transformation, and in this case, $\operatorname{Ker}(T)=\operatorname{nullspace}(A)$ and $\operatorname{Rng}(T)=\operatorname{colspace}(A)$. Therefore, to a given matrix, we can naturally associate a linear transformation from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$. Conversely, given any
linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, we can construct the matrix of $T$ given by the formula

$$
A=\left[T\left(\mathbf{e}_{1}\right), T\left(\mathbf{e}_{2}\right), \ldots, T\left(\mathbf{e}_{n}\right)\right],
$$

where $\mathbf{e}_{i}$ are the standard basis vectors on $\mathbb{R}^{n}$. In this case, we can explicitly write the formula for $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ as $T(\mathbf{x})=A \mathbf{x}$.

More generally, given any linear transformation $T: V \rightarrow W$, where $\operatorname{dim}[V]=$ $n$ and $\operatorname{dim}[W]=m$ with bases $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ and $C=\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{m}\right\}$, respectively, we can construct the $m \times n$ matrix representation of $T$ relative to the bases $B$ and $C$ via

$$
[T]_{B}^{C}=\left[\left[T\left(\mathbf{v}_{1}\right)\right]_{C},\left[T\left(\mathbf{v}_{2}\right)\right]_{C}, \ldots,\left[T\left(\mathbf{v}_{n}\right)\right]_{C}\right] .
$$

In the case $V=W$ and $B=C$, we refer to $[T]_{B}^{B}$ simply as the matrix representation of $T$ relative to the basis $B$. An important application of the matrix $[T]_{B}^{C}$ is the computation of coordinate vectors for vectors transformed under $T$ :

$$
[T(\mathbf{v})]_{C}=[T]_{B}^{C}[\mathbf{v}]_{B} .
$$

Many concepts relevant for linear transformations $T: V \rightarrow W$ can be understood by finding a matrix representation $[T]_{B}^{C}$ and looking at the corresponding concepts for matrix. Here is a list of some examples:

1. For all $\mathbf{v}$ in $V, \mathbf{v}$ belongs to $\operatorname{Ker}(T)$ if and only if $[\mathbf{v}]_{B}$ belongs to nullspace $\left([T]_{B}^{C}\right)$.
2. For all $\mathbf{w}$ in $W$, w belongs to $\operatorname{Rng}(T)$ if and only if $[\mathbf{w}]_{C}$ belongs to colspace $\left([T]_{B}^{C}\right)$.
3. $T$ is one-to-one if and only if nullspace $\left([T]_{B}^{C}\right)=\{\mathbf{0}\}$.
4. $T$ is onto if and only if colspace $\left([T]_{B}^{C}\right)=\mathbb{R}^{n}$, where $n=\operatorname{dim}[W]$.
5. $T$ is invertible if and only if $[T]_{B}^{C}$ is an invertible matrix for all ordered bases $B$ and $C$ for $V$ and $W$, respectively, if and only if $[T]_{B}^{C}$ is an invertible matrix for some ordered bases $B$ and $C$ for $V$ and $W$, respectively. The inverse transformation $T^{-1}: W \rightarrow V$ has $\left([T]_{B}^{C}\right)^{-1}=\left[T^{-1}\right]_{C}^{B}$.
6. If $U, V$, and $W$ are vector spaces with ordered bases $A, B$, and $C$, respectively, and $T_{1}: U \rightarrow V$ and $T_{2}: V \rightarrow W$ are linear transformations, then we have

$$
\left[T_{2} T_{1}\right]_{A}^{C}=\left[T_{2}\right]_{B}^{C}\left[T_{1}\right]_{A}^{B}
$$

## Additional Problems

In Problems 1-10, decide whether or not the given mapping $T$ is a linear transformation. Justify your answers. For each mapping that is a linear transformation, decide whether or not $T$ is one-to-one, onto, both, or neither, and find a basis and dimension for $\operatorname{Ker}(T)$ and $\operatorname{Rng}(T)$.

1. $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{4}$ defined by $T(x, y)=(x+y, 0, x-y, x y)$.
2. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ defined by $T(x, y, z)=(2 x-3 y,-x)$.
3. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ defined by
$T((x, y, z))=(-3 z, 2 x-y+5 z)$.
4. $T: C[0,1] \rightarrow \mathbb{R}^{2}$ defined by $T(g)=(g(0), g(1))$.
5. $T: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by $T(x, y)=\frac{x+y}{5}$.
6. $T: M_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{2}$ defined by $T\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]=(a c, b d)$.
7. $T: P_{2}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ defined by

$$
T\left(a+b x+c x^{2}\right)=\left[\begin{array}{rr}
-a-b & 0 \\
3 c-a & -2 b
\end{array}\right]
$$

8. $T: M_{2}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ defined by

$$
T(A)=A+A^{T}
$$

9. $T: \mathbb{R}^{3} \rightarrow P_{2}(\mathbb{R})$ defined by

$$
T((a, b, c))=a x^{2}+(2 b-c) x+(a-2 b+c)
$$

10. $T: \mathbb{R}^{3} \rightarrow M_{2}(\mathbb{R})$ defined by

$$
T\left(\left(x_{1}, x_{2}, x_{3}\right)\right)=\left[\begin{array}{cc}
0 & x_{1}-x_{2}+x_{3} \\
-x_{1}+x_{2}-x_{3} & 0
\end{array}\right]
$$

In Problems 11-15, determine a formula for the linear transformation meeting the given conditions.
11. $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ given by $T(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{rrr}
-1 & 8 & 0 \\
2 & -2 & -5
\end{array}\right]
$$

12. $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{5}$ given by $T(\mathbf{x})=A \mathbf{x}$, where

$$
A=\left[\begin{array}{rr}
-1 & 4 \\
0 & 2 \\
3 & -3 \\
3 & -3 \\
2 & -6
\end{array}\right]
$$

13. $T: \mathbb{R} \rightarrow \mathbb{R}^{4}$ such that $T(2)=(-1,5,0,-2)$.
14. $T: M_{2}(\mathbb{R}) \rightarrow \mathbb{R}^{2}$ such that $T\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]=(2,-5), T\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]=(0,-3)$, $T\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]=(1,1), T\left[\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right]=(-6,2)$.
15. $T: P_{2}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ such that $T\left(x^{2}-x-3\right)=\left[\begin{array}{rr}-2 & 1 \\ -4 & -1\end{array}\right], T(2 x+5)=\left[\begin{array}{rr}0 & 1 \\ 2 & -2\end{array}\right]$, and

$$
T(6)=\left[\begin{array}{cc}
12 & 6 \\
6 & 18
\end{array}\right]
$$

16. If $T: P_{5}(\mathbb{R}) \rightarrow M_{2}(\mathbb{R})$ is an onto linear transformation, what is $\operatorname{dim}[\operatorname{Ker}(T)]$ ?
17. If $T: M_{23}(\mathbb{R}) \rightarrow P_{6}(\mathbb{R})$ is one-to-one, what is $\operatorname{dim}[\operatorname{Rng}(T)] ?$
18. If $T: M_{42}(\mathbb{R}) \rightarrow \mathbb{R}^{n}$ is an isomorphism, what is $n$ ?
19. If $T: P_{4}(\mathbb{R}) \rightarrow P_{3}(\mathbb{R})$ is not onto, what are the possible values for the dimension of $\operatorname{Ker}(T)$ ?

In Problems 20-23, determine the matrix representation $[T]_{B}^{C}$ for the given linear transformation $T$ and ordered bases $B$ and $C$, and for the given vector $\mathbf{v}$ in $V$, use Theorem 6.5.4 to compute $T(\mathbf{v})$.
20. $T: P_{3}(\mathbb{R}) \rightarrow \mathbb{R}^{2}$ given by

$$
T(p(x))=(p(0), p(1))
$$

with $B=\left\{1, x, x^{2}, x^{3}\right\}, C=\{(1,0),(0,1)\}$, and $\mathbf{v}=2-x^{2}+2 x^{3}$.
21. $T: \mathbb{R}^{3} \rightarrow M_{2}(\mathbb{R})$ given by

$$
T(a, b, c)=\left[\begin{array}{cc}
0 & -a+b+3 c \\
5 a-c & -3 b
\end{array}\right]
$$

with $B=\{(0,1,0),(0,0,1),(1,0,0)\}$, $C=\left\{E_{21}, E_{22}, E_{11}, E_{12}\right\}$, and $\mathbf{v}=(-2,1,-2)$.
22. $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{4}$ given by

$$
T(\mathbf{x})=A \mathbf{x}
$$

with $A=\left[\begin{array}{rr}1 & 3 \\ -1 & 1 \\ -2 & 0 \\ 5 & 2\end{array}\right], B=\{(1,1),(1,0)\}$,
$C=\{(0,0,0,1),(0,0,1,0),(0,1,0,0),(1,0,0,0)\}$, and $\mathbf{v}=(-2,4)$.
23. $T: P_{2}(\mathbb{R}) \rightarrow P_{1}(\mathbb{R})$ given by

$$
T(p(x))=p^{\prime}(x)
$$

with $B=\left\{x^{2}+x, 1, x\right\}, C=\{1,1+x\}$, and $\mathbf{v}=-3+x^{2}$.

If $T_{1}$ and $T_{2}$ are both linear transformations from $V$ to $W$, then we can define a mapping $T_{1}+T_{2}: V \rightarrow W$, given by $\left(T_{1}+T_{2}\right)(\mathbf{v})=T_{1}(\mathbf{v})+T_{2}(\mathbf{v})$ for all $\mathbf{v}$ in $V$. The next three problems concern the mapping $T_{1}+T_{2}$.
24. Let $T_{1}$ and $T_{2}$ be linear transformations from $V$ to $W$. Prove that $T_{1}+T_{2}$ is a linear transformation. Must there be any relationship between $\operatorname{Ker}\left(T_{1}\right), \operatorname{Ker}\left(T_{2}\right)$, and $\operatorname{Ker}\left(T_{1}+T_{2}\right)$ ?
25. True or False: Let $T_{1}$ and $T_{2}$ be linear transformations from $V$ to $W$. If $T_{1}$ and $T_{2}$ are both onto, then $T_{1}+T_{2}$ is onto.
26. True or False: Let $T_{1}$ and $T_{2}$ be linear transformations from $V$ to $W$. If $T_{1}$ and $T_{2}$ are both one-to-one, then $T_{1}+T_{2}$ is one-to-one.
27. Let $V$ and $W$ be vector spaces, and let $T: V \rightarrow W$ be a linear transformation with $\operatorname{Ker}(T)=\{0\}$. If $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is a linearly independent subset of $V$, show that $\left\{T\left(v_{1}\right), T\left(v_{2}\right), \ldots, T\left(v_{n}\right)\right\}$ is a linearly independent subset of $W$.
28. Prove that if $V_{1}$ is isomorphic to $V_{2}$ and $V_{2}$ is isomorphic to $V_{3}$, then $V_{1}$ is isomorphic to $V_{3}$.
29. Fix an invertible $n \times n$ matrix $S$. Show that the function $T: M_{n}(\mathbb{R}) \rightarrow M_{n}(\mathbb{R})$ defined by $T(A)=S^{-1} A S$ is an isomorphism.

## Project: More transformations in two and three dimensions

A primary application of linear transformations is in the field of computer graphics. A displayed image occupies a set of points on a computer screen, which can be assigned to an $x y$-coordinate system $\mathbb{R}^{2}$. The points of the image have coordinates in this coordinate system. In the first two sections of this chapter, we considered various transformations of $\mathbb{R}^{2}$. For example, to rotate the points of $\mathbb{R}^{2}$ counterclockwise about the origin through an angle of $\theta$, one can apply the matrix $T(\theta)$ given in Equation (6.1.4). In Section 6.2, we considered other simple transformations including reflections, stretches, and shears. All of these actions on $\mathbb{R}^{2}$ are useful in applications such as computer animations. In this project, we will extend some of the basic transformations we have looked at before, and we will also explore a few examples of transformations in $\mathbb{R}^{3}$ as well.

Part I: Reflection about a line through the origin in $\mathbb{R}^{2}$. In the context of linear transformations, the only lines we are permitted to reflect across in $\mathbb{R}^{2}$ must go through the origin. (Why?) Simple examples such as reflections across the lines $x=0, y=0$, and $y=x$ were presented in Section 6.2. In this part of the project, we aim to determine in general the matrix representation for the linear transformation $T$ that reflects points of $\mathbb{R}^{2}$ across an arbitrary line $y=m x$ passing through the origin, where $m$ is an arbitrary, fixed real number.
(a) Determine a nonzero vector $\mathbf{v}_{1}$ in $\mathbb{R}^{2}$ such that $T\left(\mathbf{v}_{1}\right)=\mathbf{v}_{1}$.
(b) Determine a nonzero vector $\mathbf{v}_{2}$ in $\mathbb{R}^{2}$ such that $T\left(\mathbf{v}_{2}\right)=-\mathbf{v}_{2}$.
(c) Explain why $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is a basis for $\mathbb{R}^{2}$.
(d) Compute the matrix $[T]_{B}^{B}$.
(e) Let $I: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ denote the identity linear transformation defined by $I(\mathbf{x})=\mathbf{x}$ for all $\mathbf{x}$ in $\mathbb{R}^{2}$, and let $C$ be any basis for $\mathbb{R}^{2}$. Use matrix representations for $I$ to find a formula for $[T]_{C}^{C}$ in terms of $[T]_{B}^{B}$.
(f) Let $C=\{(1,0),(0,1)\}$ denote the standard ordered basis on $\mathbb{R}^{2}$. Use part (e) to determine $[T]_{C}^{C}$.
(g) Use part (f) to derive a formula for $T(x, y)$ for an arbitrary point $(x, y)$ in $\mathbb{R}^{2}$.

Part II: Reflection about an arbitrary line in $\mathbb{R}^{2}$. Now we are ready to generalize what we accomplished in Part I to arbitrary lines in $\mathbb{R}^{2}$. The line $y=m x+b$ does not pass through the origin when $b \neq 0$, and the transformation that reflects points across this line is not linear. (Why?) Therefore, we need a new strategy for how to derive a formula for reflecting a point $(x, y)$ across this line. The basic idea we will use is to translate the problem so that the line in question once again passes through the origin, then perform the reflection as conducted in Part I, and then translate back to its original position. Let $S(x, y)$ denote the result of reflecting the point $(x, y)$ across the line $y=m x+b$.
(a) Show that

$$
S(x, y)=T(x, y-b)+b .
$$

(b) Test your formula for $S(x, y)$ for various lines $y=m x+b$. Plot such a line using computer software, choose various points in $\mathbb{R}^{2}$, plot these points and their reflections across $y=m x+b$, and then use your formula for $S(x, y)$ to verify that the correct point was found.

Part III: Reflection across a plane in $\mathbb{R}^{3}$. In this part of the project, we generalize what we accomplished in Parts I and II to reflection across planes. To begin with, we assume that the reflecting plane passes through the origin and determine the formula for a linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ that performs reflection across the plane $a x+b y+c z=0$ in $\mathbb{R}^{3}$.
(a) Determine two nonzero and nonproportional vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ in $\mathbb{R}^{3}$ such that $T\left(\mathbf{v}_{1}\right)=\mathbf{v}_{1}$ and $T\left(\mathbf{v}_{2}\right)=\mathbf{v}_{2}$.
(b) Determine a nonzero vector $\mathbf{v}_{3}$ in $\mathbb{R}^{3}$ such that $T\left(\mathbf{v}_{3}\right)=-\mathbf{v}_{3}$.
(c) Explain why $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is a basis for $\mathbb{R}^{3}$.
(d) Compute the matrix $[T]_{B}^{B}$.
(e) Let $I: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ denote the identity linear transformation defined by $I(\mathbf{x})=\mathbf{x}$ for all $\mathbf{x}$ in $\mathbb{R}^{3}$, and let $C$ be any basis for $\mathbb{R}^{3}$. Use matrix representations for $I$ to find a formula for $[T]_{C}^{C}$ in terms of $[T]_{B}^{B}$.
(f) Let $C=\{(1,0,0),(0,1,0),(0,0,1)\}$ denote the standard ordered basis on $\mathbb{R}^{3}$. Use part (e) to determine $[T]_{C}^{C}$.
(f) Use part (f) to derive a formula for $T(x, y, z)$ for an arbitrary point $(x, y, z)$ in $\mathbb{R}^{3}$.
(g) As done in Part II, we can use the result in part (g) to find a formula $S(x, y, z)$ for the image obtained by reflecting the point $(x, y, z)$ across the plane $a x+b y+c z=d$. Assuming that $c \neq 0$, shift the plane in the $z$-direction and apply part $(\mathrm{g})$ to find a formula for $S(x, y, z)$. Find an alternative expression for $S(x, y, z)$ if $c=0$.
(h) Test your formula in part (h) for $S(x, y, z)$ for various planes $a x+b y+c z=d$.

Part IV: Open-ended investigation of transformations in $\mathbb{R}^{3}$. We have seen in Section 6.2 that the fundamental transformations available in $\mathbb{R}^{2}$ are the reflections, stretches, and shears. Moreover, we saw that rotations about the origin in $\mathbb{R}^{2}$ can be viewed as a suitable combination of these three fundamental transformations. In Part III, we discussed how to reflect points in $\mathbb{R}^{3}$ across a plane in $\mathbb{R}^{3}$. Next, the reader is invited to investigate other possible transformations in $\mathbb{R}^{3}$, including stretches and shears. In particular, the reader may want to make a list of $3 \times 3$ matrices that accomplish stretches and shears in the same way that the $2 \times 2$ matrices for stretches and shears were given in Section 6.2.

## 7

## Eigenvalues and Eigenvectors

In order to motivate the problem to be studied in this chapter, we recall from Chapter 1 that the differential equation

$$
\begin{equation*}
\frac{d x}{d t}=a x \tag{7.0.1}
\end{equation*}
$$

where $a$ is a constant, has general solution

$$
\begin{equation*}
x(t)=c e^{a t} \tag{7.0.2}
\end{equation*}
$$

Then, in Section 2.3, we considered a system of two differential equations

$$
\begin{aligned}
& \frac{d x_{1}}{d t}=a_{11} x_{1}+a_{12} x_{2} \\
& \frac{d x_{2}}{d t}=a_{21} x_{1}+a_{22} x_{2}
\end{aligned}
$$

where $x_{1}$ and $x_{2}$ are functions of the independent variable $t$, and the $a_{i j}$ are constants. We wrote this more succinctly as the vector equation

$$
\begin{equation*}
\frac{d \mathbf{x}}{d t}=A \mathbf{x}(t) \tag{7.0.3}
\end{equation*}
$$

where

$$
\mathbf{x}(t)=\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right], \quad A=\left[a_{i j}\right], \quad \frac{d \mathbf{x}}{d t}=\left[\begin{array}{l}
d x_{1} / d t \\
d x_{2} / d t
\end{array}\right]
$$

Based on the solution (7.0.2) to the differential equation (7.0.1), we might suspect that the system (7.0.3) may have solutions of the form

$$
\mathbf{x}(t)=\left[\begin{array}{l}
e^{\lambda t} v_{1} \\
e^{\lambda t} v_{2}
\end{array}\right]=e^{\lambda t} \mathbf{v}
$$

where $\lambda, v_{1}$, and $v_{2}$ are constants and $\mathbf{v}=\left[\begin{array}{l}v_{1} \\ v_{2}\end{array}\right]$. Indeed, substituting this expression for $\mathbf{x}(t)$ into (7.0.3) yields

$$
\lambda e^{\lambda t} \mathbf{v}=A\left(e^{\lambda t} \mathbf{v}\right)
$$

or equivalently,

$$
\begin{equation*}
A \mathbf{v}=\lambda \mathbf{v} \tag{7.0.4}
\end{equation*}
$$

We have therefore shown that

$$
\mathbf{x}(t)=e^{\lambda t} \mathbf{v}
$$

is a solution to the system of differential equations (7.0.3), provided that $\lambda$ and $\mathbf{v}$ satisfy Equation (7.0.4).

In Chapter 9, we will pursue this technique for determining solutions to general linear systems of differential equations. In the present chapter, however, we focus our attention on the mathematical problem of finding all scalars $\lambda$ and all nonzero vectors $\mathbf{v}$ satisfying Equation (7.0.4) for a given $n \times n$ matrix $A$.

Although we used systems of differential equations to motivate the study of this problem, it is important to realize that this problem arises also in many other areas of mathematics and statistics, as well as in applications in physics, chemistry, biology, and computer science. We will study some of these applications in the pages to come.

### 7.1 The Eigenvalue/Eigenvector Problem

We begin this section by introducing the cornerstone terminology on which everything in the remainder of this chapter will depend.

## DEFINITION 7.1.1

Let $A$ be an $n \times n$ matrix. Any values of $\lambda$ for which

$$
\begin{equation*}
A \mathbf{v}=\lambda \mathbf{v} \tag{7.1.1}
\end{equation*}
$$

has nontrivial solutions $\mathbf{v}$ are called eigenvalues of $A$. The corresponding nonzero vectors $\mathbf{v}$ are called eigenvectors of $A$.

Remark Eigenvalues and eigenvectors are also sometimes referred to as characteristic values and characteristic vectors of $A$.

In order to formulate the eigenvalue/eigenvector problem within the vector space framework, we will interpret $A$ as the matrix of a linear transformation $T: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ in the usual manner; that is, $T(\mathbf{v})=A \mathbf{v}$. In many of our problems, $A$ and $\lambda$ will both be real, which will enable us to restrict attention to $\mathbb{R}^{n}$, although we will often require the complex vector space $\mathbb{C}^{n}$. Indeed, we will see in the later chapters that complex eigenvalues and eigenvectors are required to describe linear physical systems that exhibit oscillatory behavior (in a similar manner that oscillatory behavior in a spring-mass system arises only if the auxiliary equation has complex conjugate roots). Readers can find a cursory review of the essential mechanics and properties of complex numbers in Appendix A.

It is always helpful to have a geometric interpretation of the problem under consideration. According to Equation (7.1.1), the eigenvectors of $A$ are those nonzero vectors that are mapped into a constant scalar multiple of themselves by the linear transformation $T(\mathbf{v})=A \mathbf{v}$. Geometrically, this means that the linear transformation leaves the direction
of $\mathbf{v}$ unchanged ${ }^{1}$ and stretches the vector $\mathbf{v}$ by a factor of $\lambda$. This is illustrated for the case $\mathbb{R}^{2}$ in Figure 7.1.1. Note that if $A \mathbf{v}=\lambda \mathbf{v}$ and $c$ is an arbitrary scalar, then

$$
A(c \mathbf{v})=c A \mathbf{v}=c(\lambda \mathbf{v})=\lambda(c \mathbf{v}) .
$$

Consequently, if $\mathbf{v}$ is an eigenvector of $A$, then so is $c \mathbf{v}$ for any nonzero scalar $c$.


Figure 7.1.1: A geometrical description of the eigenvalue/eigenvector problem in $\mathbb{R}^{2}$.
Example 7.1.2 Let $A=\left[\begin{array}{rr}-2 & 5 \\ 6 & -1\end{array}\right]$. Show that $\mathbf{v}_{1}=(-1,1)$ is an eigenvector of $A$ corresponding to the eigenvalue $\lambda_{1}=-7$, and show that $\mathbf{v}_{2}=(5,6)$ is an eigenvector of $A$ corresponding to the eigenvalue $\lambda_{2}=4$.
Solution: We have the following: ${ }^{2}$

$$
A \mathbf{v}_{1}=\left[\begin{array}{rr}
-2 & 5 \\
6 & -1
\end{array}\right]\left[\begin{array}{r}
-1 \\
1
\end{array}\right]=\left[\begin{array}{r}
7 \\
-7
\end{array}\right]=-7\left[\begin{array}{r}
-1 \\
1
\end{array}\right]=-7 \mathbf{v}_{1} .
$$

Consequently, $\mathbf{v}_{1}$ is an eigenvector of $A$ corresponding to the eigenvalue $\lambda=-7$.
Similarly, we have

$$
A \mathbf{v}_{2}=\left[\begin{array}{rr}
-2 & 5 \\
6 & -1
\end{array}\right]\left[\begin{array}{l}
5 \\
6
\end{array}\right]=\left[\begin{array}{l}
20 \\
24
\end{array}\right]=4\left[\begin{array}{l}
5 \\
6
\end{array}\right]=4 \mathbf{v}_{2} .
$$

Consequently, $\mathbf{v}_{2}$ is an eigenvector of $A$ corresponding to the eigenvalue $\lambda=4$.
Remark In the example above, notice that $\mathbf{v}_{1}+\mathbf{v}_{2}=(-1,1)+(5,6)=(4,7)$, and

$$
\left[\begin{array}{rr}
-2 & 5 \\
6 & -1
\end{array}\right]\left[\begin{array}{l}
4 \\
7
\end{array}\right]=\left[\begin{array}{l}
27 \\
17
\end{array}\right],
$$

and since $(27,17)$ is not a scalar multiple of $(4,7)$, we see that $\mathbf{v}_{1}+\mathbf{v}_{2}$ is not an eigenvector of $A$. Therefore, in general, the sum of two eigenvectors of a matrix is not an eigenvector. As we shall see soon, however, any nonzero sum of two eigenvectors corresponding to the same eigenvalue $\lambda$ will in fact be another eigenvector corresponding to $\lambda$.

## Solution of the Problem

The solution of the eigenvalue/eigenvector problem hinges on the observation that (7.1.1) can be written in the equivalent form

$$
\begin{equation*}
(A-\lambda I) \mathbf{v}=\mathbf{0}, \tag{7.1.2}
\end{equation*}
$$

[^43]where $I$ denotes the identity matrix. Consequently, the eigenvalues of $A$ are those values of $\lambda$ for which the $n \times n$ linear system (7.1.2) has nontrivial solutions, and the eigenvectors are the corresponding solutions. But, according to Corollary 3.2.6, the system (7.1.2) has nontrivial solutions if and only if
$$
\operatorname{det}(A-\lambda I)=0
$$

To solve the eigenvalue/eigenvector problem, we therefore proceed as follows:

## Solution to the Eigenvalue/Eigenvector Problem

1. Find all scalars $\lambda$ with $\operatorname{det}(A-\lambda I)=0$. These are the eigenvalues of $A$.
2. If $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ are the distinct eigenvalues obtained in (1), then solve the $k$ systems of linear equations

$$
\left(A-\lambda_{i} I\right) \mathbf{v}_{i}=0, \quad i=1,2, \ldots, k
$$

to find all eigenvectors $\mathbf{v}_{i}$ corresponding to each eigenvalue.

## DEFINITION 7.1.3

For a given $n \times n$ matrix $A$, the polynomial $p(\lambda)$ defined by

$$
p(\lambda)=\operatorname{det}(A-\lambda I)
$$

is called the characteristic polynomial of $A$, and the equation

$$
p(\lambda)=0
$$

is called the characteristic equation of $A$.
From the definition of the determinant, Definition 3.1.8, we can verify that ${ }^{3} p(\lambda)$ is a polynomial in $\lambda$ of degree $n$. Also, it follows from (1) that the eigenvalues of $A$ are the roots of the characteristic equation. Using this fact, the following fundamental result can be deduced (Problem 40).

## Proposition 7.1.4 An $n \times n$ matrix $A$ is invertible if and only if 0 is not an eigenvalue of $A$.

## Some Examples

We now consider three examples to illustrate some of the possibilities that can arise in the eigenvalue/eigenvector problem and also to motivate some of the theoretical results that will be established in the next section.

Example 7.1.5 Find all eigenvalues and eigenvectors of $A=\left[\begin{array}{rr}3 & -1 \\ -5 & -1\end{array}\right]$.
Solution: The linear system for determining the eigenvalues and eigenvectors is $(A-\lambda I) \mathbf{v}=\mathbf{0}$; that is,

$$
\left[\begin{array}{cc}
3-\lambda & -1  \tag{7.1.3}\\
-5 & -1-\lambda
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
$$

[^44]This system has nontrivial solutions if and only if $\lambda$ satisfies the characteristic equation

$$
\left|\begin{array}{cc}
3-\lambda & -1 \\
-5 & -1-\lambda
\end{array}\right|=0 .
$$

Expanding the determinant yields

$$
(3-\lambda)(-1-\lambda)-5=0 .
$$

That is,

$$
\lambda^{2}-2 \lambda-8=0,
$$

which has factorization

$$
(\lambda+2)(\lambda-4)=0 .
$$

Consequently, the eigenvalues of $A$ are

$$
\lambda_{1}=-2, \quad \lambda_{2}=4 .
$$

The corresponding eigenvectors are obtained by successively substituting the foregoing eigenvalues into (7.1.3) and solving the resulting system.
Eigenvalue $\lambda_{1}=-2$ : We have $A-\lambda_{1} I=\left[\begin{array}{rr}5 & -1 \\ -5 & 1\end{array}\right]$, so the augmented matrix of the system $\left(A-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}$ is

$$
\left[\begin{array}{rr|r}
5 & -1 & 0 \\
-5 & 1 & 0
\end{array}\right],
$$

with reduced row-echelon form

$$
\left[\begin{array}{cc|c}
1 & -\frac{1}{5} & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

The solution to the system can therefore be written in the form $\mathbf{v}=(r, 5 r)$, where $r$ is a free variable. It follows that the eigenvectors corresponding to $\lambda_{1}=-2$ are those vectors in $\mathbb{R}^{2}$ of the form

$$
\mathbf{v}=r(1,5)
$$

where $r$ is any nonzero real number. Notice that there is only one linearly independent eigenvector corresponding to the eigenvalue $\lambda_{1}=-2$, which we may choose as $\mathbf{v}_{1}=(1,5)$. All other eigenvectors corresponding to $\lambda_{1}=-2$ are scalar multiples of $\mathbf{v}_{1}$.

Eigenvalue $\lambda_{2}=4$ : The augmented matrix of the system $\left(A-\lambda_{2} I\right) \mathbf{v}=\mathbf{0}$ is

$$
\left[\begin{array}{ll|l}
-1 & -1 & 0 \\
-5 & -5 & 0
\end{array}\right],
$$

with reduced row-echelon form

$$
\left[\begin{array}{ll|l}
1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Consequently, the system has solutions $\mathbf{v}=(-s, s)$, where $s$ is a free variable. It follows that the eigenvectors corresponding to $\lambda_{2}=4$ are those vectors in $\mathbb{R}^{2}$ of the form

$$
\mathbf{v}=s(-1,1),
$$

where $s$ is any nonzero real number. Once more there is only one linearly independent eigenvector corresponding to the eigenvalue $\lambda_{2}=4$, which we may choose as $\mathbf{v}_{2}=(-1,1)$. All other eigenvectors corresponding to $\lambda_{2}=4$ are scalar multiples of $\mathbf{v}_{2}$.

Notice that the eigenvectors $\mathbf{v}_{1}=(1,5)$ and $\mathbf{v}_{2}=(-1,1)$ (which correspond to the two different eigenvalues here) are nonproportional and therefore are linearly independent in $\mathbb{R}^{2}$. The matrix $A$ has therefore picked out a basis for $\mathbb{R}^{2}$. This is illustrated in Figure 7.1.2.


Figure 7.1.2: Two linearly independent eigenvectors for the matrix in Example 7.1.5.

Example 7.1.6 Find all eigenvalues and eigenvectors of

$$
A=\left[\begin{array}{rrr}
5 & 12 & -6 \\
-3 & -10 & 6 \\
-3 & -12 & 8
\end{array}\right]
$$

Solution: The system $(A-\lambda I) \mathbf{v}=\mathbf{0}$ has nontrivial solutions if and only if $\operatorname{det}(A-\lambda I)=0$. For the given matrix,

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{ccc}
5-\lambda & 12 & -6 \\
-3 & -10-\lambda & 6 \\
-3 & -12 & 8-\lambda
\end{array}\right|
$$

Using the Cofactor Expansion Theorem along row 1 yields

$$
\begin{aligned}
\operatorname{det}(A-\lambda I) & =(5-\lambda)[(\lambda-8)(\lambda+10)+72]-12[3 \lambda-6]-6[6-3 \lambda] \\
& =(5-\lambda)\left(\lambda^{2}+2 \lambda-8\right)+18(2-\lambda) \\
& =(5-\lambda)(\lambda-2)(\lambda+4)+18(2-\lambda) \\
& =(2-\lambda)[(\lambda-5)(\lambda+4)+18]=(2-\lambda)\left(\lambda^{2}-\lambda-2\right) \\
& =(2-\lambda)(\lambda-2)(\lambda+1)=-(\lambda-2)^{2}(\lambda+1) .
\end{aligned}
$$

Consequently, $A$ has eigenvalues

$$
\lambda_{1}=2 \quad \text { (repeated twice) }, \quad \lambda_{2}=-1 .
$$

To determine the corresponding eigenvectors of $A$, we must solve each of the homogeneous linear systems

$$
\left(A-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}, \quad\left(A-\lambda_{2} I\right) \mathbf{v}=\mathbf{0}
$$

Eigenvalue $\lambda_{1}=2$ : The augmented matrix of the homogeneous linear system $\left(A-\lambda_{1}\right) \mathbf{v}=\mathbf{0}$ is

$$
\left[\begin{array}{rrr|r}
3 & 12 & -6 & 0 \\
-3 & -12 & 6 & 0 \\
-3 & -12 & 6 & 0
\end{array}\right],
$$

with reduced row-echelon form

$$
\left[\begin{array}{rrr|r}
1 & 4 & -2 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

Hence, the eigenvectors of $A$ corresponding to the eigenvalue $\lambda_{1}=2$ are

$$
\mathbf{v}=(-4 r+2 s, r, s)
$$

where $r$ and $s$ are free variables that cannot be simultaneously zero. (Why not?) Writing $\mathbf{v}$ in the equivalent form

$$
\mathbf{v}=r(-4,1,0)+s(2,0,1),
$$

we see that there are two linearly independent eigenvectors corresponding to $\lambda_{1}=2$, which we may choose as $\mathbf{v}_{1}=(-4,1,0)$ and $\mathbf{v}_{2}=(2,0,1)$. All other eigenvectors corresponding to $\lambda_{1}=2$ are obtained by taking nontrivial linear combinations of $\mathbf{v}_{1}, \mathbf{v}_{2}$. Therefore, geometrically, these eigenvectors all lie in the plane through the origin of a Cartesian coordinate system that contains $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$.

Eigenvalue $\lambda_{2}=-1$ : The augmented matrix of the linear system $\left(A-\lambda_{2} I\right) \mathbf{v}=\mathbf{0}$ is

$$
\left[\begin{array}{rrr|r}
6 & 12 & -6 & 0 \\
-3 & -9 & 6 & 0 \\
-3 & -12 & 9 & 0
\end{array}\right],
$$

with reduced row-echelon form

$$
\left[\begin{array}{rrr|r}
1 & 0 & 1 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

Consequently, the eigenvectors of $A$ corresponding to the eigenvalue $\lambda_{2}=-1$ are those nonzero vectors in $\mathbb{R}^{3}$ of the form

$$
\mathbf{v}=t(-1,1,1)
$$

where $t$ is a nonzero free variable. We see that there is only one linearly independent eigenvector corresponding to $\lambda_{2}=-1$, which we may take to be $\mathbf{v}_{3}=(-1,1,1)$. All other eigenvectors of $A$ corresponding to $\lambda_{2}=-1$ are scalar multiples of $\mathbf{v}_{3}$. Geometrically, these eigenvectors lie on the line with direction vector $\mathbf{v}_{3}$, which passes through the origin of a Cartesian coordinate system.

We note that the eigenvectors of $A$ have given rise to the set of vectors $\{(-4,1,0)$, $(2,0,1),(-1,1,1)\}$. Furthermore, since

$$
\operatorname{det}\left(\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right]\right)=\left|\begin{array}{rrr}
-4 & 2 & -1 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right|=1 \neq 0
$$

the set of eigenvectors $\{(-4,1,0),(2,0,1),(-1,1,1)\}$ is linearly independent and therefore is a basis for $\mathbb{R}^{3}$.

The reader may have noticed a couple of common features of the two examples just given. First, the number of linearly independent eigenvectors associated with a given eigenvalue $\lambda$ is equal to the number of times $\lambda$ occurs as a root of the characteristic equation. Second, the total number of linearly independent eigenvectors obtained from
all of the eigenvalues agrees with the number of rows and columns of the matrix $A$. Are these observations always to be expected? The answer is no. The next example illustrates this, and in the next section, we will have much more to say about this issue from a theoretical perspective.

Example 7.1.7 Find all eigenvalues and eigenvectors of $A=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$.
Solution: The system $(A-\lambda I) \mathbf{v}=\mathbf{0}$ has nontrivial solutions if and only if $\operatorname{det}(A-\lambda I)=0$. For the given matrix,

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{cc}
1-\lambda & 1 \\
0 & 1-\lambda
\end{array}\right|=(\lambda-1)^{2} .
$$

Hence, $A$ has eigenvalue $\lambda_{1}=1$ (repeated twice).
To determine the corresponding eigenvectors of $A$, we must solve the homogeneous linear system

$$
\left(A-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}
$$

which, for $\lambda_{1}=1$, has augmented matrix

$$
\left[\begin{array}{ll|l}
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Hence, the eigenvectors of $A$ corresponding to $\lambda_{1}=1$ are

$$
\mathbf{v}=(r, 0),
$$

where $r$ is a nonzero free variable. It follows that the eigenvectors corresponding to $\lambda_{1}=1$ are those vectors in $\mathbb{R}^{2}$ of the form

$$
\mathbf{v}=r(1,0) .
$$

Notice that there is only one linearly independent eigenvector here,

$$
\mathbf{v}_{1}=(1,0) .
$$

In this case, therefore, the number of linearly independent eigenvectors associated with $\lambda$ falls short of the number of times $\lambda$ occurs as a root of the characteristic equation. In the next section, we will refer to a matrix such as this as defective, since one of its eigenvalues fails to have "enough" linearly independent eigenvectors.

The matrices and eigenvalues in the previous examples have all been real, and this enabled us to regard the eigenvectors as vectors in $\mathbb{R}^{n}$. We now consider the case when some or all of the eigenvalues and eigenvectors are complex. The steps in determining the eigenvalues and eigenvectors do not change, although they can be more complicated algebraically, since the equations determining the eigenvectors will have complex coefficients. For the majority of matrices that we consider, the matrix $A$ will have only real elements. In these cases, the following theorem can save some work in determining any complex eigenvectors.

Theorem 7.1.8 Let $A$ be an $n \times n$ matrix with real elements. If $\lambda$ is a complex eigenvalue of $A$ with corresponding eigenvector $\mathbf{v}$, then $\bar{\lambda}$ is an eigenvalue of $A$ with corresponding eigenvector $\overline{\mathbf{v}}$.

Proof If $A \mathbf{v}=\lambda \mathbf{v}$, then $\overline{A \mathbf{v}}=\overline{\lambda \mathbf{v}}$, which implies that $A \overline{\mathbf{v}}=\bar{\lambda} \overline{\mathbf{v}}$, since $A$ has real entries.

Remark According to the previous theorem, if we find the eigenvectors of a real matrix $A$ corresponding to a complex eigenvalue $\lambda$, then we can obtain the eigenvectors corresponding to the eigenvalue $\bar{\lambda}$ without having to solve a linear system.

Example 7.1.9 Find all eigenvalues and eigenvectors of $A=\left[\begin{array}{rr}9 & 37 \\ -1 & -3\end{array}\right]$.
Solution: The characteristic polynomial of $A$ is

$$
p(\lambda)=\left|\begin{array}{cc}
9-\lambda & 37 \\
-1 & -3-\lambda
\end{array}\right|=\lambda^{2}-6 \lambda+10 .
$$

Consequently, the eigenvalues of $A$ are

$$
\lambda_{1}=3+i, \quad \lambda_{2}=\overline{\lambda_{1}}=3-i
$$

Since these are complex eigenvalues, we take the underlying vector space as $\mathbb{C}^{2}$, and hence, any scalars that arise in the solution of the problem will be complex.

Eigenvalue $\lambda_{1}=3+i$ : The augmented matrix of the system $\left(A-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}$ reduces to

$$
\begin{aligned}
& {\left[\begin{array}{cc|c}
6-i & 37 & 0 \\
-1 & -6-i & 0
\end{array}\right] \stackrel{1}{\sim}\left[\begin{array}{cc|c}
0 & 0 & 0 \\
-1 & -6-i & 0
\end{array}\right] \stackrel{2}{\sim}\left[\begin{array}{cc|c}
-1 & -6-i & 0 \\
0 & 0 & 0
\end{array}\right] \stackrel{3}{\sim}\left[\begin{array}{cc|c}
1 & 6+i & 0 \\
0 & 0 & 0
\end{array}\right],} \\
& \begin{array}{lll}
\text { 1. } \mathrm{A}_{21}(6-i) & \text { 2. } \mathrm{P}_{12} & \text { 3. } \mathrm{M}_{1}(-1)
\end{array}
\end{aligned}
$$

so that the eigenvectors of $A$ corresponding to $\lambda_{1}=3+i$ are those vectors in $\mathbb{C}^{2}$ of the form

$$
\mathbf{v}=r(-(6+i), 1),
$$

where $r$ is an arbitrary nonzero complex number.
Eigenvalue $\lambda_{2}=3-i$ : From Theorem 7.1.8, the eigenvectors in this case are those vectors in $\mathbb{C}^{2}$ of the form $\mathbf{v}=s(-(6-i), 1)$, where $s$ is an arbitrary nonzero complex number.

Notice that the eigenvectors corresponding to different eigenvalues are linearly independent vectors in $\mathbb{C}^{2}$. For example, a linearly independent set of eigenvectors is $\{(-(6+i), 1),(-(6-i), 1)\}$. Once more the eigenvectors have determined a basis in the underlying vector space (in this case $\mathbb{C}^{2}$ ).

Remark Performing elementary row operations on matrices with complex entries is often more cumbersome than when only real entries are present. An important fact that is helpful to remember when finding eigenvectors corresponding to the eigenvalue $\lambda$ is that the matrix $A-\lambda I$ is always not invertible. This means that performing elementary row operations on the augmented matrix for the system $(A-\lambda I) \mathbf{v}=\mathbf{0}$ must produce a row of zeros at the bottom. Therefore, in the case when $A$ is only $2 \times 2$, then the two rows of $A-\lambda I$ must be proportional to one another for each eigenvalue $\lambda$ of $A$. Hence, it is permissible to forego tedious elementary row operations, and instead, simply ignore one of the two rows. We caution the reader that this shortcut is generally not applicable in the case of a matrix $A$ of size $3 \times 3$ or larger.

When first encountering the eigenvalue/eigenvector problem, students often focus so much attention on the computational aspects of finding the eigenvalues and eigenvectors
that they lose sight of the original equation that defines the eigenvalues and eigenvectors of $A$. The following examples illustrate the importance of the defining equation when establishing theoretical results.

Example 7.1.10 Let $\lambda$ be an eigenvalue of the matrix $A$ with corresponding eigenvector $\mathbf{v}$. Prove that $\lambda^{2}$ is an eigenvalue of $A^{2}$ with corresponding eigenvector $\mathbf{v}$.

Solution: We are given that

$$
\begin{equation*}
A \mathbf{v}=\lambda \mathbf{v} \tag{7.1.4}
\end{equation*}
$$

and we must establish that

$$
A^{2} \mathbf{v}=\lambda^{2} \mathbf{v} .
$$

From Equation (7.1.4), we have

$$
A^{2} \mathbf{v}=A(A \mathbf{v})=A(\lambda \mathbf{v})=\lambda(A \mathbf{v})=\lambda(\lambda \mathbf{v})=\lambda^{2} \mathbf{v},
$$

and the result is established.

Example 7.1.11 Let $\lambda$ and $\mathbf{v}$ be an eigenvalue/eigenvector pair for the $n \times n$ matrix $A$. If $k$ is an arbitrary real number, prove that $\mathbf{v}$ is also an eigenvector of the matrix $A-k I$ corresponding to the eigenvalue $\lambda-k$.

Solution: Once more, the only information that we are given is that

$$
A \mathbf{v}=\lambda \mathbf{v} .
$$

If we let $B=A-k I$, then we must establish that

$$
B \mathbf{v}=(\lambda-k) \mathbf{v} .
$$

But,

$$
B \mathbf{v}=(A-k I) \mathbf{v}=A \mathbf{v}-k \mathbf{v}=\lambda \mathbf{v}-k \mathbf{v}=(\lambda-k) \mathbf{v},
$$

as required.

## Exercises for 7.1

## Key Terms

Eigenvalue, Eigenvector, Characteristic polynomial, Characteristic equation.

## Skills

- Be able to determine whether a given scalar $\lambda$ and vector $\mathbf{v}$ form an eigenvalue/eigenvector pair for a given matrix $A$.
- Be able to determine eigenvectors that correspond to a given eigenvalue of $A$.
- Be able to determine the eigenvalue that corresponds to a given eigenvector of $A$.
- For $2 \times 2$ and $3 \times 3$ matrices, be able to provide a geometric interpretation of the eigenvalue/eigenvector problem. For special cases, you should be able to determine eigenvalue/eigenvector pairs by arguing geometrically.
- Be able to compute the characteristic polynomial for a given matrix $A$ and use it to find the eigenvalues of $A$.
- Be able to prove basic facts about eigenvalueeigenvector pairs from the definitions in this section. (See Examples 7.1.10 and 7.1.11.)
- Be able to find all eigenvalues and corresponding eigenvectors for a given matrix $A$.


## True-False Review

For Questions (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) An eigenvector corresponding to the eigenvalue $\lambda$ of a matrix $A$ is any vector $\mathbf{v}$ such that $A \mathbf{v}=\lambda \mathbf{v}$.
(b) The eigenvalues of an upper or lower-triangular matrix $A$ are the entries appearing on the main diagonal of $A$.
(c) If two matrices $A$ and $B$ have the same characteristic polynomial, then $A$ and $B$ must have exactly the same set of eigenvalues.
(d) If $A$ is an $n \times n$ matrix, then $A$ has $n$ eigenvalues, including possible repeated eigenvalues and complex eigenvalues.
(e) If $A$ is the $2 \times 2$ matrix of the linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ that rotates points of the $x y$-plane counterclockwise by 90 degrees, then $A$ has no real eigenvalues.
(f) If two matrices $A$ and $B$ have exactly the same characteristic polynomial, then $A$ and $B$ must have exactly the same set of eigenvectors.
(g) A linear combination of a set of eigenvectors of a matrix $A$ is again an eigenvector of $A$.
(h) If $\lambda=a+i b(b \neq 0)$ is a complex eigenvalue of a matrix $A$, then so is $\bar{\lambda}=a-i b$.
(i) If $\lambda$ is an eigenvalue of the matrix $A$, then $\lambda^{3}$ is an eigenvalue of $A^{3}$.

## Problems

For Problems 1-5, use Equation (7.1.1) to verify that $\lambda$ and $\mathbf{v}$ are an eigenvalue/eigenvector pair for the given matrix $A$.

1. $\lambda=2, \quad \mathbf{v}=(2,9), \quad A=\left[\begin{array}{ll}-7 & 2 \\ -9 & 4\end{array}\right]$.
2. $\lambda=4, \quad \mathbf{v}=(1,1), \quad A=\left[\begin{array}{ll}1 & 3 \\ 2 & 2\end{array}\right]$.
3. $\lambda=3, \mathbf{v}=(2,1,-1), \quad A=\left[\begin{array}{rrr}1 & -2 & -6 \\ -2 & 2 & -5 \\ 2 & 1 & 8\end{array}\right]$.
4. $\lambda=-2, \quad \mathbf{v}=c_{1}(1,0,-3)+c_{2}(4,-3,0)$,
$A=\left[\begin{array}{rrr}1 & 4 & 1 \\ 3 & 2 & 1 \\ 3 & 4 & -1\end{array}\right]$, where $c_{1}$ and $c_{2}$ are constants.
5. $\lambda=10, \quad \mathbf{v}=c_{1}(1,-4,0)+c_{2}(0,0,1)$,
$A=\left[\begin{array}{rrc}6 & -1 & 0 \\ -16 & 6 & 0 \\ -4 & -1 & 10\end{array}\right]$, where $c_{1}$ and $c_{2}$ are constants.
6. Given that $\mathbf{v}_{1}=(-2,1)$ and $\mathbf{v}_{2}=(1,1)$ are eigenvectors of

$$
A=\left[\begin{array}{rr}
-5 & 2 \\
1 & -4
\end{array}\right]
$$

determine the eigenvalues of $A$.
7. Given that $\mathbf{v}_{1}=(1,-2)$ and $\mathbf{v}_{2}=(1,1)$ are eigenvectors of $A=\left[\begin{array}{ll}4 & 1 \\ 2 & 3\end{array}\right]$, determine the eigenvalues of $A$.
8. The effect of the linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with matrix $A=\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right]$ is to reflect each vector in the $x$-axis. By arguing geometrically, determine all eigenvalues and eigenvectors of $A$.
9. The effect of the linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with matrix $A=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ is to reflect each vector across the line $y=x$. By arguing geometrically, determine all eigenvalues and eigenvectors of $A$.
10. The linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with matrix $A=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right]$ rotates vectors in the $x y$-plane counterclockwise through an angle $\theta$, where $0 \leq \theta<$ $2 \pi$. By arguing geometrically, determine all values of $\theta$ for which $A$ has real eigenvalues. Find the real eigenvalues and the corresponding eigenvectors.
11. The linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ with matrix $A=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right]$ takes vectors $(x, y, z)$ in $\mathbb{R}^{3}$ and moves them to the corresponding point $(0, y, 0)$ on the $y$-axis. By arguing geometrically, determine all eigenvalues and eigenvectors of $A$.

For Problems 12-32, determine all eigenvalues and corresponding eigenvectors of the given matrix.
12. $\left[\begin{array}{ll}5 & -4 \\ 8 & -7\end{array}\right]$.
13. $\left[\begin{array}{rr}1 & 6 \\ 2 & -3\end{array}\right]$.
14. $\left[\begin{array}{rr}7 & 4 \\ -1 & 3\end{array}\right]$.
15. $\left[\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right]$.
16. $\left[\begin{array}{rr}7 & 3 \\ -6 & 1\end{array}\right]$.
17. $\left[\begin{array}{rr}-2 & -6 \\ 3 & 4\end{array}\right]$.
18. $\left[\begin{array}{ll}3 & -2 \\ 4 & -1\end{array}\right]$.
19. $\left[\begin{array}{rr}2 & 3 \\ -3 & 2\end{array}\right]$.
20. $\left[\begin{array}{rrr}10 & -12 & 8 \\ 0 & 2 & 0 \\ -8 & 12 & -6\end{array}\right]$.
21. $\left[\begin{array}{rrr}3 & 0 & 0 \\ 0 & 2 & -1 \\ 1 & -1 & 2\end{array}\right]$.
22. $\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 3 & 2 \\ 2 & -2 & -1\end{array}\right]$.
23. $\left[\begin{array}{rrr}6 & 3 & -4 \\ -5 & -2 & 2 \\ 0 & 0 & -1\end{array}\right]$.
24. $\left[\begin{array}{rrr}7 & -8 & 6 \\ 8 & -9 & 6 \\ 0 & 0 & -1\end{array}\right]$.
25. $\left[\begin{array}{rrr}0 & 1 & -1 \\ 0 & 2 & 0 \\ 2 & -1 & 3\end{array}\right]$.
26. $\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0\end{array}\right]$.
27. $\left[\begin{array}{rrr}-2 & 1 & 0 \\ 1 & -1 & -1 \\ 1 & 3 & -3\end{array}\right]$.
28. $\left[\begin{array}{rrr}2 & -1 & 3 \\ 3 & 1 & 0 \\ 2 & -1 & 3\end{array}\right]$.
29. $\left[\begin{array}{lll}5 & 0 & 0 \\ 0 & 5 & 0 \\ 0 & 0 & 5\end{array}\right]$.
30. $\left[\begin{array}{lll}0 & 2 & 2 \\ 2 & 0 & 2 \\ 2 & 2 & 0\end{array}\right]$.
31.
$\left[\begin{array}{llll}1 & 2 & 3 & 4 \\ 4 & 3 & 2 & 1 \\ 4 & 5 & 6 & 7 \\ 7 & 6 & 5 & 4\end{array}\right]$.
32. $\left[\begin{array}{rrrr}0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0\end{array}\right]$.
33. Find all eigenvalues and corresponding eigenvectors of

$$
A=\left[\begin{array}{ccc}
1+i & 0 & 0 \\
2-2 i & 1-3 i & 0 \\
2 i & 0 & 1
\end{array}\right] .
$$

Note that the eigenvectors do not occur in complex conjugate pairs. Does this contradict Theorem 7.1.8? Explain.
34. Consider the matrix $A=\left[\begin{array}{rr}1 & -1 \\ 2 & 4\end{array}\right]$.
(a) Show that the characteristic polynomial of $A$ is $p(\lambda)=\lambda^{2}-5 \lambda+6$.
(b) Show that $A$ satisfies its characteristic equation. That is, $A^{2}-5 A+6 I_{2}=0_{2}$. (This result is known as the Cayley-Hamilton Theorem and is true for general $n \times n$ matrices.)
(c) Use the result from (b) to find $A^{-1}$.
[Hint: Multiply the equation in (b) by $A^{-1}$.]
35. Let $A=\left[\begin{array}{rr}1 & 2 \\ 2 & -2\end{array}\right]$.
(a) Determine all eigenvalues of $A$.
(b) Reduce $A$ to row-echelon form, and determine the eigenvalues of the resulting matrix. Are these the same as the eigenvalues of $A$ ?
36. If $\mathbf{v}_{1}=(1,-1)$ and $\mathbf{v}_{2}=(2,1)$ are eigenvectors of the matrix $A$ corresponding to the eigenvalues $\lambda_{1}=2, \lambda_{2}=-3$, respectively, find $A\left(3 \mathbf{v}_{1}-\mathbf{v}_{2}\right)$.
37. Let $\mathbf{v}_{1}=(1,-1,1), \mathbf{v}_{2}=(2,1,3)$, and $\mathbf{v}_{3}=$ $(-1,-1,2)$ be eigenvectors of the matrix $A$ corresponding to the eigenvalues $\lambda_{1}=2, \lambda_{2}=-2$, and $\lambda_{3}=3$, respectively, and let $\mathbf{v}=(5,0,3)$.
(a) Express $\mathbf{v}$ as a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$.
(b) Find $A v$.
38. If $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$ are linearly independent eigenvectors of $A$ corresponding to the eigenvalue $\lambda$, and $c_{1}, c_{2}$, and $c_{3}$ are scalars (not all zero), show that $c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+c_{3} \mathbf{v}_{3}$ is also an eigenvector of $A$ corresponding to the eigenvalue $\lambda$.
39. Prove that the eigenvalues of an upper (or lower) triangular matrix are just the diagonal elements of the matrix.
40. Prove Proposition 7.1.4.
41. Let $A$ be an $n \times n$ invertible matrix. Prove that if $\lambda$ is an eigenvalue of $A$, then $1 / \lambda$ is an eigenvalue of $A^{-1}$. [Note: By Proposition 7.1.4, $\lambda \neq 0$ here.]
42. Let $A$ and $B$ be $n \times n$ matrices, and assume that $\mathbf{v}$ in $\mathbb{R}^{n}$ is an eigenvector of $A$ corresponding to the eigenvalue $\lambda$ and also an eigenvector of $B$ corresponding to the eigenvalue $\mu$.
(a) Prove that $\mathbf{v}$ is an eigenvector of the matrix $A B$. What is the corresponding eigenvalue?
(b) Prove that $\mathbf{v}$ is an eigenvector of the matrix $A+B$. What is the corresponding eigenvalue?
43. Let $A$ be an $n \times n$ matrix. Prove that $A$ and $A^{T}$ have the same eigenvalues.
[Hint: Show that $\operatorname{det}\left(A^{T}-\lambda I\right)=\operatorname{det}(A-\lambda I)$.]
44. Let $A$ be an $n \times n$ real matrix with complex eigenvalue $\lambda=a+i b$, where $b \neq 0$, and let $\mathbf{v}=\mathbf{r}+i$ s be a corresponding eigenvector of $A$.
(a) Prove that $\mathbf{r}$ and $\mathbf{s}$ are nonzero vectors in $\mathbb{R}^{n}$.
(b) Prove that $\{\mathbf{r}, \mathbf{s}\}$ is linearly independent in $\mathbb{R}^{n}$.

For Problems 45-50, use some form of technology to determine the eigenvalues and eigenvectors of $A$ in the following manner:
(1) Form the matrix $A-\lambda I$.
(2) Solve the characteristic equation $\operatorname{det}(A-\lambda I)=0$ to determine the eigenvalues of $A$.
(3) For each eigenvalue $\lambda_{i}$ found in (2), solve the system $\left(A-\lambda_{i} I\right) \mathbf{v}=\mathbf{0}$ to determine the eigenvectors of $A$.
45. $\diamond A=\left[\begin{array}{ll}3 & 1 \\ 2 & 4\end{array}\right]$.
46. $\diamond A=\left[\begin{array}{lll}5 & 34 & -41 \\ 4 & 17 & -23 \\ 5 & 24 & -31\end{array}\right]$.
47. $\diamond A=\left[\begin{array}{lll}4 & 1 & 1 \\ 1 & 4 & 1 \\ 1 & 1 & 4\end{array}\right]$.
48. $\diamond A=\left[\begin{array}{rrr}1 & 1 & 1 \\ 3 & -1 & 2 \\ 3 & 1 & 4\end{array}\right]$.
49. $\diamond A=\left[\begin{array}{rrr}0 & 1 & -2 \\ -1 & 0 & 2 \\ 2 & -2 & 0\end{array}\right]$.
50. $\diamond A=\left[\begin{array}{lllll}0 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 \\ 1 & 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0\end{array}\right]$.

For Problems 51-56, use some form of technology to directly determine the eigenvalues and eigenvectors of the given matrix.
51. $\diamond$ The matrix in Problem 45 .
52. $\diamond$ The matrix in Problem 46.
53. $\diamond$ The matrix in Problem 47.
54. $\diamond$ The matrix in Problem 48.
55. $\diamond$ The matrix in Problem 49.
56. $\diamond$ The matrix in Problem 50 .

### 7.2 General Results for Eigenvalues and Eigenvectors

In this section, we look more closely at the relationship between the eigenvalues and eigenvectors of an $n \times n$ matrix. Our aim is to formalize several of the ideas introduced via the examples of the previous section.

For a given $n \times n$ matrix $A=\left[a_{i j}\right]$, the characteristic polynomial $p(\lambda)$ assumes the form

$$
p(\lambda)=\operatorname{det}(A-\lambda I)=\left|\begin{array}{cccc}
a_{11}-\lambda & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22}-\lambda & \ldots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}-\lambda
\end{array}\right| .
$$

Expanding this determinant yields a polynomial of degree $n$ in $\lambda$ with leading coefficient $(-1)^{n}$. It follows that $p(\lambda)$ can be written in the form

$$
p(\lambda)=(-1)^{n} \lambda^{n}+b_{1} \lambda^{n-1}+b_{2} \lambda^{n-2}+\cdots+b_{n},
$$

where $b_{1}, b_{2}, \ldots, b_{n}$ are scalars. Since we consider the underlying vector space to be $\mathbb{C}^{n}$, the Fundamental Theorem of Algebra guarantees that $p(\lambda)$ will have precisely $n$ zeros (not necessarily distinct), and hence, $A$ will have $n$ eigenvalues. If we let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ denote the distinct eigenvalues of $A$, then $p(\lambda)$ can be factored as

$$
p(\lambda)=(-1)^{n}\left(\lambda-\lambda_{1}\right)^{m_{1}}\left(\lambda-\lambda_{2}\right)^{m_{2}}\left(\lambda-\lambda_{3}\right)^{m_{3}} \ldots\left(\lambda-\lambda_{k}\right)^{m_{k}},
$$

where, since $p(\lambda)$ has degree $n$,

$$
m_{1}+m_{2}+\cdots+m_{k}=n .
$$

Thus, associated with each eigenvalue $\lambda_{i}$ is a number $m_{i}$, called the multiplicity of $\lambda_{i}$.
We now focus our attention on the eigenvectors of $A$.

## DEFINITION 7.2.1

Let $A$ be an $n \times n$ matrix. For a given eigenvalue $\lambda_{i}$, let $E_{i}$ denote the set of all vectors $\mathbf{v}$ satisfying $A \mathbf{v}=\lambda_{i} \mathbf{v}$. Then $E_{i}$ is called the eigenspace of $A$ corresponding to the eigenvalue $\lambda_{i}$. Thus, $E_{i}$ is the solution set to the linear system $\left(A-\lambda_{i} I\right) \mathbf{v}=\mathbf{0}$.

## Remarks

1. Equivalently, we can say that the eigenspace $E_{i}$ is the kernel of the linear transformation $T_{i}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ defined by $T_{i}(\mathbf{v})=\left(A-\lambda_{i} I\right) \mathbf{v}$.
2. It is important to notice that there is one eigenspace associated with each eigenvalue of $A$.
3. The only difference between the eigenspace corresponding to a specific eigenvalue and the set of all eigenvectors corresponding to that eigenvalue is that the eigenspace includes the zero vector.

Example 7.2.2 Determine all eigenspaces for the matrix $A=\left[\begin{array}{rr}3 & -1 \\ -5 & -1\end{array}\right]$.
Solution: We have already computed the eigenvalues and eigenvectors of $A$ in Example 7.1.5. The eigenvalues of $A$ are $\lambda_{1}=-2$ and $\lambda_{2}=4$. The eigenvectors corresponding
to $\lambda_{1}=-2$ are all nonzero vectors of the form $\mathbf{v}=r(1,5)$, where $r$ is a constant. Thus, the eigenspace corresponding to $\lambda_{1}=-2$ is

$$
E_{1}=\left\{\mathbf{v} \in \mathbb{R}^{2}: \mathbf{v}=r(1,5), r \in \mathbb{R}\right\}
$$

The eigenvectors corresponding to the eigenvalue $\lambda_{2}=4$ are of the form $\mathbf{v}=s(-1,1)$, where $s \neq 0$, so that the eigenspace corresponding to $\lambda_{2}=4$ is

$$
E_{2}=\left\{\mathbf{v} \in \mathbb{R}^{2}: \mathbf{v}=s(-1,1), s \in \mathbb{R}\right\}
$$

We have one main result for eigenspaces.
Theorem 7.2.3 Let $\lambda_{i}$ be an eigenvalue of $A$ of multiplicity $m_{i}$ and let $E_{i}$ denote the corresponding eigenspace. Then

1. For each $i, E_{i}$ is a subspace of $\mathbb{C}^{n}$.
2. If $n_{i}$ denotes the dimension of $E_{i}$, then $1 \leq n_{i} \leq m_{i}$ for each $i$. In words, the dimension of the eigenspace corresponding to $\lambda_{i}$ is at most the multiplicity of $\lambda_{i}$.

## Proof

1. From Definition 7.2.1, $E_{i}$ is the null space of the matrix $A-\lambda_{i} I$ and hence is a subspace of $\mathbb{C}^{n}$. Alternatively, Remark (1) above, coupled with Theorem 6.3.5, provides an immediate proof.
2. The proof of this result requires some more advanced ideas about linear transformations than we have developed and is therefore omitted. (See, for example, Shilov, G.E. Linear Algebra, Dover Publications, 1977.)

Remark The numbers $m_{i}$ and $n_{i}$ are called the algebraic multiplicity and the geometric multiplicity of the eigenvalue $\lambda_{i}$, respectively. In what follows, the algebraic multiplicity of an eigenvalue is sometimes referred to simply as the multiplicity of the eigenvalue.

Example 7.2.4 Determine all eigenspaces and their dimensions for the matrix

$$
A=\left[\begin{array}{rrr}
3 & -1 & 0 \\
0 & 2 & 0 \\
-1 & 1 & 2
\end{array}\right]
$$

Solution: A straightforward calculation yields the characteristic polynomial

$$
p(\lambda)=-(\lambda-2)^{2}(\lambda-3)
$$

so that the eigenvalues of $A$ are $\lambda_{1}=2$ (with algebraic multiplicity 2) and $\lambda_{2}=3$ (with algebraic multiplicity 1 ). The eigenvectors corresponding to $\lambda_{1}=2$ are determined by solving the linear system $\left(A-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}$ for $\mathbf{v}$. The augmented matrix for the system is

$$
\left[\begin{array}{rrr|r}
1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0
\end{array}\right],
$$

which has reduced row-echelon form

$$
\left[\begin{array}{rrr|r}
1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

The general solution to this system is therefore

$$
\mathbf{v}=(r, r, s)=r(1,1,0)+s(0,0,1)
$$

where $r$ and $s$ are scalars. Thus, the eigenspace corresponding to $\lambda_{1}=2$ is

$$
E_{1}=\left\{\mathbf{v} \in \mathbb{R}^{3}: \mathbf{v}=r(1,1,0)+s(0,0,1), r, s \in \mathbb{R}\right\}=\operatorname{span}\{(1,1,0),(0,0,1)\}
$$

We see that the linearly independent set $\{(1,1,0),(0,0,1)\}$ is a basis for the eigenspace $E_{1}$, and hence, $\operatorname{dim}\left[E_{1}\right]=2$; that is, $n_{1}=2$.

It is easily shown that the eigenvectors corresponding to the eigenvalue $\lambda_{2}=3$ are of the form

$$
\mathbf{v}=(t, 0,-t)=t(1,0,-1)
$$

where $t$ is a nonzero real number. Thus, the eigenspace corresponding to $\lambda_{2}=3$ is

$$
E_{2}=\left\{\mathbf{v} \in \mathbb{R}^{3}: \mathbf{v}=t(1,0,-1), t \in \mathbb{R}\right\}=\operatorname{span}\{(1,0,-1)\}
$$

Therefore, $\{(1,0,-1)\}$ is a basis for this eigenspace $E_{2}$, and hence, $\operatorname{dim}\left[E_{2}\right]=1$; that is, $n_{2}=1$. The eigenspaces $E_{1}$ and $E_{2}$ are sketched in Figure 7.2.1.


Figure 7.2.1: Geometrical description of the eigenspaces determined in Example 7.2.4.

We now consider the relationship between eigenvectors corresponding to distinct eigenvalues. There is one key theorem which has already been illustrated by the examples in the previous section.

Theorem 7.2.5 Eigenvectors corresponding to distinct eigenvalues are linearly independent.
Proof We use induction to prove the result. Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$ be distinct eigenvalues of $A$ with corresponding eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$. It is certainly true that $\left\{\mathbf{v}_{1}\right\}$ is linearly independent. Now suppose that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ is linearly independent for some $k<m$, and consider the set $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}, \mathbf{v}_{k+1}\right\}$. We wish to show that this set of vectors is linearly independent. Consider

$$
\begin{equation*}
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}+c_{k+1} \mathbf{v}_{k+1}=\mathbf{0} \tag{7.2.1}
\end{equation*}
$$

Premultiplying both sides of this equation by $A$ and using $A \mathbf{v}_{i}=\lambda_{i} \mathbf{v}_{i}$ yields

$$
\begin{equation*}
c_{1} \lambda_{1} \mathbf{v}_{1}+c_{2} \lambda_{2} \mathbf{v}_{2}+\cdots+c_{k} \lambda_{k} \mathbf{v}_{k}+c_{k+1} \lambda_{k+1} \mathbf{v}_{k+1}=\mathbf{0} . \tag{7.2.2}
\end{equation*}
$$

But, from Equation (7.2.1),

$$
c_{k+1} \mathbf{v}_{k+1}=-\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}\right),
$$

so that Equation (7.2.2) can be written as

$$
c_{1} \lambda_{1} \mathbf{v}_{1}+c_{2} \lambda_{2} \mathbf{v}_{2}+\cdots+c_{k} \lambda_{k} \mathbf{v}_{k}-\lambda_{k+1}\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}\right)=\mathbf{0}
$$

That is,

$$
c_{1}\left(\lambda_{1}-\lambda_{k+1}\right) \mathbf{v}_{1}+c_{2}\left(\lambda_{2}-\lambda_{k+1}\right) \mathbf{v}_{2}+\cdots+c_{k}\left(\lambda_{k}-\lambda_{k+1}\right) \mathbf{v}_{k}=\mathbf{0} .
$$

Since $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ are linearly independent, this implies that

$$
c_{1}\left(\lambda_{1}-\lambda_{k+1}\right)=0, \quad c_{2}\left(\lambda_{2}-\lambda_{k+1}\right)=0, \quad \ldots, \quad c_{k}\left(\lambda_{k}-\lambda_{k+1}\right)=0,
$$

and hence, since the $\lambda_{i}$ are distinct, $c_{1}=c_{2}=\cdots=c_{k}=0$. But now, since $\mathbf{v}_{k+1} \neq \mathbf{0}$, it follows from Equation (7.2.1) that $c_{k+1}=0$ also, and so, $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}, \mathbf{v}_{k+1}\right\}$ is linearly independent. We have therefore shown that the desired result is true for $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}, \mathbf{v}_{k+1}\right\}$ whenever it is true for $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$, and, since the result is true for a single eigenvector, it is true for $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}, 1 \leq k \leq m$.

Corollary 7.2.6 Let $E_{1}, E_{2}, \ldots, E_{k}$ denote the eigenspaces of an $n \times n$ matrix $A$. In each eigenspace, choose a set of linearly independent eigenvectors, and let $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}\right\}$ denote the union of the linearly independent sets. Then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}\right\}$ is linearly independent.

Proof We argue by contradiction. Suppose that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}\right\}$ is linearly dependent. Then there exist scalars $c_{1}, c_{2}, \ldots, c_{r}$, not all zero, such that

$$
\begin{equation*}
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{r} \mathbf{v}_{r}=\mathbf{0} \tag{7.2.3}
\end{equation*}
$$

which can be written as

$$
\mathbf{w}_{1}+\mathbf{w}_{2}+\cdots+\mathbf{w}_{k}=\mathbf{0},
$$

where $\mathbf{w}_{i}$ is the sum of those terms in (7.2.3) that involve vectors in $E_{i}$. Note that some $\mathbf{w}_{i} \neq \mathbf{0}$; otherwise since some $c_{j} \neq 0$, we would have a nontrivial linear combination of the vectors in $E_{j}$ resulting in $\mathbf{w}_{j}=\mathbf{0}$, which contradicts our choice of the set of linearly independent eigenvectors. But if $\mathbf{w}_{i} \neq \mathbf{0}$, then this implies that $\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{k}\right\}$ is linearly dependent, which contradicts Theorem 7.2.5. Consequently, all of the scalars in Equation (7.2.3) must be zero, and so $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}\right\}$ is indeed linearly independent.

Since the dimension of $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ) is $n$, the maximum number of linearly independent eigenvectors that $A$ can have is $n$. In such a case, we say that $A$ is nondefective. The following definition introduces the appropriate terminology.

## DEFINITION 7.2.7

An $n \times n$ matrix $A$ that has $n$ linearly independent eigenvectors is called nondefective. In such a case, we say that $A$ has a complete set of eigenvectors. If $A$ has less than $n$ linearly independent eigenvectors, it is called defective.

If $A$ is nondefective, then any set of $n$ linearly independent eigenvectors of $A$ is a basis for $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ). Such a basis is referred to as an eigenbasis of $A$.

Example 7.2.8 For the matrix in Example 7.2.4, $\{(1,1,0),(0,0,1),(1,0,-1)\}$ is a complete set of eigenvectors. Consequently, the matrix is nondefective. Likewise, the matrices in Examples 7.1.5, 7.1.6, and 7.1.9 are all nondefective, while the matrix in Example 7.1.7 is defective.

Example 7.2.9 Determine whether $A=\left[\begin{array}{rr}-1 & 1 \\ -1 & -3\end{array}\right]$ is defective or not.
Solution: The characteristic polynomial of $A$ is

$$
p(\lambda)=(-1-\lambda)(-3-\lambda)+1=\lambda^{2}+4 \lambda+4=(\lambda+2)^{2} .
$$

Thus, $\lambda_{1}=-2$ is an eigenvalue of multiplicity 2 . The eigenvectors of $A$ are easily found from the augmented matrix of the system $\left(A-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}$, which is $\left[\begin{array}{rr|r}1 & 1 & 0 \\ -1 & -1 & 0\end{array}\right]$. We find that the set of eigenvectors take the form

$$
\mathbf{v}=(-r, r)=r(-1,1),
$$

where $r$ is a nonzero real number. So the eigenspace corresponding to $\lambda_{1}=-2$ is

$$
E_{1}=\left\{\mathbf{v} \in \mathbb{R}^{2}: \mathbf{v}=r(-1,1), r \in \mathbb{R}\right\}=\operatorname{span}\{(-1,1)\} .
$$

Thus, $\operatorname{dim}\left[E_{1}\right]=1<2$, and hence $A$ is defective.
The next result is a direct consequence of Theorem 7.2.5.

Corollary 7.2.10 If an $n \times n$ matrix $A$ has $n$ distinct eigenvalues, then it is nondefective.

Proof Denote the $n$ distinct eigenvalues of $A$ by $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, and denote the corresponding eigenvectors by $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$, respectively. By Theorem $7.2 .5,\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is linearly independent. Thus, $A$ is nondefective.

Note that if $A$ does not have $n$ distinct eigenvalues, it may still be nondefective. For instance, in Example 7.1.6, there are only two distinct eigenvalues, but there are three linearly independent eigenvectors, which gives a complete set. The general result is as follows.

Theorem 7.2.11 An $n \times n$ matrix $A$ is nondefective if and only if the dimension of each eigenspace is the same as the algebraic multiplicity $m_{i}$ of the corresponding eigenvalue; that is, if and only if $\operatorname{dim}\left[E_{i}\right]=m_{i}$ for each $i$.

Proof Suppose that $A$ is nondefective, with eigenspaces $E_{1}, E_{2}, \ldots, E_{k}$ of dimensions $n_{1}, n_{2}, \ldots, n_{k}$, respectively. Since $A$ is nondefective, $n_{1}+n_{2}+\cdots+n_{k}=n$. If $n_{i}<m_{i}$ for some $i$, then since $n_{i} \leq m_{i}$ for each $i$ by Theorem 7.2.3, we have

$$
n=n_{1}+n_{2}+\cdots+n_{k}<m_{1}+m_{2}+\cdots+m_{k}=n,
$$

a contradiction. Thus, $n_{i}=m_{i}$ for each $i$; that is, the dimension of each eigenspace is the same as the algebraic multiplicity of the corresponding eigenvalue.

Conversely, if $n_{i}=m_{i}$ for each $i$, then

$$
n=m_{1}+m_{2}+\cdots+m_{k}=n_{1}+n_{2}+\cdots+n_{k},
$$

which means that the union of the linearly independent eigenvectors that span each eigenspace consists of $n$ eigenvectors of $A$, and this union is linearly independent by Corollary 7.2.6. Thus, $A$ has $n$ linearly independent eigenvectors.

Theorem 7.2.11 really says that, in order for a matrix $A$ to be nondefective, each eigenvalue of $A$ must "pull its weight" in the sense that each eigenvalue must have a corresponding eigenspace that is "large enough" in terms of dimension to match the multiplicity of the eigenvalue. In Example 7.1.7, for instance, the eigenvalue $\lambda_{1}=1$ has multiplicity 2 , but the corresponding eigenspace is only one-dimensional. Therefore, the matrix in that example is defective.

## Exercises for 7.2

## Key Terms

Algebraic multiplicity, Geometric multiplicity, Eigenspace of $A$ corresponding to $\lambda$, Defective matrix, Nondefective matrix, Complete set of eigenvectors.

## Skills

- Be able to compute the algebraic and geometric multiplicities of an eigenvalue $\lambda$ of a square matrix $A$.
- For a square matrix $A$, be able to compute its eigenspaces and find bases and the dimension of each.
- Be able to determine if a given square matrix is defective or nondefective.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) An $n \times n$ matrix $A$ is nondefective if it has $n$ eigenvectors.
(b) Each eigenspace of an $n \times n$ matrix is a subspace of $\mathbb{R}^{n}$.
(c) If $A$ has an eigenvalue $\lambda$ of algebraic multiplicity 3 , then the eigenspace $E_{\lambda}$ cannot be more than three-dimensional.
(d) If $S$ is a set consisting of exactly one nonzero vector from each eigenspace of a matrix $A$, then $S$ is linearly independent.
(e) If the eigenvalues of a $3 \times 3$ matrix $A$ are $\lambda=-1,2,6$, then $A$ is nondefective.
(f) If a matrix $A$ has a repeated eigenvalue, then it is defective.

## Problems

For Problems $1-16$, determine the multiplicity of each eigenvalue and a basis for each eigenspace of the given matrix $A$. Hence, determine the dimension of each eigenspace and state whether the matrix is defective or nondefective.

1. $A=\left[\begin{array}{rr}-7 & 0 \\ -3 & -7\end{array}\right]$.
2. $A=\left[\begin{array}{ll}1 & 4 \\ 2 & 3\end{array}\right]$.
3. $A=\left[\begin{array}{ll}3 & 0 \\ 0 & 3\end{array}\right]$.
4. $A=\left[\begin{array}{rr}1 & 2 \\ -2 & 5\end{array}\right]$.
5. $A=\left[\begin{array}{rr}5 & 5 \\ -2 & -1\end{array}\right]$.
6. $A=\left[\begin{array}{rrr}3 & -4 & -1 \\ 0 & -1 & -1 \\ 0 & -4 & 2\end{array}\right]$.
7. $A=\left[\begin{array}{rrr}4 & 0 & 0 \\ 0 & 2 & -3 \\ 0 & -2 & 1\end{array}\right]$.
8. $A=\left[\begin{array}{rrr}3 & 1 & 0 \\ -1 & 5 & 0 \\ 0 & 0 & 4\end{array}\right]$.
9. $A=\left[\begin{array}{rrr}3 & 0 & 0 \\ 2 & 0 & -4 \\ 1 & 4 & 0\end{array}\right]$.
10. $A=\left[\begin{array}{rrr}4 & 1 & 6 \\ -4 & 0 & -7 \\ 0 & 0 & -3\end{array}\right]$.
11. $A=\left[\begin{array}{lll}2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 2\end{array}\right]$.
12. $A=\left[\begin{array}{rrr}7 & -8 & 6 \\ 8 & -9 & 6 \\ 0 & 0 & -1\end{array}\right]$.
13. $A=\left[\begin{array}{lll}2 & 2 & -1 \\ 2 & 1 & -1 \\ 2 & 3 & -1\end{array}\right]$.
14. $A=\left[\begin{array}{lll}1 & -1 & 2 \\ 1 & -1 & 2 \\ 1 & -1 & 2\end{array}\right]$.
15. $A=\left[\begin{array}{rrr}2 & 3 & 0 \\ -1 & 0 & 1 \\ -2 & -1 & 4\end{array}\right]$.
16. $A=\left[\begin{array}{rrr}0 & -1 & -1 \\ -1 & 0 & -1 \\ -1 & -1 & 0\end{array}\right]$.

For Problems 17-22, determine whether the given matrix is defective or nondefective.
17. $A=\left[\begin{array}{ll}2 & 3 \\ 2 & 1\end{array}\right]$.
18. $A=\left[\begin{array}{rr}6 & 5 \\ -5 & -4\end{array}\right]$.
19. $A=\left[\begin{array}{rr}1 & -2 \\ 5 & 3\end{array}\right]$.
20. $A=\left[\begin{array}{rrr}1 & -3 & 1 \\ -1 & -1 & 1 \\ -1 & -3 & 3\end{array}\right]$;
characteristic polynomial $p(\lambda)=-(\lambda-2)^{2}(\lambda+1)$.
21. $A=\left[\begin{array}{lll}-1 & 2 & 2 \\ -4 & 5 & 2 \\ -4 & 2 & 5\end{array}\right]$;
characteristic polynomial $p(\lambda)=(3-\lambda)^{3}$.
22. $A=\left[\begin{array}{lllll}4 & 1 & 0 & 0 & 0 \\ 0 & 4 & 1 & 0 & 0 \\ 0 & 0 & 4 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0\end{array}\right]$.

For Problems 23-28, determine a basis for each eigenspace of $A$ and sketch the eigenspaces.
23. $A=\left[\begin{array}{rr}-7 & 0 \\ -3 & -7\end{array}\right]$.
24. $A=\left[\begin{array}{ll}2 & 1 \\ 3 & 4\end{array}\right]$.
25. $A=\left[\begin{array}{ll}2 & 3 \\ 0 & 2\end{array}\right]$.
26. $A=\left[\begin{array}{ll}5 & 0 \\ 0 & 5\end{array}\right]$.
27. $A=\left[\begin{array}{rrr}3 & 1 & -1 \\ 1 & 3 & -1 \\ -1 & -1 & 3\end{array}\right]$;
characteristic polynomial $p(\lambda)=(5-\lambda)(\lambda-2)^{2}$.
28. $A=\left[\begin{array}{rrr}-3 & 1 & 0 \\ -1 & -1 & 2 \\ 0 & 0 & -2\end{array}\right]$.
29. The matrix

$$
A=\left[\begin{array}{lll}
2 & -2 & 3 \\
1 & -1 & 3 \\
1 & -2 & 4
\end{array}\right]
$$

has eigenvalues $\lambda_{1}=1$ and $\lambda_{2}=3$.
(a) Determine a basis for the eigenspace $E_{1}$ corresponding to $\lambda_{1}=1$ and then use the GramSchmidt procedure to obtain an orthogonal basis for $E_{1}$.
(b) Are the vectors in $E_{1}$ orthogonal to the vectors in $E_{2}$, the eigenspace corresponding to $\lambda_{2}=3$ ?
30. Repeat the previous question for

$$
A=\left[\begin{array}{rrr}
1 & -1 & 1 \\
-1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right],
$$

assuming that $A$ has eigenvalues $\lambda_{1}=2, \lambda_{2}=-1$.
31. The matrix

$$
A=\left[\begin{array}{lll}
a & b & c \\
a & b & c \\
a & b & c
\end{array}\right]
$$

has eigenvalues 0,0 , and $a+b+c$. Determine all values of the constants $a, b$, and $c$ for which $A$ is nondefective.
32. Consider the characteristic polynomial of an $n \times n$ matrix $A$; namely,
$p(\lambda)=\operatorname{det}(A-\lambda I)=\left|\begin{array}{cccc}a_{11}-\lambda & a_{12} & \ldots & a_{1 n} \\ a_{21} & a_{22}-\lambda & \ldots & a_{2 n} \\ \vdots & \vdots & & \vdots \\ a_{n 1} & a_{n 2} & \ldots & a_{n n}-\lambda\end{array}\right|$
which can be written in either of the following equivalent forms:

$$
\begin{align*}
& p(\lambda)=(-1)^{n} \lambda^{n}+b_{1} \lambda^{n-1}+\cdots+b_{n},  \tag{7.2.5}\\
& p(\lambda)=\left(\lambda_{1}-\lambda\right)\left(\lambda_{2}-\lambda\right) \ldots\left(\lambda_{n}-\lambda\right), \tag{7.2.6}
\end{align*}
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ (not necessarily distinct) are the eigenvalues of $A$.
(a) Use Equations (7.2.4) and (7.2.5) to show that

$$
\begin{aligned}
& b_{1}=(-1)^{n-1}\left(a_{11}+a_{22}+\cdots+a_{n n}\right), \\
& b_{n}=\operatorname{det}(A) .
\end{aligned}
$$

Recall that the quantity $a_{11}+a_{22}+\cdots+a_{n n}$ is called the trace of the matrix $A$, denoted $\operatorname{tr}(A)$.
(b) Use Equations (7.2.5) and (7.2.6) to show that

$$
\begin{aligned}
& b_{1}=(-1)^{n-1}\left(\lambda_{1}+\lambda_{2}+\cdots+\lambda_{n}\right), \\
& b_{n}=\lambda_{1} \lambda_{2} \cdots \lambda_{n} .
\end{aligned}
$$

(c) Use your results from (a) and (b) to show that

$$
\begin{aligned}
\operatorname{det}(A) & =\text { product of the eigenvalues of } A \\
\operatorname{tr}(A) & =\text { sum of the eigenvalues of } A
\end{aligned}
$$

In Problems 33-36, use the result of Problem 32 to determine the sum and the product of the eigenvalues of the given matrix $A$.
33. $A=\left[\begin{array}{rrr}-1 & -2 & 0 \\ 6 & -3 & -8 \\ -2 & 2 & 1\end{array}\right]$.
34. $A=\left[\begin{array}{rrr}2 & 0 & 5 \\ 0 & -1 & 1 \\ 3 & -4 & 2\end{array}\right]$.
35. $A=\left[\begin{array}{rrrr}0 & -3 & 1 & 1 \\ 0 & 2 & -1 & 3 \\ -1 & 1 & 1 & 1 \\ 1 & 0 & 5 & -2\end{array}\right]$.
36. $A=\left[\begin{array}{rrrr}12 & 11 & 9 & -7 \\ 2 & 3 & -5 & 6 \\ 10 & 8 & 5 & 4 \\ 1 & 0 & 3 & 4\end{array}\right]$.
37. Let $E_{i}$ denote the eigenspace of $A$ corresponding to the eigenvalue $\lambda_{i}$. Use Theorem 4.3.2 to prove that $E_{i}$ is a subspace of $\mathbb{C}^{n}$.
38. Let $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ be eigenvectors of $A$ corresponding to the distinct eigenvalues $\lambda_{1}$ and $\lambda_{2}$, respectively. Prove that $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ are linearly independent. [Hint: Model your proof on the general case considered in Theorem 7.2.5.]
39. Let $E_{i}$ denote the eigenspace of $A$ corresponding to the eigenvalue $\lambda_{i}$. If $\left\{\mathbf{v}_{i}\right\}$ is a basis for $E_{1}$ and $\left\{\mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is a basis for $E_{2}$, prove that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is linearly independent. [Hint: Model your proof on the general case considered in Corollary 7.2.6.]

For Problems 40-44, use some form of technology to determine the eigenvalues and a basis for each eigenspace of the given matrix. Hence, determine the dimension of each eigenspace and state whether the matrix is defective or nondefective.
40. $\diamond A=\left[\begin{array}{rrr}1 & -3 & 3 \\ -1 & -2 & 3 \\ -1 & -3 & 4\end{array}\right]$.
41. $\diamond A=\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1\end{array}\right]$.
42. $\diamond A=\left[\begin{array}{ccc}3 & \sqrt{2} & 3 \\ \sqrt{2} & 3 & \sqrt{2} \\ 3 & \sqrt{2} & 3\end{array}\right]$.
43. $\diamond A=\left[\begin{array}{rrr}25 & -6 & 12 \\ 11 & 0 & 6 \\ -44 & 12 & -21\end{array}\right]$.
44. $\diamond A=\left[\begin{array}{llll}1 & 2 & 1 & 2 \\ 2 & 1 & 2 & 1 \\ 1 & 2 & 1 & 2 \\ 2 & 1 & 2 & 1\end{array}\right]$.

For Problems 45-46, use some form of technology to show that the given matrix is nondefective.
45. $\diamond A=\left[\begin{array}{lll}a & b & a \\ b & a & b \\ a & b & a\end{array}\right]$.
46. $\diamond A=\left[\begin{array}{ccc}a & a & b \\ a & 2 a+b & a \\ b & a & a\end{array}\right]$.

### 7.3 Diagonalization

A powerful application of the theory of eigenvalues and eigenvectors is diagonalization. As motivation for this application, we consider the linear system of differential equations

$$
\begin{align*}
& \frac{d x_{1}}{d t}=a_{11} x_{1}+a_{12} x_{2}  \tag{7.3.1}\\
& \frac{d x_{2}}{d t}=a_{21} x_{1}+a_{22} x_{2} \tag{7.3.2}
\end{align*}
$$

which we write as a vector equation

$$
\begin{equation*}
\mathbf{x}^{\prime}=A \mathbf{x} \tag{7.3.3}
\end{equation*}
$$

where

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2}
\end{array}\right], \quad \mathbf{x}^{\prime}=\left[\begin{array}{c}
x_{1}^{\prime} \\
x_{2}^{\prime}
\end{array}\right], \quad A=\left[a_{i j}\right]
$$

The prime symbol denotes differentiation with respect to the independent variable $t$. In general, we cannot integrate the given system directly, because each equation involves both unknown functions $x_{1}$ and $x_{2}$. We say that the equations are coupled. Suppose, however, we make a linear change of variables defined by

$$
\begin{equation*}
\mathbf{x}=S \mathbf{y} \tag{7.3.4}
\end{equation*}
$$

where $S$ is an invertible matrix of constants. Then

$$
\mathbf{x}^{\prime}=S \mathbf{y}^{\prime}
$$

so that (7.3.3) is transformed to the equivalent system

$$
S \mathbf{y}^{\prime}=A S \mathbf{y}
$$

Premultiplying by $S^{-1}$ yields

$$
\begin{equation*}
\mathbf{y}^{\prime}=B \mathbf{y} \tag{7.3.5}
\end{equation*}
$$

where $B=S^{-1} A S$. The question that now arises is whether it is possible to choose $S$ such that the system (7.3.5) can be integrated. For if this is the case, then, upon performing the integration to find $\mathbf{y}$, the solution $\mathbf{x}$ to (7.3.3) can be determined from (7.3.4). The results of this section will establish that, provided $A$ is nondefective, all of this is possible.

The aim of the section therefore is to investigate matrices that are related via $B=S^{-1} A S$. Of particular interest to us is the possibility of choosing $S$ so that $S^{-1} A S$ has a simple structure. Of course, the question that needs answering is how simple a form should we aim for. First we introduce some terminology and a helpful result.

## DEFINITION 7.3.1

Let $A$ and $B$ be $n \times n$ matrices. We say $A$ is similar to $B$ if there exists an invertible matrix $S$ such that $B=S^{-1} A S$.

Example 7.3.2 If $A=\left[\begin{array}{rr}2 & 0 \\ -1 & 1\end{array}\right]$ and $B=\left[\begin{array}{rr}22 & 6 \\ -70 & -19\end{array}\right]$, verify that $B=S^{-1} A S$, where $S=\left[\begin{array}{ll}7 & 2 \\ 3 & 1\end{array}\right]$.
Solution: It is easily shown that $S^{-1}=\left[\begin{array}{rr}1 & -2 \\ -3 & 7\end{array}\right]$, so that

$$
\begin{aligned}
S^{-1} A S & =\left[\begin{array}{rr}
1 & -2 \\
-3 & 7
\end{array}\right]\left[\begin{array}{rr}
2 & 0 \\
-1 & 1
\end{array}\right]\left[\begin{array}{ll}
7 & 2 \\
3 & 1
\end{array}\right] \\
& =\left[\begin{array}{rr}
4 & -2 \\
-13 & 7
\end{array}\right]\left[\begin{array}{ll}
7 & 2 \\
3 & 1
\end{array}\right]=\left[\begin{array}{rr}
22 & 6 \\
-70 & -19
\end{array}\right]
\end{aligned}
$$

that is, $S^{-1} A S=B$.

Theorem 7.3.3 Similar matrices have the same eigenvalues (including multiplicities).

Proof If $A$ is similar to $B$, then $B=S^{-1} A S$ for some invertible matrix $S$. Thus,

$$
\begin{aligned}
\operatorname{det}(B-\lambda I) & =\operatorname{det}\left(S^{-1} A S-\lambda I\right)=\operatorname{det}\left(S^{-1} A S-\lambda S^{-1} S\right) \\
& =\operatorname{det}\left(S^{-1}(A-\lambda I) S\right)=\operatorname{det}\left(S^{-1}\right) \operatorname{det}(A-\lambda I) \operatorname{det}(S) \\
& =\operatorname{det}(A-\lambda I)
\end{aligned}
$$

where we have used the fact that $\operatorname{det}\left(S^{-1}\right)=\frac{1}{\operatorname{det}(S)}$ in the final step. Consequently, $A$ and $B$ have the same characteristic polynomial and hence the same eigenvalues (and multiplicities).

We now know from Theorem 7.3.3 that $A$ and $S^{-1} A S$ have the same eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Furthermore, the simplest matrix that has these eigenvalues is the diagonal matrix $D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$. Consequently, the simplest possible structure for $S^{-1} A S$ is

$$
S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

We have therefore been led to the question:

For an $n \times n$ matrix $A$, when does an invertible matrix $S$ exist such that

$$
S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) ?
$$

The answer is provided in the next crucial theorem.

Theorem 7.3.4 An $n \times n$ matrix $A$ is similar to a diagonal matrix if and only if $A$ is nondefective. In such a case, if $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ denote $n$ linearly independent eigenvectors of $A$ and

$$
S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]
$$

then

$$
S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$ (not necessarily distinct) corresponding to the eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$.

Proof If $A$ is similar to a diagonal matrix, then there exists an invertible matrix $S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]$ such that

$$
\begin{equation*}
S^{-1} A S=D, \tag{7.3.6}
\end{equation*}
$$

where $D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ and, from Theorem $7.3 .3, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$. Premultiplying both sides of (7.3.6) by $S$ yields

$$
A S=S D,
$$

or equivalently,

$$
\left[A \mathbf{v}_{1}, A \mathbf{v}_{2}, \ldots, A \mathbf{v}_{n}\right]=\left[\lambda_{1} \mathbf{v}_{1}, \lambda_{2} \mathbf{v}_{2}, \ldots, \lambda_{n} \mathbf{v}_{n}\right] .
$$

Equating corresponding column vectors we must have

$$
A \mathbf{v}_{1}=\lambda_{1} \mathbf{v}_{1}, \quad A \mathbf{v}_{2}=\lambda_{2} \mathbf{v}_{2}, \quad \ldots, \quad A \mathbf{v}_{n}=\lambda_{n} \mathbf{v}_{n}
$$

Consequently, $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ are eigenvectors of $A$ corresponding to the eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Further, since $\operatorname{det}(S) \neq 0$, the eigenvectors are linearly independent.

Conversely, suppose $A$ is nondefective, and let $S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]$, where $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right.$, $\left.\ldots, \mathbf{v}_{n}\right\}$ is any complete set of eigenvectors of $A$. Then

$$
A S=A\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]=\left[A \mathbf{v}_{1}, A \mathbf{v}_{2}, \ldots, A \mathbf{v}_{n}\right]=\left[\lambda_{1} \mathbf{v}_{1}, \lambda_{2} \mathbf{v}_{2}, \ldots, \lambda_{n} \mathbf{v}_{n}\right] .
$$

This can be written in the equivalent form

$$
\begin{equation*}
A S=S D \tag{7.3.7}
\end{equation*}
$$

where $D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$. Since the columns of $S$ form a linearly independent set, $\operatorname{det}(S) \neq 0$, and hence $S$ is invertible. Premultiplying both sides of (7.3.7) by $S^{-1}$ yields

$$
S^{-1} A S=D,
$$

so that $A$ is indeed similar to a diagonal matrix.

## DEFINITION 7.3.5

An $n \times n$ matrix that is similar to a diagonal matrix is said to be diagonalizable.

## Remarks

1. Since every matrix is similar to itself (why?), note that every diagonal matrix is diagonalizable.
2. By Theorem 7.3.4, the term "diagonalizable" is synonymous with "nondefective." The matrices in Examples 7.1.5, 7.1.6, 7.1.9, and 7.2.4 are diagonalizable, while the matrix in Example 7.1.7 is not. As an exercise, the reader should write down an appropriate matrix $S$ in each of Examples 7.1.5, 7.1.6, 7.1.9, and 7.2.4, together with diagonal matrices to which the given matrices are similar. To illustrate this, we offer the following example.

Example 7.3.6 Verify that $A=\left[\begin{array}{rrr}3 & -2 & -2 \\ -3 & -2 & -6 \\ 3 & 6 & 10\end{array}\right]$ is diagonalizable and find a matrix $S$ such that $S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$.

Solution: The characteristic polynomial for $A$ is $p(\lambda)=-(\lambda-4)^{2}(\lambda-3)$ (this can be determined, for example, by cofactor expansion of $A-\lambda I)$, so that the eigenvalues of $A$ are $\lambda=4,4,3$. Corresponding linearly independent eigenvectors are

$$
\begin{aligned}
& \lambda=4: \mathbf{v}_{1}=(-2,0,1), \mathbf{v}_{2}=(-2,1,0), \\
& \lambda=3: \mathbf{v}_{3}=(1,3,-3) .
\end{aligned}
$$

Consequently, $A$ is nondefective and therefore diagonalizable. If we set

$$
S=\left[\begin{array}{rrr}
-2 & -2 & 1 \\
0 & 1 & 3 \\
1 & 0 & -3
\end{array}\right],
$$

then, according to Theorem 7.3.4,

$$
S^{-1} A S=\operatorname{diag}(4,4,3) .
$$

It is important to note that the ordering of the eigenvalues in the diagonal matrix must be in correspondence with the ordering of the eigenvectors in the matrix $S$. For example, permuting columns 2 and 3 in $S$ yields the matrix

$$
S_{1}=\left[\begin{array}{rrr}
-2 & 1 & -2 \\
0 & 3 & 1 \\
1 & -3 & 0
\end{array}\right] .
$$

Since the column vectors of $S_{1}$ are eigenvectors of $A$, Theorem 7.3.4 implies that

$$
S_{1}^{-1} A S_{1}=\operatorname{diag}(4,3,4)
$$

Now we return to the system of differential equations (7.3.1) and (7.3.2) that motivated our discussion. We assume that $A$ is nondefective and choose $S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}\right]$ such that $S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right)$. Then the system of differential equations (7.3.5) reduces to

$$
\mathbf{y}^{\prime}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right) \mathbf{y} .
$$

That is,

$$
\left[\begin{array}{l}
y_{1}^{\prime} \\
y_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right],
$$

so that

$$
y_{1}^{\prime}=\lambda_{1} y_{1}, \quad y_{2}^{\prime}=\lambda_{2} y_{2} .
$$

We see that the system of differential equations has decoupled, and both of the resulting differential equations are easily integrated to obtain

$$
y_{1}(t)=c_{1} e^{\lambda_{1} t}, \quad y_{2}(t)=c_{2} e^{\lambda_{2} t} .
$$

From (7.3.4) we see that the solution in the original variables is

$$
\mathbf{x}(t)=S \mathbf{y}(t),
$$

which can be written in the equivalent form

$$
\mathbf{x}(t)=S \mathbf{y}(t)=\left[\mathbf{v}_{1}, \mathbf{v}_{2}\right]\left[\begin{array}{l}
c_{1} e^{\lambda_{1} t} \\
c_{2} e^{\lambda_{2} t}
\end{array}\right] .
$$

That is,

$$
\begin{equation*}
\mathbf{x}(t)=c_{1} e^{\lambda_{1} t} \mathbf{v}_{1}+c_{2} e^{\lambda_{2} t} \mathbf{v}_{2} \tag{7.3.8}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}$ are the eigenvalues of $A$ corresponding to the eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}$. The formula (7.3.8) looks suspiciously like a statement about the set of all solutions to the system of differential equations being generated by taking all linear combinations of a certain set of basic solutions (in this case, two such solutions). As mentioned previously, a full vector space formulation for systems of linear differential equations will be given in Chapter 9.

Example 7.3.7 Use the ideas introduced in this section to determine all solutions to

$$
x_{1}^{\prime}=9 x_{1}+6 x_{2}, \quad x_{2}^{\prime}=-10 x_{1}-7 x_{2} .
$$

Solution: The given system can be written as

$$
\mathbf{x}^{\prime}=A \mathbf{x},
$$

where $A=\left[\begin{array}{rr}9 & 6 \\ -10 & -7\end{array}\right]$. The transformed system is

$$
\begin{equation*}
\mathbf{y}^{\prime}=\left(S^{-1} A S\right) \mathbf{y} \tag{7.3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{x}=S \mathbf{y} \tag{7.3.10}
\end{equation*}
$$

To determine $S$, we need the eigenvalues and eigenvectors of $A$. The characteristic polynomial of $A$ is

$$
p(\lambda)=\left|\begin{array}{cc}
9-\lambda & 6 \\
-10 & -7-\lambda
\end{array}\right|=(9-\lambda)(-7-\lambda)+60=\lambda^{2}-2 \lambda-3=(\lambda-3)(\lambda+1) .
$$

Hence, $A$ is nondefective by Corollary 7.2.10. The eigenvectors are easily computed:

$$
\begin{aligned}
& \lambda_{1}=3: \mathbf{v}=r(-1,1), \\
& \lambda_{2}=-1: \mathbf{v}=s(-3,5) .
\end{aligned}
$$

We could now substitute into (7.3.8) to obtain the solution to the system, but it is more instructive to go through the steps that led to that equation. If we set

$$
S=\left[\begin{array}{rr}
-1 & -3 \\
1 & 5
\end{array}\right]
$$

then from Theorem 7.3.4,

$$
S^{-1} A S=\operatorname{diag}(3,-1)
$$

so that the system (7.3.9) is

$$
\left[\begin{array}{l}
y_{1}^{\prime} \\
y_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{rr}
3 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right] .
$$

Hence,

$$
y_{1}^{\prime}=3 y_{1}, \quad y_{2}^{\prime}=-y_{2} .
$$

Both of these equations can be integrated to obtain

$$
y_{1}(t)=c_{1} e^{3 t}, \quad y_{2}(t)=c_{2} e^{-t}
$$

Using (7.3.10) to return to the original variables, we have

$$
\mathbf{x}=S \mathbf{y}=\left[\begin{array}{rr}
-1 & -3 \\
1 & 5
\end{array}\right]\left[\begin{array}{l}
c_{1} e^{3 t} \\
c_{2} e^{-t}
\end{array}\right]=\left[\begin{array}{c}
-c_{1} e^{3 t}-3 c_{2} e^{-t} \\
c_{1} e^{3 t}+5 c_{2} e^{-t}
\end{array}\right]
$$

Consequently,

$$
x_{1}(t)=-c_{1} e^{3 t}-3 c_{2} e^{-t}, \quad x_{2}(t)=c_{1} e^{3 t}+5 c_{2} e^{-t}
$$

In concluding this section, we note that if a matrix $A$ is defective, then from Theorem 7.3.4, there does not exist a matrix $S$ such that $S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$. To handle defective matrices, we try to find an invertible matrix $S$ such that $S^{-1} A S$ is "close" to a diagonal matrix. This will be pursued in Section 7.6.

## Exercises for 7.3

## Key Terms

Similar matrices, Diagonalizable matrix.

## Skills

- Be able to find matrices that are similar to a given matrix $A$.
- Be able to list properties shared by similar matrices and use these to help decide whether two given matrices are similar or not.
- Be able to determine if a given matrix is diagonalizable or not.
- Be able to find $n$ linearly independent eigenvectors for an $n \times n$ diagonalizable matrix $A$ and thus construct an $n \times n$ matrix $S$ such that $S^{-1} A S$ is a diagonal matrix.
- Be able to solve linear systems of differential equations in which the coefficient matrix $A$ is diagonalizable.


## True-False Review

For Questions (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A square matrix $A$ is diagonalizable if and only if it is nondefective.
(b) If $A$ is an invertible, diagonalizable matrix, then so is $A^{-1}$.
(c) If two matrices $A$ and $B$ have the same set of eigenvalues (including multiplicities), then they are similar.
(d) An $n \times n$ matrix is diagonalizable if and only if it has $n$ eigenvectors.
(e) If the characteristic polynomial $p(\lambda)$ of a matrix $A$ has no repeated roots, then $A$ is diagonalizable.
(f) If $A$ is a diagonalizable matrix, then so is $A^{2}$.
(g) A square matrix $A$ is always similar to itself.
(h) If $A$ is an $n \times n$ matrix with $n$ odd whose eigenspaces are all even-dimensional, then $A$ is not diagonalizable.
(i) If $\left(\lambda_{1}, \mathbf{v}_{1}\right)$ and $\left(\lambda_{2}, \mathbf{v}_{2}\right)$ are two eigenvalue-eigenvector pairs of a matrix $A$ with $\lambda_{1} \neq \lambda_{2}$, then $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is linearly independent.

## Problems

For Problems $1-15$, determine whether the given matrix $A$ is diagonalizable. Where possible, find a matrix $S$ such that

$$
S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

1. $A=\left[\begin{array}{rr}-9 & 0 \\ 4 & -9\end{array}\right]$.
2. $A=\left[\begin{array}{rr}-1 & -2 \\ -2 & 2\end{array}\right]$.
3. $A=\left[\begin{array}{ll}-7 & 4 \\ -4 & 1\end{array}\right]$.
4. $A=\left[\begin{array}{ll}1 & -8 \\ 2 & -7\end{array}\right]$.
5. $A=\left[\begin{array}{rr}0 & 4 \\ -4 & 0\end{array}\right]$.
6. $A=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 3 & 7 \\ 1 & 1 & -3\end{array}\right]$.
7. $A=\left[\begin{array}{rrr}1 & -2 & 0 \\ 2 & -3 & 0 \\ 2 & -2 & -1\end{array}\right]$.
8. $A=\left[\begin{array}{rrr}0 & -2 & -2 \\ -2 & 0 & -2 \\ -2 & -2 & 0\end{array}\right]$.
9. $A=\left[\begin{array}{lll}-2 & 1 & 4 \\ -2 & 1 & 4 \\ -2 & 1 & 4\end{array}\right]$.
10. $A=\left[\begin{array}{rrr}2 & 0 & 0 \\ 0 & 1 & 0 \\ 2 & -1 & 1\end{array}\right]$.
11. $A=\left[\begin{array}{rrr}4 & 0 & 0 \\ 3 & -1 & -1 \\ 0 & 2 & 1\end{array}\right]$.
12. $A=\left[\begin{array}{rrr}0 & 2 & -1 \\ -2 & 0 & -2 \\ 1 & 2 & 0\end{array}\right]$.
13. $A=\left[\begin{array}{rrr}1 & -2 & 0 \\ -2 & 1 & 0 \\ 0 & 0 & 3\end{array}\right]$.
14. $A=\left[\begin{array}{rrrr}-1 & 1 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$.
15. $A=\left[\begin{array}{rrrr}1 & 2 & 3 & 4 \\ -1 & -2 & -3 & -4 \\ 2 & 4 & 6 & 8 \\ -2 & -4 & -6 & -8\end{array}\right]$.
[Hint: Problem 32 in Section 7.2 may be useful.]
$\diamond$ For Problems 16-17, use some form of technology to determine a complete set of eigenvectors for the given matrix $A$. Construct a matrix $S$ that diagonalizes $A$ and explicitly verify that $S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$.
16. $A=\left[\begin{array}{rrr}1 & -3 & 3 \\ -2 & -4 & 6 \\ -2 & -6 & 8\end{array}\right]$.
17. $A=\left[\begin{array}{rrrr}3 & -2 & 3 & -2 \\ -2 & 3 & -2 & 3 \\ 3 & -2 & 3 & -2 \\ -2 & 3 & -2 & 3\end{array}\right]$.

For Problems 18-22, use the ideas introduced in this section to solve the given system of differential equations.
18. $x_{1}^{\prime}=x_{1}+4 x_{2}, \quad x_{2}^{\prime}=2 x_{1}+3 x_{2}$.
19. $x_{1}^{\prime}=6 x_{1}-2 x_{2}, \quad x_{2}^{\prime}=-2 x_{1}+6 x_{2}$.
20. $x_{1}^{\prime}=6 x_{1}-x_{2}, \quad x_{2}^{\prime}=-5 x_{1}+2 x_{2}$.
21. $x_{1}^{\prime}=-12 x_{1}-7 x_{2}, \quad x_{2}^{\prime}=16 x_{1}+10 x_{2}$.
22. $x_{1}^{\prime}=x_{2}, \quad x_{2}^{\prime}=-x_{1}$.

For Problems 23-24, first write the given system of differential equations in matrix form, and then use the ideas from this section to determine all solutions.
23. $x_{1}^{\prime}=3 x_{1}-4 x_{2}-x_{3}, \quad x_{2}^{\prime}=-x_{2}-x_{3}$,
$x_{3}^{\prime}=-4 x_{2}+2 x_{3}$.
24. $x_{1}^{\prime}=x_{1}+x_{2}-x_{3}, \quad x_{2}^{\prime}=x_{1}+x_{2}+x_{3}$,
$x_{3}^{\prime}=-x_{1}+x_{2}+x_{3}$.
25. Let $A$ be a nondefective matrix. Then

$$
S^{-1} A S=D,
$$

where $D$ is a diagonal matrix. This can be written as

$$
A=S D S^{-1} .
$$

Use this result to show that

$$
A^{2}=S D^{2} S^{-1},
$$

and that for every positive integer $k$,

$$
A^{k}=S D^{k} S^{-1}
$$

26. If $D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, show that for every positive integer $k$,

$$
D^{k}=\operatorname{diag}\left(\lambda_{1}^{k}, \lambda_{2}^{k}, \ldots, \lambda_{n}^{k}\right) .
$$

27. Use the results of the preceding two problems to determine $A^{3}$ and $A^{5}$, given that $A=\left[\begin{array}{rr}-7 & -4 \\ 18 & 11\end{array}\right]$.
28. We call a matrix $B$ a square root of $A$ if $B^{2}=A$.
(a) Show that if $D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, then the matrix

$$
\sqrt{D}=\operatorname{diag}\left(\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}, \ldots, \sqrt{\lambda_{n}}\right)
$$

is a square root of $D$.
(b) Show that if $A$ is a nondefective matrix with $S^{-1} A S=D$ for some invertible matrix $S$ and diagonal matrix $D$, then $S \sqrt{D} S^{-1}$ is a square root of $A$.
(c) Find a square root for the matrix

$$
A=\left[\begin{array}{rr}
6 & -2 \\
-3 & 7
\end{array}\right] .
$$

29. Prove the following properties for similar matrices:
(a) A matrix $A$ is always similar to itself.
(b) If $A$ is similar to $B$, then $B$ is similar to $A$.
(c) If $A$ is similar to $B$ and $B$ is similar to $C$, then $A$ is similar to $C$.
30. If $A$ is similar to $B$, prove that $A^{T}$ is similar to $B^{T}$.
31. In Theorem 7.3.3, we proved that similar matrices have the same eigenvalues. This problem investigates the relationship between their eigenvectors. Let $\mathbf{v}$ be an eigenvector of $A$ corresponding to the eigenvalue $\lambda$. Prove that if $B=S^{-1} A S$, then $S^{-1} \mathbf{v}$ is an eigenvector of $B$ corresponding to the eigenvalue $\lambda$.
32. Let $A$ be a nondefective matrix and let $S$ be a matrix such that $S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, where all $\lambda_{i}$ are nonzero.
(a) Prove that $A$ is invertible.
(b) Prove that

$$
S^{-1} A^{-1} S=\operatorname{diag}\left(\frac{1}{\lambda_{1}}, \frac{1}{\lambda_{2}}, \ldots, \frac{1}{\lambda_{n}}\right) .
$$

33. Let $A$ be a nondefective matrix and let $S$ be a matrix such that $S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$.
(a) Prove that if $Q=\left(S^{T}\right)^{-1}$, then

$$
Q^{-1} A^{T} Q=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) .
$$

This establishes that $A^{T}$ is also nondefective.
(b) If $M_{C}$ denotes the matrix of cofactors of $S$, prove that the column vectors of $M_{C}$ are linearly independent eigenvectors of $A^{T}$. [Hint: Use the adjoint method to determine $S^{-1}$.]
34. If $A=\left[\begin{array}{rr}-2 & 4 \\ 1 & 1\end{array}\right]$, determine $S$ such that $S^{-1} A S=$ $\operatorname{diag}(-3,2)$, and use the result from the previous problem to determine all eigenvectors of $A^{T}$.

Problems 35-37 deal with the generalization of the diagonalization problem to defective matrices. A complete discussion of this topic can be found in Section 7.6.
35. Let $A$ be a $2 \times 2$ defective matrix. It follows from Theorem 7.3.4 that $A$ is not diagonalizable. However, it can be shown that $A$ is similar to the Jordan canonical form matrix $J_{\lambda}=\left[\begin{array}{cc}\lambda & 1 \\ 0 & \lambda\end{array}\right]$. Thus, there exists a matrix $S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}\right]$, such that

$$
S^{-1} A S=J_{\lambda} .
$$

Prove that $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ must satisfy

$$
\begin{array}{r}
(A-\lambda I) \mathbf{v}_{1}=\mathbf{0} \\
(A-\lambda I) \mathbf{v}_{2}=\mathbf{v}_{1} . \tag{7.3.12}
\end{array}
$$

Equation (7.3.11) is the statement that $\mathbf{v}_{1}$ must be an eigenvector of $A$ corresponding to the eigenvalue $\lambda$. Any vectors that satisfy (7.3.12) are called generalized eigenvectors of $A$. The subject of generalized eigenvectors and Jordan canonical form matrices will be taken up in detail in Section 7.6.
36. Show that $A=\left[\begin{array}{rr}2 & 1 \\ -1 & 4\end{array}\right]$ is defective and use the previous problem to determine a matrix $S$ such that

$$
S^{-1} A S=\left[\begin{array}{ll}
3 & 1 \\
0 & 3
\end{array}\right] .
$$

37. Let $\lambda$ be an eigenvalue of the $3 \times 3$ matrix $A$ of multiplicity 3 , and suppose the corresponding eigenspace has dimension 1. It can be shown that, in this case, there exists a matrix $S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right]$ such that

$$
S^{-1} A S=\left[\begin{array}{ccc}
\lambda & 1 & 0 \\
0 & \lambda & 1 \\
0 & 0 & \lambda
\end{array}\right] .
$$

Prove that $\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}$ must satisfy

$$
\begin{aligned}
& (A-\lambda I) \mathbf{v}_{1}=\mathbf{0} \\
& (A-\lambda I) \mathbf{v}_{2}=\mathbf{v}_{1} \\
& (A-\lambda I) \mathbf{v}_{3}=\mathbf{v}_{2} .
\end{aligned}
$$

38. In this problem, we establish that similar matrices describe the same linear transformation relative to different bases. Assume that $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ and $\left\{\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots, \mathbf{f}_{n}\right\}$ are bases for a vector space $V$ and let $T: V \rightarrow V$ be a linear transformation. Define the $n \times n$ matrices $A=\left[a_{i k}\right]$ and $B=\left[b_{i k}\right]$ by

$$
\begin{align*}
T\left(\mathbf{e}_{k}\right) & =\sum_{i=1}^{n} a_{i l} \mathbf{e}_{i},  \tag{7.3.13}\\
T\left(\mathbf{f}_{k}\right)=\sum_{i=1}^{n} b_{i k} \mathbf{f}_{i}, & k=1,2, \ldots, n, \tag{7.3.14}
\end{align*}
$$

If we express each of the basis vectors $\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots, \mathbf{f}_{n}$ in terms of the basis vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$, we have that

$$
\begin{equation*}
\mathbf{f}_{i}=\sum_{j=1}^{n} s_{j i} \mathbf{e}_{j}, \quad i=1,2, \ldots, n \tag{7.3.15}
\end{equation*}
$$

for appropriate scalars $s_{j i}$. Thus, the matrix $S=\left[s_{j i}\right]$ describes the relationship between the two bases.
(a) Prove that $S$ is nonsingular. [Hint: Use the fact that $\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots, \mathbf{f}_{n}$ are linearly independent.]
(b) Use (7.3.14) and (7.3.15) to show that, for $k=1,2, \ldots, n$, we have

$$
T\left(\mathbf{f}_{k}\right)=\sum_{j=1}^{n}\left(\sum_{i=1}^{n} s_{j i} b_{i k}\right) \mathbf{e}_{j},
$$

or equivalently,

$$
\begin{equation*}
T\left(\mathbf{f}_{k}\right)=\sum_{i=1}^{n}\left(\sum_{j=1}^{n} s_{i j} b_{j k}\right) \mathbf{e}_{i} \tag{7.3.16}
\end{equation*}
$$

(c) Use (7.3.13) and (7.3.15) to show that, for $k=$ $1,2, \ldots n$, we have

$$
\begin{equation*}
T\left(\mathbf{f}_{k}\right)=\sum_{i=1}^{n}\left(\sum_{j=1}^{n} a_{i j} s_{j k}\right) \mathbf{e}_{i} \tag{7.3.17}
\end{equation*}
$$

(d) Use (7.3.16) and (7.3.17) together with the fact that $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ is linearly independent to show that

$$
\sum_{j=1}^{n} s_{i j} b_{j k}=\sum_{j=1}^{n} a_{i j} s_{j k}, \quad 1 \leq i, k \leq n
$$

and hence that

$$
S B=A S
$$

Finally, conclude that $A$ and $B$ are related by

$$
B=S^{-1} A S
$$

### 7.4 An Introduction to the Matrix Exponential Function

This section provides a brief introduction to the matrix exponential function. In Chapter 9 , we will see that this function plays a valuable role in the analysis and solution of systems of differential equations.

## DEFINITION 7.4.1

Let $A$ be an $n \times n$ matrix of constants. We define the matrix exponential function, denoted $e^{A t}$, by

$$
\begin{equation*}
e^{A t}=I_{n}+A t+\frac{1}{2!}(A t)^{2}+\frac{1}{3!}(A t)^{3}+\cdots+\frac{1}{k!}(A t)^{k}+\cdots \tag{7.4.1}
\end{equation*}
$$

It can be shown that for all $n \times n$ matrices $A$ and all values of $t \in(-\infty, \infty)$, the infinite series appearing on the right-hand side of (7.4.1) converges to an $n \times n$ matrix. Consequently, $e^{A t}$ is a well-defined $n \times n$ matrix.

## Properties of the Matrix Exponential Function

1. If $A$ and $B$ are $n \times n$ matrices satisfying $A B=B A$, then

$$
e^{(A+B) t}=e^{A t} e^{B t}
$$

2. For all $n \times n$ matrices $A, e^{A t}$ is invertible and

$$
\left(e^{A t}\right)^{-1}=e^{(-A) t}=e^{-A t}
$$

That is,

$$
e^{A t} e^{-A t}=I_{n} .
$$

The proofs of these results require a precise definition of convergence of an infinite series of matrices. This would take us too far astray from the main focus of this text, and hence, the proofs are omitted. (See, for example, M.W. Hirsch and S. Smale, Differential Equations, Dynamical Systems, and Linear Algebra, Academic Press, 1974.)

We now turn to the issue of computing $e^{A t}$.
Example 7.4.2 Compute $e^{A t}$ if $A=\left[\begin{array}{rr}2 & 0 \\ 0 & -1\end{array}\right]$.
Solution: In this case, we see that $A t=\left[\begin{array}{rr}2 t & 0 \\ 0 & -t\end{array}\right]$, so that for any positive integer $k$, we have

$$
(A t)^{k}=\left[\begin{array}{cc}
(2 t)^{k} & 0 \\
0 & (-t)^{k}
\end{array}\right] .
$$

Thus,

$$
\begin{aligned}
e^{A t} & =\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+\left[\begin{array}{cc}
2 t & 0 \\
0 & -t
\end{array}\right]+\frac{1}{2!}\left[\begin{array}{cc}
(2 t)^{2} & 0 \\
0 & (-t)^{2}
\end{array}\right]+\cdots+\frac{1}{k!}\left[\begin{array}{cc}
(2 t)^{k} & 0 \\
0 & (-t)^{k}
\end{array}\right]+\cdots \\
& =\left[\begin{array}{cc}
\sum_{k=0}^{\infty} \frac{1}{k!}(2 t)^{k} & 0 \\
0 & \sum_{k=0}^{\infty} \frac{1}{k!}(-t)^{k}
\end{array}\right] .
\end{aligned}
$$

Hence,

$$
e^{A t}=\left[\begin{array}{cc}
e^{2 t} & 0 \\
0 & e^{-t}
\end{array}\right] .
$$

More generally, it can be shown (Problem 8) that

$$
\text { If } A=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right) \text {, then } e^{A t}=\operatorname{diag}\left(e^{d_{1} t}, e^{d_{2} t}, \ldots, e^{d_{n} t}\right) .
$$

If $A$ is not a diagonal matrix, then the computation of $e^{A t}$ is more involved. The next simplest case that can arise is when $A$ is nondefective. In this case, as we have shown in the previous section, $A$ is similar to a diagonal matrix, and we might suspect that this would lead to a simplification in the evaluation of $e^{A t}$. We now show that this is indeed the case. Suppose that $A$ has $n$ linearly independent eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$, and define the $n \times n$ matrix $S$ by

$$
S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right] .
$$

Then from Theorem 7.3.4,

$$
\begin{equation*}
S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right), \tag{7.4.2}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$ corresponding to the eigenvectors $\mathbf{v}_{1}$, $\mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$. Premultiplying (7.4.2) by $S$ and postmultiplying by $S^{-1}$ yields

$$
A=S D S^{-1}
$$

where

$$
D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

We now compute $e^{A t}$. From Definition 7.4.1,

$$
\begin{aligned}
e^{A t} & =I_{n}+A t+\frac{1}{2!}(A t)^{2}+\frac{1}{3!}(A t)^{3}+\cdots+\frac{1}{k!}(A t)^{k}+\cdots \\
& =S S^{-1}+\left(S D S^{-1}\right) t+\frac{1}{2!}\left(S D S^{-1}\right)^{2} t^{2}+\cdots+\frac{1}{k!}\left(S D S^{-1}\right)^{k} t^{k}+\cdots
\end{aligned}
$$

A short exercise (see Problem 25 in Section 7.3) shows that for every positive integer $k$, we have $\left(S D S^{-1}\right)^{k}=S D^{k} S^{-1}$. Substituting this into the preceding expression for $e^{A t}$ above, we get

$$
e^{A t}=S\left[I+D t+\frac{1}{2!}(D t)^{2}+\cdots+\frac{1}{k!}(D t)^{k}+\cdots\right] S^{-1}
$$

That is,

$$
e^{A t}=S e^{D t} S^{-1}
$$

Consequently, we have established the next theorem.
Theorem 7.4.3 Let $A$ be a nondefective $n \times n$ matrix with linearly independent eigenvectors $\mathbf{v}_{1}$, $\mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$, and corresponding eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Then

$$
e^{A t}=S e^{D t} S^{-1}
$$

where $S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]$ and $D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$.
Example 7.4.4 Determine $e^{A t}$ if $A=\left[\begin{array}{ll}3 & 3 \\ 5 & 1\end{array}\right]$.
Solution: The eigenvalues of $A$ are $\lambda_{1}=6$ and $\lambda_{2}=-2$, and therefore $A$ is nondefective. A straightforward computation yields the following eigenvectors, which correspond respectively to $\lambda_{1}$ and $\lambda_{2}$ :

$$
\mathbf{v}_{1}=(1,1) \quad \text { and } \quad \mathbf{v}_{2}=(-3,5)
$$

It follows from Theorem 7.4.3 that if we set

$$
S=\left[\begin{array}{rr}
1 & -3 \\
1 & 5
\end{array}\right] \quad \text { and } \quad D=\operatorname{diag}(6,-2)
$$

then

$$
e^{A t}=S e^{D t} S^{-1}
$$

That is,

$$
e^{A t}=S\left[\begin{array}{cc}
e^{6 t} & 0  \tag{7.4.3}\\
0 & e^{-2 t}
\end{array}\right] S^{-1}
$$

It is easily shown that

$$
S^{-1}=\frac{1}{8}\left[\begin{array}{rr}
5 & 3 \\
-1 & 1
\end{array}\right]
$$

so that, substituting into Equation (7.4.3),

$$
e^{A t}=\frac{1}{8}\left[\begin{array}{rr}
1 & -3 \\
1 & 5
\end{array}\right]\left[\begin{array}{cc}
e^{6 t} & 0 \\
0 & e^{-2 t}
\end{array}\right]\left[\begin{array}{rr}
5 & 3 \\
-1 & 1
\end{array}\right]=\frac{1}{8}\left[\begin{array}{rr}
1 & -3 \\
1 & 5
\end{array}\right]\left[\begin{array}{cc}
5 e^{6 t} & 3 e^{6 t} \\
-e^{-2 t} & e^{-2 t}
\end{array}\right] .
$$

Consequently,

$$
e^{A t}=\frac{1}{8}\left[\begin{array}{cc}
5 e^{6 t}+3 e^{-2 t} & 3\left(e^{6 t}-e^{-2 t}\right) \\
5\left(e^{6 t}-e^{-2 t}\right) & 3 e^{6 t}+5 e^{-2 t}
\end{array}\right] .
$$

The computation of $e^{A t}$ when $A$ is a defective matrix is best accomplished by relating $e^{A t}$ to the solution of a linear, homogeneous system of differential equations (see Section 9.8). Alternatively, one can use a generalization of the diagonalization procedure to defective matrices via the machinery of Jordan canonical forms (see Section 7.6).

## Exercises for 7.4

## Key Terms

Matrix exponential function.

## Skills

- Be able to compute the matrix exponential function $e^{A t}$ for any nondefective matrix $A$.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The matrix exponential function $e^{A t}$ is only defined for a square matrix $A$.
(b) If $A^{3}=0$, then $e^{A}=I+A+A^{2}$.
(c) The matrix exponential function $e^{A t}$ is invertible if and only if $A$ is invertible.
(d) The matrix exponential function $e^{A t}$ is an infinite series that converges for all values of $t$.
(e) For any diagonal matrix $D$ and invertible matrix $S$, we have $\left(S D S^{-1}\right)^{k}=S^{k} D^{k}\left(S^{-1}\right)^{k}$ for all positive integers $k$.
(f) For all $n \times n$ matrices $A, e^{A^{2} t}=\left(e^{A t}\right)^{2}$.

## Problems

For Problems 1-7, show that $A$ is nondefective and use Theorem 7.4.3 to find $e^{A t}$.

1. $A=\left[\begin{array}{ll}1 & 2 \\ 0 & 3\end{array}\right]$.
2. $A=\left[\begin{array}{ll}3 & 1 \\ 1 & 3\end{array}\right]$.
3. $A=\left[\begin{array}{rr}0 & 2 \\ -2 & 0\end{array}\right]$.
4. $A=\left[\begin{array}{rr}-1 & 3 \\ -3 & -1\end{array}\right]$.
5. $A=\left[\begin{array}{rr}a & b \\ -b & a\end{array}\right]$.
6. $A=\left[\begin{array}{rrr}3 & -2 & -2 \\ 1 & 0 & -2 \\ 0 & 0 & 3\end{array}\right]$.
7. $A=\left[\begin{array}{rrr}6 & -2 & -1 \\ 8 & -2 & -2 \\ 4 & -2 & 1\end{array}\right]$,
and you may assume that $p(\lambda)=-(\lambda-2)^{2}(\lambda-1)$.
8. If $A=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$, prove that

$$
e^{A t}=\operatorname{diag}\left(e^{d_{1} t}, e^{d_{2} t}, e^{d_{3} t}, \ldots, e^{d_{n} t}\right) .
$$

9. If $A=\left[\begin{array}{rr}-3 & 0 \\ 0 & 5\end{array}\right]$, determine $e^{A t}$ and $e^{-A t}$.
10. Prove that for all values of the constant $\lambda$,

$$
e^{\lambda I_{n} t}=e^{\lambda t} I_{n} .
$$

11. Consider the matrix $A=\left[\begin{array}{ll}a & b \\ 0 & a\end{array}\right]$. We can write $A=B+C$, where $B=\left[\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right]$ and $C=\left[\begin{array}{ll}0 & b \\ 0 & 0\end{array}\right]$.
(a) Verify that $B C=C B$.
(b) Verify that $C^{2}=0_{2}$, and determine $e^{C t}$.
(c) Use property (1) of the matrix exponential function to find $e^{A t}$.
12. If $A=\left[\begin{array}{rr}a & b \\ -b & a\end{array}\right]$, use property (1) of the matrix exponential function and Definition 7.4.1 to show that $e^{A t}=e^{a t}\left[\begin{array}{cc}\cos b t & \sin b t \\ -\sin b t & \cos b t\end{array}\right]$.

An $n \times n$ matrix $A$ that satisfies $A^{k}=0$ for some $k$ is called nilpotent. For Problems 13-17, show that the given matrix is nilpotent, and use Definition 7.4.1 to determine $e^{A t}$.
13. $A=\left[\begin{array}{rr}1 & 1 \\ -1 & -1\end{array}\right]$.
14. $A=\left[\begin{array}{ll}-3 & 9 \\ -1 & 3\end{array}\right]$.
15. $A=\left[\begin{array}{rrr}-1 & -6 & -5 \\ 0 & -2 & -1 \\ 1 & 2 & 3\end{array}\right]$.
16. $A=\left[\begin{array}{lll}0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right]$.
17. $A=\left[\begin{array}{llll}0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0\end{array}\right]$.
18. Let $A$ be the $n \times n$ matrix whose only nonzero elements are

$$
a_{i+1 i}=1, \quad i=1,2, \ldots, n-1
$$

Determine $e^{A t}$. (See Problem 16 for the case $n=3$.)
19. If $A=\left(\begin{array}{cc}A_{0} & 0 \\ 0 & B_{0}\end{array}\right)$ is a block diagonal matrix with diagonal block matrices $A_{0}$ and $B_{0}$, prove that

$$
e^{A t}=\left(\begin{array}{cc}
e^{A_{0} t} & 0 \\
0 & e^{B_{0} t}
\end{array}\right)
$$

### 7.5 Orthogonal Diagonalization and Quadratic Forms

Symmetric matrices with real elements play an important role in many applications of linear algebra. In particular, they arise in the study of quadratic forms (defined below), and these appear in applications including geometry, statistics, mechanics, and electrical engineering.

In this section, we study the special properties satisfied by the eigenvectors of a real symmetric matrix and show how this simplifies the diagonalization problem introduced earlier in this chapter. We also give a brief application of the theoretical results that are obtained to quadratic forms. We begin with a definition.

## DEFINITION 7.5.1

A real $n \times n$ invertible matrix $A$ is called orthogonal if

$$
A^{-1}=A^{T}
$$

Example 7.5.2 Verify that the following matrix is an orthogonal matrix:

$$
A=\left[\begin{array}{rrr}
1 / 3 & -2 / 3 & 2 / 3 \\
2 / 3 & -1 / 3 & -2 / 3 \\
2 / 3 & 2 / 3 & 1 / 3
\end{array}\right]
$$

Solution: For the given matrix, we have

$$
A A^{T}=\left[\begin{array}{rrr}
1 / 3 & -2 / 3 & 2 / 3 \\
2 / 3 & -1 / 3 & -2 / 3 \\
2 / 3 & 2 / 3 & 1 / 3
\end{array}\right]\left[\begin{array}{rrr}
1 / 3 & 2 / 3 & 2 / 3 \\
-2 / 3 & -1 / 3 & 2 / 3 \\
2 / 3 & -2 / 3 & 1 / 3
\end{array}\right]=I_{3} .
$$

Similarly, $A^{T} T=I_{3}$ so that $A^{T}=A^{-1}$. Consequently, $A$ is an orthogonal matrix.

If we look more closely at the preceding example, we see that the column vectors of $A$ form an orthonormal set of vectors. The same can be said of the set of row vectors of $A$. The next theorem establishes that this is a basic characterizing property of all orthogonal matrices. ${ }^{4}$

Theorem 7.5.3 A real $n \times n$ matrix $A$ is an orthogonal matrix if and only if the row (or column) vectors of $A$ form an orthonormal set of vectors.

Proof We leave this proof as an exercise (Problem 27).
We can now state the main results of this section.

## Basic Results for Real Symmetric Matrices

Theorem 7.5.4 Let $A$ be a real symmetric matrix. Then

1. All eigenvalues of $A$ are real.
2. Real eigenvectors of $A$ that correspond to distinct eigenvalues are orthogonal.
3. $A$ is nondefective.
4. $A$ has a complete set of orthonormal eigenvectors.
5. A can be diagonalized with an orthogonal matrix $S$ such that $S^{-1} A S$ is diagonal.

The proof of Theorem 7.5.4 is deferred to the end of the section. We emphasize that the orthogonal diagonalization of a real symmetric matrix $A$ alluded to in (5) requires that we use a complete set of orthonormal eigenvectors in constructing $S$.

Example 7.5.5 Find a complete set of orthonormal eigenvectors of

$$
A=\left[\begin{array}{lll}
2 & 2 & 1 \\
2 & 5 & 2 \\
1 & 2 & 2
\end{array}\right]
$$

and determine an orthogonal matrix that diagonalizes $A$.
Solution: Since $A$ is real and symmetric, a complete orthonormal set of eigenvectors exists. To find it, we first seek the eigenvalues of $A$. The characteristic polynomial of $A$ is

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{ccc}
2-\lambda & 2 & 1 \\
2 & 5-\lambda & 2 \\
1 & 2 & 2-\lambda
\end{array}\right|=-(\lambda-1)^{2}(\lambda-7) .
$$

Thus, $A$ has eigenvalues

$$
\lambda_{1}=1(\text { with multiplicity } 2), \quad \lambda_{2}=7(\text { with multiplicity } 1) .
$$

Eigenvalue $\lambda_{1}=1$ : In this case, the system $\left(A-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}$ reduces to the single equation

$$
v_{1}+2 v_{2}+v_{3}=0,
$$

[^45]which has solution $(-2 r-s, r, s)$, so that the corresponding eigenvectors are
$$
\mathbf{x}=(-2 r-s, r, s)=r(-2,1,0)+s(-1,0,1)
$$

Two linearly independent eigenvectors corresponding to the eigenvalue $\lambda_{1}=1$ are

$$
\mathbf{x}_{1}=(-1,0,1), \quad \mathbf{x}_{2}=(-2,1,0)
$$

Although $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$ is not an orthonormal set, we can apply the Gram-Schmidt process in Section 5.3 to replace this set with an orthonormal set $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}\right\}$ as follows.

First, let $\mathbf{v}_{1}=\mathbf{x}_{1}$ and $\mathbf{v}_{2}=\mathbf{x}_{2}-\mathbf{P}\left(\mathbf{x}_{2}, \mathbf{v}_{1}\right)=\mathbf{x}_{2}-\mathbf{v}_{1}=(-1,1,-1)$. Now $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is an orthogonal set, and we can normalize each vector to get

$$
\mathbf{u}_{1}=\left(-\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}\right) \quad \text { and } \quad \mathbf{u}_{2}=\left(-\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}},-\frac{1}{\sqrt{3}}\right) .
$$

Thus, $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}\right\}$ is an orthonormal set of eigenvectors of $A$ corresponding to $\lambda_{1}=1$.
Eigenvalue $\lambda_{2}=7$ : The reader can check that Gaussian elimination applied to the sys$\overline{\text { tem }}\left(A-\lambda_{2} I\right) \mathbf{v}=\mathbf{0}$ yields the eigenvector

$$
\mathbf{v}_{3}=(1,2,1) .
$$

Replacing this with a unit vector, we have

$$
\mathbf{u}_{3}=\left(\frac{1}{\sqrt{6}}, \frac{2}{\sqrt{6}}, \frac{1}{\sqrt{6}}\right) .
$$

Notice that $\mathbf{u}_{3}$ is orthogonal to both $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$, as guaranteed by Theorem 7.5.4 (2). It follows that a complete set of orthonormal eigenvectors for the matrix $A$ is $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right\}$; that is,

$$
\left\{\left(-\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}\right),\left(-\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}},-\frac{1}{\sqrt{3}}\right),\left(\frac{1}{\sqrt{6}}, \frac{2}{\sqrt{6}}, \frac{1}{\sqrt{6}}\right)\right\} .
$$

If we set

$$
S=\left[\begin{array}{rrr}
-\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{6}} \\
0 & \frac{1}{\sqrt{3}} & \frac{2}{\sqrt{6}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{6}}
\end{array}\right]
$$

then $S$ is an orthogonal matrix satisfying

$$
S^{T} A S=S^{-1} A S=\operatorname{diag}(1,1,7)
$$

Notice that in this example, we took the linearly independent eigenvectors associated with each eigenvalue separately and applied Gram-Schmidt to them to get an orthonormal basis for each eigenspace separately. It is important to realize that this is a legal process to apply to any $n \times n$ matrix. However, the advantage of a real symmetric matrix is that, for such a matrix, the eigenvectors from one eigenspace and the eigenvectors from another eigenspace are already orthogonal. This is not true for an arbitrary matrix.

When we apply Gram-Schmidt to a set of eigenvectors within a single eigenspace, the vectors resulting from the process are still eigenvectors belonging to that eigenspace. However, applying Gram-Schmidt to vectors arising in different eigenspaces will result in vectors $\mathbf{w}_{i}$ and $\mathbf{u}_{i}$ that are not even eigenvectors at all! Hence, for an arbitrary matrix, we have no possibility of "orthogonalizing" eigenvectors occurring in distinct eigenspaces.

## Quadratic Forms

If $A$ is a symmetric $n \times n$ real matrix and $\mathbf{x}$ is a column $n$-vector, then an expression of the form

$$
\mathbf{x}^{T} A \mathbf{x}
$$

is called a quadratic form. We can consider a quadratic form as defining a mapping from $\mathbb{R}^{n}$ to $\mathbb{R}$. For example, if $n=2$, then

$$
\begin{aligned}
\mathbf{x}^{T} A \mathbf{x} & =\left[\begin{array}{ll}
x_{1} & x_{2}
\end{array}\right]\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{12} & a_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \\
& =\left[\begin{array}{ll}
x_{1} & x_{2}
\end{array}\right]\left[\begin{array}{l}
a_{11} x_{1}+a_{12} x_{2} \\
a_{12} x_{1}+a_{22} x_{2}
\end{array}\right] \\
& =a_{11} x_{1}^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}^{2} .
\end{aligned}
$$

We see that this is indeed quadratic in $x_{1}$ and $x_{2}$. Quadratic forms arise in many applications. For example, in geometry, the conic sections have Cartesian equations that can be expressed as

$$
\mathbf{x}^{T} A \mathbf{x}=c,
$$

whereas quadric surfaces have equations of this same form, where now $A$ is a $3 \times 3$ matrix and $\mathbf{x}$ is a vector in $\mathbb{R}^{3}$. In mechanics, the kinetic energy $K$ of a physical system with $n$ degrees of freedom (and time independent constraints) can be written as

$$
K=\mathbf{x}^{T} A \mathbf{x}
$$

where $A$ is an $n \times n$ matrix and $\mathbf{x}$ is a vector of (generalized) velocities. The question that we are going to address is whether it is possible to make a linear change of variables

$$
\begin{equation*}
\mathbf{x}=S \mathbf{y} \tag{7.5.1}
\end{equation*}
$$

that enables us to simplify a quadratic form by eliminating the cross terms. Equivalently, we want to reduce a quadratic form to a sum of squares. Making the change of variables (7.5.1) in the general quadratic form yields

$$
\begin{equation*}
\mathbf{x}^{T} A \mathbf{x}=(S \mathbf{y})^{T} A(S \mathbf{y})=\mathbf{y}^{T}\left(S^{T} A S\right) \mathbf{y} . \tag{7.5.2}
\end{equation*}
$$

If we choose $S=\left[\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right]$, where $\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right\}$ is any complete set of orthonormal eigenvectors for $A$, then Theorem 7.5.4 implies that

$$
S^{T} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$ corresponding to $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}$. With this choice of $S$, the right-hand side of Equation (7.5.2) reduces to

$$
\left[\begin{array}{llll}
y_{1} & y_{2} & \ldots & y_{n}
\end{array}\right]\left[\begin{array}{cccc}
\lambda_{1} & & & \\
& \lambda_{2} & & \\
& & \ddots & \\
& & & \lambda_{n}
\end{array}\right]\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right]=\lambda_{1} y_{1}^{2}+\lambda_{2} y_{2}^{2}+\cdots+\lambda_{n} y_{n}^{2},
$$

and we have accomplished our goal of reducing the quadratic form to a sum of squares. This result is summarized in the following theorem.

## Theorem 7.5.6 (Principal Axes Theorem)

Let $A$ be an $n \times n$ real symmetric matrix. Then the quadratic form $\mathbf{x}^{T} A \mathbf{x}$ can be reduced to a sum of squares by the change of variables $\mathbf{x}=S \mathbf{y}$, where $S$ is an orthogonal matrix whose column vectors $\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right\}$ are any complete orthonormal set of eigenvectors for $A$. The transformed quadratic form is

$$
\lambda_{1} y_{1}^{2}+\lambda_{2} y_{2}^{2}+\cdots+\lambda_{n} y_{n}^{2}
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$ corresponding to $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}$.
The column vectors of the matrix $S$ in the Principal Axes Theorem are called principal axes for the quadratic form $\mathbf{x}^{T} A \mathbf{x}$.

Example 7.5.7 By transforming to principal axes, reduce the quadratic form $\mathbf{x}^{T} A \mathbf{x}$ for

$$
A=\left[\begin{array}{lll}
2 & 2 & 1 \\
2 & 5 & 2 \\
1 & 2 & 2
\end{array}\right]
$$

to a sum of squares.
Solution: In the previous example, we found an orthogonal matrix that diagonalizes A; namely,

$$
S=\left[\begin{array}{rrr}
-\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{6}} \\
0 & \frac{1}{\sqrt{3}} & \frac{2}{\sqrt{6}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{6}}
\end{array}\right]
$$

Furthermore, the corresponding eigenvalues of $A$ are (1, 1, 7). Consequently, the change of variables $\mathbf{x}=S \mathbf{y}$ reduces the quadratic form to

$$
y_{1}^{2}+y_{2}^{2}+7 y_{3}^{2}
$$

This is quite a simplification from the quadratic form expressed in the original variables; namely,

$$
\begin{aligned}
\mathbf{x}^{T} A \mathbf{x} & =\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]\left[\begin{array}{lll}
2 & 2 & 1 \\
2 & 5 & 2 \\
1 & 2 & 2
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \\
& =2 x_{1}^{2}+5 x_{2}^{2}+2 x_{3}^{2}+4 x_{1} x_{2}+2 x_{1} x_{3}+4 x_{2} x_{3}
\end{aligned}
$$

Example 7.5.8 By transforming to principal axes, identify the conic section with Cartesian equation

$$
5 x_{1}^{2}+2 x_{1} x_{2}+5 x_{2}^{2}=1
$$

Solution: We first write the quadratic form appearing on the left-hand side of the given equation in matrix form. If we set $A=\left[\begin{array}{ll}5 & 1 \\ 1 & 5\end{array}\right]$, then the given equation is

$$
\begin{equation*}
\mathbf{x}^{T} A \mathbf{x}=1 \tag{7.5.3}
\end{equation*}
$$

Observe that $A$ has characteristic polynomial $p(\lambda)=(\lambda-6)(\lambda-4)$, so that the eigenvalues of $A$ are $\lambda_{1}=6$ and $\lambda_{2}=4$, with corresponding orthonormal eigenvectors

$$
\mathbf{w}_{1}=\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right) \quad \text { and } \quad \mathbf{w}_{2}=\left(-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right) .
$$

Therefore, if we set $S=\left[\begin{array}{cc}\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}\end{array}\right]$, then under the change of variables $\mathbf{x}=S \mathbf{y}$, Equation (7.5.3) reduces to

$$
\begin{equation*}
6 y_{1}^{2}+4 y_{2}^{2}=1, \tag{7.5.4}
\end{equation*}
$$

which is the equation of an ellipse. Geometrically, vectors $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ are obtained by rotating the standard basis vectors $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, respectively, counterclockwise through an angle $\pi / 4$ radians. Relative to the Cartesian coordinate system ( $y_{1}, y_{2}$ ) corresponding to the principal axes $\mathbf{w}_{1}, \mathbf{w}_{2}$, the ellipse has the simple equation (7.5.4). Figure 7.5 . 1 shows how the conic looks relative to the standard Cartesian axes and the rotated principal axes.


Figure 7.5.1: Relative to Cartesian axes ( $x_{1}, x_{2}$ ), cross terms come into the equation for the ellipse. Rotating to the principal axes $\left(y_{1}, y_{2}\right)$ eliminates these cross terms.

We conclude this section with a proof of Theorem 7.5.4. The following preliminary lemma will be useful for the proof.

Lemma 7.5.9 Let $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ be vectors in $\mathbb{R}^{n}\left(\right.$ or $\left.\mathbb{C}^{n}\right)$, and let $A$ be an $n \times n$ real symmetric matrix. Then

$$
\left\langle A \mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=\left\langle\mathbf{v}_{1}, A \mathbf{v}_{2}\right\rangle .
$$

Proof The key to the proof is to note that the inner product of two column vectors in $\mathbb{R}^{n}$ or $\mathbb{C}^{n}$ can be written in matrix form as

$$
[\langle\mathbf{x}, \mathbf{y}\rangle]=\mathbf{x}^{T} \overline{\mathbf{y}} .
$$

Applying this to the vectors $A \mathbf{v}_{1}$ and $\mathbf{v}_{2}$ yields

$$
\left[\left\langle A \mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle\right]=\left(A \mathbf{v}_{1}\right)^{T} \overline{\mathbf{v}}_{2}=\mathbf{v}_{1}^{T} A^{T} \overline{\mathbf{v}}_{2}=\mathbf{v}_{1}^{T} \overline{\left(A \mathbf{v}_{2}\right)}=\left[\left\langle\mathbf{v}_{1}, A \mathbf{v}_{2}\right\rangle\right],
$$

from which the result follows directly.

Using this lemma, we can now give the

## Proof of Theorem 7.5.4:

1. We must prove that every eigenvalue of a real symmetric matrix $A$ is real. Let ( $\lambda_{1}, \mathbf{v}_{1}$ ) be an eigenvalue/eigenvector pair for $A$; that is

$$
\begin{equation*}
A \mathbf{v}_{1}=\lambda_{1} \mathbf{v}_{1} . \tag{7.5.5}
\end{equation*}
$$

We will show that $\lambda_{1}=\bar{\lambda}_{1}$, which will prove (1). Taking the inner product of both sides of (7.5.5) with the vector $\mathbf{v}_{1}$ yields

$$
\left\langle A \mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle=\left\langle\lambda_{1} \mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle .
$$

Using the properties of the inner product, we obtain

$$
\begin{equation*}
\left\langle A \mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle=\lambda_{1}\left\|\mathbf{v}_{1}\right\|^{2} . \tag{7.5.6}
\end{equation*}
$$

Taking the complex conjugate of (7.5.6) yields (remember that $\left\|\mathbf{v}_{1}\right\|$ is a real number)

$$
\overline{\left\langle A \mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle}=\bar{\lambda}_{1}\left\|\mathbf{v}_{1}\right\|^{2} .
$$

Using the fact that $\overline{\langle\mathbf{u}, \mathbf{v}\rangle}=\langle\mathbf{v}, \mathbf{u}\rangle$,

$$
\begin{equation*}
\left\langle\mathbf{v}_{1}, A \mathbf{v}_{1}\right\rangle=\bar{\lambda}_{1}\left\|\mathbf{v}_{1}\right\|^{2} . \tag{7.5.7}
\end{equation*}
$$

Subtracting (7.5.7) from (7.5.6) and using Lemma 7.5.9 yields

$$
\begin{equation*}
0=\left(\lambda_{1}-\bar{\lambda}_{1}\right)\left\|\mathbf{v}_{1}\right\|^{2} . \tag{7.5.8}
\end{equation*}
$$

However, $\mathbf{v}_{1} \neq \mathbf{0}$ since it is an eigenvector of $A$. Consequently, from Equation (7.5.8), we must have

$$
\lambda_{1}=\bar{\lambda}_{1} .
$$

2. It follows from part (1) that all eigenvalues of $A$ are necessarily real. We can therefore take the underlying vector space as $\mathbb{R}^{n}$, so that the corresponding eigenvectors of $A$ will also be real. Let $\left(\lambda_{1}, \mathbf{v}_{1}\right)$ and $\left(\lambda_{2}, \mathbf{v}_{2}\right)$ be two such eigenvalue/eigenvector pairs with $\lambda_{1} \neq \lambda_{2}$. Then, in addition to (7.5.5) we also have

$$
\begin{equation*}
A \mathbf{v}_{2}=\lambda_{2} \mathbf{v}_{2} . \tag{7.5.9}
\end{equation*}
$$

We must prove that $\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=0$. Taking the inner product of (7.5.5) with $\mathbf{v}_{2}$ and the inner product of (7.5.9) with $\mathbf{v}_{1}$ and pulling the scalars out of the inner products, we get, respectively,

$$
\left\langle A \mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=\lambda_{1}\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle, \quad\left\langle\mathbf{v}_{1}, A \mathbf{v}_{2}\right\rangle=\lambda_{2}\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle .
$$

Subtracting the second equation from the first and using Lemma 7.5.9, we obtain

$$
0=\left(\lambda_{1}-\lambda_{2}\right)\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle .
$$

Since $\lambda_{1}-\lambda_{2} \neq 0$ by assumption, it follows that $\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=0$.
3. The proof of this part utilizes some ideas from the next section, so we postpone the proof of this fact until the end of the next section.
4. Eigenvectors corresponding to distinct eigenvalues are orthogonal from (2). Now suppose that the eigenvalue $\lambda_{i}$ has multiplicity $m_{i}$. Then, since $A$ is nondefective (from (3)), it follows from Theorem 7.2.11 that we can find $m_{i}$ linearly independent eigenvectors corresponding to $\lambda_{i}$. These vectors span the eigenspace corresponding to $\lambda_{i}$, and hence, we can use the Gram-Schmidt process to find $m_{i}$ orthonormal eigenvectors (corresponding to $\lambda_{i}$ ) that span this eigenspace. Proceeding in this manner for each eigenvalue, we obtain a complete set of orthonormal eigenvectors.
5. If we denote the orthonormal set of eigenvectors in (4) by $\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right\}$ and let $S=\left[\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right]$, then Theorem 7.5.3 implies that $S$ is an orthogonal matrix. Consequently,

$$
S^{T} A S=S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right),
$$

where we have used Theorem 7.3.4.

## Exercises for 7.5

## Key Terms

Orthogonal matrix, Complete set of orthonormal eigenvectors, Quadratic forms, Principal axes.

## Skills

- Be able to determine whether a given matrix $A$ is orthogonal or not.
- Be able to call upon the properties of real symmetric matrices given in Theorem 7.5.4.
- Be able to construct a complete set of orthonormal eigenvectors for a given matrix $A$ and construct an orthogonal matrix $S$ such that $S^{T} A S$ is a diagonal matrix.
- Determine a set of principal axes for a given quadratic form and reduce it to a sum of squares by an appropriate change of variables.


## True-False Review

For Questions (a)-(h), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $A$ is an $n \times n$ orthogonal matrix, then $A$ is invertible and $A A^{T}=A^{T} A=I_{n}$.
(b) A real matrix $A$ whose characteristic polynomial is $p(\lambda)=\lambda^{3}+\lambda$ cannot be symmetric.
(c) A real matrix $A$ with eigenvectors $\mathbf{v}_{1}=\left[\begin{array}{l}1 \\ 2\end{array}\right]$ and $\mathbf{v}_{2}=\left[\begin{array}{l}1 \\ 3\end{array}\right]$ cannot be symmetric.
(d) If $A$ is an $n \times n$ real, symmetric matrix with eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ corresponding to a complete orthonormal set of eigenvectors for $A$, then the quadratic form $\mathbf{x}^{T} A \mathbf{x}$ is transformed into $\lambda_{1} y_{1}^{2}+\lambda_{2} y_{2}^{2}+\cdots+\lambda_{n} y_{n}^{2}$.
(e) For any $n \times n$ real, symmetric matrix $A$ and vectors $\mathbf{v}$ and $\mathbf{w}$ in $\mathbb{R}^{n}$, we have $\langle A \mathbf{v}, \mathbf{w}\rangle=\langle\mathbf{v}, A \mathbf{w}\rangle$.
(f) If $A$ and $B$ are $n \times n$ orthogonal matrices, then $A B$ is also an orthogonal matrix.
(g) A real $n \times n$ matrix $A$ is orthogonal if and only if its row (or column) vectors are orthogonal unit vectors.
(h) Any real matrix with a complete set of orthonormal eigenvectors is symmetric.

## Problems

For Problems 1-13, determine an orthogonal matrix $S$ such that $S^{T} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, where $A$ denotes the given matrix.

1. $\left[\begin{array}{rr}1 & 4 \\ 4 & -5\end{array}\right]$.
2. $\left[\begin{array}{rr}2 & 2 \\ 2 & -1\end{array}\right]$.
3. $\left[\begin{array}{ll}4 & 6 \\ 6 & 9\end{array}\right]$.
4. $\left[\begin{array}{ll}1 & 2 \\ 2 & 1\end{array}\right]$.
5. $\left[\begin{array}{rrr}0 & 0 & 3 \\ 0 & -2 & 0 \\ 3 & 0 & 0\end{array}\right]$.
6. $\left[\begin{array}{lll}1 & 2 & 1 \\ 2 & 4 & 2 \\ 1 & 2 & 1\end{array}\right]$.
7. $\left[\begin{array}{lll}2 & 0 & 0 \\ 0 & 3 & 1 \\ 0 & 1 & 3\end{array}\right]$.
8. $\left[\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right]$.
9. $\left[\begin{array}{rrr}1 & 1 & -1 \\ 1 & 1 & 1 \\ -1 & 1 & 1\end{array}\right]$.
10. $\left[\begin{array}{rrr}1 & 0 & -1 \\ 0 & 1 & 1 \\ -1 & 1 & 0\end{array}\right]$.
11. $\left[\begin{array}{lll}3 & 3 & 4 \\ 3 & 3 & 0 \\ 4 & 0 & 3\end{array}\right]$.

You may assume that $p(\lambda)=(\lambda+2)(\lambda-3)(8-\lambda)$.
12. $\left[\begin{array}{rrr}-3 & 2 & 2 \\ 2 & -3 & 2 \\ 2 & 2 & -3\end{array}\right]$.

You may assume that $p(\lambda)=(1-\lambda)(\lambda+5)^{2}$.
13. $\left[\begin{array}{lll}0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0\end{array}\right]$.

You may assume that $p(\lambda)=(\lambda+1)^{2}(2-\lambda)$.
For Problems 14-17, determine a set of principal axes for the given quadratic form, and reduce the quadratic form to a sum of squares.
14. $\mathbf{x}^{T} A \mathbf{x}, \quad A=\left[\begin{array}{ll}1 & 3 \\ 3 & 1\end{array}\right]$.
15. $\mathbf{x}^{T} A \mathbf{x}, \quad A=\left[\begin{array}{ll}5 & 2 \\ 2 & 5\end{array}\right]$.
16. $\mathbf{x}^{T} A \mathbf{x}, \quad A=\left[\begin{array}{rrr}1 & 1 & -1 \\ 1 & 1 & 1 \\ -1 & 1 & 1\end{array}\right]$.
17. $\diamond \mathbf{x}^{T} A \mathbf{x}, A=\left[\begin{array}{llll}3 & 1 & 3 & 1 \\ 1 & 3 & 1 & 3 \\ 3 & 1 & 3 & 1 \\ 1 & 3 & 1 & 3\end{array}\right]$.
18. Consider the general $2 \times 2$ real symmetric matrix $A=\left[\begin{array}{ll}a & b \\ b & c\end{array}\right]$. Prove that $A$ has an eigenvalue of multiplicity two if and only if it is a scalar matrix (that is, a matrix of the form $r I_{2}$, where $r$ is a constant).
19. (a) Let $A$ be an $n \times n$ real symmetric matrix. Prove that if $\lambda$ is an eigenvalue of $A$ of multiplicity $n$, then $A$ is a scalar matrix. [Hint: Prove that there exists an orthogonal matrix $S$ such that $S^{T} A S=\lambda I_{n}$, and then solve for $\left.A.\right]$
(b) State and prove the corresponding result for general $n \times n$ matrices.
20. The $2 \times 2$ real symmetric matrix $A$ has two distinct eigenvalues $\lambda_{1}$ and $\lambda_{2}$. If $\mathbf{v}_{1}=(1,2)$ is an eigenvector of $A$ corresponding to the eigenvalue $\lambda_{1}$, determine an eigenvector corresponding to $\lambda_{2}$.
21. The $2 \times 2$ real symmetric matrix $A$ has two distinct eigenvalues $\lambda_{1}$ and $\lambda_{2}$.
(a) If $\mathbf{v}_{1}=(a, b)$ is an eigenvector of $A$ corresponding to the eigenvalue $\lambda_{1}$, determine an eigenvector corresponding to $\lambda_{2}$, and hence find an orthogonal matrix $S$ such that $S^{T} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right)$.
(b) Use your result from part (a) to find $A$. [Your answer will involve $\lambda_{1}, \lambda_{2}, a$, and $b$.]
22. The $3 \times 3$ real symmetric matrix $A$ has eigenvalues $\lambda_{1}$ and $\lambda_{2}$ (multiplicity 2 ).
(a) If $\mathbf{v}_{1}=(1,-1,1)$ spans the eigenspace $E_{1}$, determine a basis for $E_{2}$ and hence find an orthogonal matrix $S$, such that $S^{T} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{2}\right)$.
(b) Use your result from part (a) to find $A$.

Problems 23-26 deal with the eigenvalue/eigenvector problem for $n \times n$ real skew-symmetric matrices.
23. Let $A$ be an $n \times n$ real skew-symmetric matrix.
(a) Prove that for all $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ in $\mathbb{C}^{n}$,

$$
\left\langle A \mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=-\left\langle\mathbf{v}_{1}, A \mathbf{v}_{2}\right\rangle
$$

where $\langle$,$\rangle denotes the standard inner product in$ $\mathbb{C}^{n}$. [Hint: See Lemma 7.5.9.]
(b) Prove that all nonzero eigenvalues of $A$ are pure imaginary $(\lambda=-\bar{\lambda})$. [Hint: Model your proof after that of (1) in Theorem 7.5.4.]
24. It follows from the previous problem that the only real eigenvalue that a real skew-symmetric matrix can possess is $\lambda=0$. Use this to prove that if $A$ is an $n \times n$
real skew-symmetric matrix, with $n$ odd, then $A$ necessarily has zero as one of its eigenvalues.
25. Determine all eigenvalues and corresponding eigenvectors of the matrix

$$
A=\left[\begin{array}{rrr}
0 & 4 & -4 \\
-4 & 0 & -2 \\
4 & 2 & 0
\end{array}\right]
$$

26. Repeat Problem 25 for the matrix

$$
A=\left[\begin{array}{rrr}
0 & -1 & -6 \\
1 & 0 & 5 \\
6 & -5 & 0
\end{array}\right]
$$

27. Prove Theorem 7.5.3.

### 7.6 Jordan Canonical Forms

The diagonalization of an $n \times n$ matrix $A$ described in Section 7.3 is not possible when the matrix $A$ is defective. With this in mind, the question at hand naturally becomes: For a defective matrix $A$, is an "approximation" to the diagonalization procedure available? The answer is affirmative, provided we allow the matrices arising in the theory to have complex entries. The approximation we are alluding to here gives rise to the Jordan canonical form of $A$, and the present section aims to give a few examples and introduce the theory of Jordan canonical forms.

For nondefective matrices $A$, one can construct an invertible matrix $S$ and a diagonal matrix $D$ such that $S^{-1} A S=D$. The matrix $S$ is constructed by placing $n$ linearly independent eigenvectors as its columns. For a defective matrix, we simply do not have "enough" linearly independent eigenvectors to form such a matrix $S$. The strategy then becomes to search for additional linearly independent vectors that are "close" to being eigenvectors of $A$. The definition below makes this more precise.

## DEFINITION 7.6.1

Let $A$ be an $n \times n$ matrix. A nonzero vector $\mathbf{v}$ is called a generalized eigenvector of $A$ corresponding to the eigenvalue $\lambda$ if

$$
(A-\lambda I)^{p} \mathbf{v}=\mathbf{0}
$$

for some positive integer $p$. That is, $\mathbf{v}$ belongs to the null space of the matrix $(A-\lambda I)^{p}$.

## Remarks

1. By setting $p=1$, we see that every eigenvector of $A$ is a generalized eigenvector of $A$.
2. If $p$ is the smallest positive integer such that $(A-\lambda I)^{p} \mathbf{v}=\mathbf{0}$, then the vector $(A-\lambda I)^{p-1} \mathbf{v}$ is a (regular) eigenvector of $A$ corresponding to $\lambda$, since it belongs to the null space of $A-\lambda I$.

Example 7.6.2 Returning to the defective matrix $A=\left[\begin{array}{rr}-1 & 1 \\ -1 & -3\end{array}\right]$ in Example 7.2.9, note that $(A+2 I)^{2}$ $=0_{2}$, which implies that every nonzero vector $\mathbf{v}$ is a generalized eigenvector of $A$ corresponding to $\lambda_{1}=-2$. For instance, along with the eigenvector $\mathbf{v}_{1}=(-1,1)$, we may choose the vector $\mathbf{v}_{2}=(1,0)$ as a generalized eigenvector such that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is linearly independent. Since $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ is a linearly independent set of two vectors in $\mathbb{R}^{2}$, it is a basis of $\mathbb{R}^{2}$.

Example 7.6.3 Determine generalized eigenvectors for the matrix

$$
B=\left[\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 2 \\
0 & 0 & 3
\end{array}\right] .
$$

Solution: Direct calculation shows that the characteristic polynomial for $B$ is

$$
p(\lambda)=(3-\lambda)(1-\lambda)^{2}
$$

so the eigenvalues of $B$ are $\lambda_{1}=3$ and $\lambda_{2}=1$ (with multiplicity 2 ). We now look for eigenvectors corresponding to each of these eigenvalues.

Eigenvalue $\lambda_{1}=3$ : The augmented matrix of the linear system $\left(B-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}$ is

$$
\left[\begin{array}{rrr|r}
-2 & 1 & 0 & 0 \\
0 & -2 & 2 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

and we quickly find a solution $\mathbf{v}_{1}=(1,2,2)$, which is an eigenvector of $B$ corresponding to $\lambda_{1}=3$.

Eigenvalue $\lambda_{2}=1$ : The augmented matrix of the linear system $\left(B-\lambda_{2} I\right) \mathbf{v}=\mathbf{0}$ is

$$
\left[\begin{array}{lll|l}
0 & 1 & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 2 & 0
\end{array}\right],
$$

so only one linearly independent eigenvector, $\mathbf{v}_{2}=(1,0,0)$, is obtained by solving this system. Hence, $B$ is defective. We therefore seek to use a generalized eigenvector that is not parallel to $\mathbf{v}_{2}$ as a substitute for a second linearly independent eigenvector corresponding to $\lambda_{2}$. To do this, we compute

$$
\left(B-\lambda_{2} I\right)^{2}=\left[\begin{array}{lll}
0 & 0 & 2 \\
0 & 0 & 4 \\
0 & 0 & 4
\end{array}\right],
$$

which, in addition to multiples of $\mathbf{v}_{2}$, contains the vector $\mathbf{v}_{3}=(0,1,0)$ in its null space. Therefore, $\mathbf{v}_{3}$ is a generalized eigenvector of $B$ corresponding to $\lambda_{2}=1$. It is worth noting, however, that in this case, any nonzero vector of the form $(a, b, 0)$ is a legitimate generalized eigenvector of $B$ corresponding to $\lambda_{2}=1$. Computing the powers $\left(B-\lambda_{2} I\right)^{3},\left(B-\lambda_{2} I\right)^{4}, \ldots$, we see that no further generalized eigenvectors of $B$ can be found. Observe that $\left\{\mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is linearly independent and that any generalized eigenvector of $B$ corresponding to $\lambda_{2}=1$ is a linear combination of $\mathbf{v}_{2}$ and $\mathbf{v}_{3}$. Note therefore that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right\}$ is a basis of $\mathbb{R}^{3}$ consisting of generalized eigenvectors.

In Examples 7.6.2 and 7.6.3, we see that by using generalized eigenvectors, we are able to obtain $n$ linearly independent vectors. This is not merely a coincidence, and it turns out that for any $n \times n$ matrix $A$, one can always find a linearly independent set of $n$ vectors in $\mathbb{C}^{n}$ (and hence a basis for $\mathbb{C}^{n}$ over $\mathbb{C}$ ) consisting of generalized eigenvectors. ${ }^{5}$ For instance, it can be shown that a union of linearly independent sets of generalized eigenvectors for different eigenvalues results in a linearly independent set of vectors.

In view of the diagonalization procedure described in Section 7.3, we are tempted in Examples 7.6.2 and 7.6.3 above to construct a matrix $S$ whose columns consist of a linearly independent set of generalized eigenvectors of $A$ and compute ${ }^{6} S^{-1} A S$ and $S^{-1} B S$, respectively. Unlike the case of a diagonalizable matrix, where we can use any linearly independent set of eigenvectors, in this case the set of generalized eigenvectors must be carefully chosen. We will see how to make this choice below. In Example 7.6.2, for instance, we can construct the matrix $S=\left[\begin{array}{rr}-1 & 1 \\ 1 & 0\end{array}\right]$. Computing $S^{-1} A S$ gives

$$
J_{1}=S^{-1} A S=\left[\begin{array}{rr}
-2 & 1  \tag{7.6.1}\\
0 & -2
\end{array}\right] .
$$

Likewise, in Example 7.6.3, we can construct the matrix $S=\left[\begin{array}{lll}1 & 1 & 0 \\ 2 & 0 & 1 \\ 2 & 0 & 0\end{array}\right]$. Computing $S^{-1} B S$ gives

$$
J_{2}=S^{-1} B S=\left[\begin{array}{lll}
3 & 0 & 0  \tag{7.6.2}\\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right] .
$$

The matrices $J_{1}$ and $J_{2}$ appearing in (7.6.1) and (7.6.2) are almost diagonal matrices, with the eigenvalues along the main diagonal. The only discrepancy is the appearance of some 1's along the superdiagonals of these matrices, where the superdiagonal consists of the elements $a_{i, i+1}$ appearing on the diagonal line directly above and parallel to the main diagonal. This is a characteristic feature of matrices in Jordan canonical form. A formal description will be given momentarily, but one feature we observe here is that a matrix in Jordan canonical form consists of block matrices inside it, each containing an eigenvalue on the main diagonal and 1's on the superdiagonal. These block matrices are so important in this theory that they enjoy a special name.

## DEFINITION 7.6.4

If $\lambda$ is a real number, then a square matrix of the form

$$
J_{\lambda}=\left[\begin{array}{cccccc}
\lambda & 1 & 0 & 0 & \ldots & 0 \\
0 & \lambda & 1 & 0 & \ldots & 0 \\
0 & 0 & \lambda & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & \lambda & 1 \\
0 & 0 & 0 & \ldots & 0 & \lambda
\end{array}\right]
$$

is called a Jordan block corresponding to $\lambda$.

[^46]Example 7.6.5 The matrices $\left[\begin{array}{rr}-5 & 1 \\ 0 & -5\end{array}\right]$, [2], and $\left[\begin{array}{lllll}8 & 1 & 0 & 0 & 0 \\ 0 & 8 & 1 & 0 & 0 \\ 0 & 0 & 8 & 1 & 0 \\ 0 & 0 & 0 & 8 & 1 \\ 0 & 0 & 0 & 0 & 8\end{array}\right]$ are Jordan blocks.

## DEFINITION 7.6.6

Any square matrix consisting of Jordan blocks centered along the main diagonal and zeros elsewhere is said to be in Jordan canonical form.

Example 7.6.7 The matrix

$$
\left[\begin{array}{rrrrrrrrr}
-4 & 1 & 0 & & & & & & \\
0 & -4 & 1 & & & & & & \\
0 & 0 & -4 & & & & & & \\
& & & 6 & 1 & & & & \\
& & & 0 & 6 & & & & \\
& & & & & 8 & 1 & & \\
& & & & & 0 & 8 & & \\
& & & & & & & 8 & \\
& & & & & & & & 8
\end{array}\right]
$$

where the empty elements are all zero, is in Jordan canonical form. Moreover, the matrices $J_{1}$ and $J_{2}$ in (7.6.1) and (7.6.2) are in Jordan canonical form.

In general, since each Jordan block is an upper triangular matrix, every matrix in Jordan canonical form is upper triangular. Notice, too, that the size of the Jordan blocks in a Jordan canonical form can vary. For instance, the matrix in Example 7.6.7 contains one $3 \times 3$ block, two $2 \times 2$ blocks, and two $1 \times 1$ blocks.

It turns out that, by a careful selection and arrangement of $n$ linearly independent generalized eigenvectors of an $n \times n$ matrix $A$ in the columns of a matrix $S$, we will have $S^{-1} A S=J$, a matrix in Jordan canonical form. Therefore, we have the following.

Theorem 7.6.8 Every square matrix $A$ is similar to a matrix $J$ that is in Jordan canonical form .

Proof We refer the reader to the text by S. Friedberg, A. Insel, L. Spence, Linear Algebra, Prentice Hall (2002).

Remark It can be shown that the matrix $J$ to which the square matrix $A$ in Theorem 7.6 .8 is similar is uniquely determined, up to a rearrangement of the Jordan blocks. Thus, we can write $\operatorname{JCF}(A)$ for the unique Jordan canonical form of $A$.

As we indicated above, considerable care must be exercised in selecting and arranging the generalized eigenvectors in the columns of $S$ in order to ensure that $S^{-1} A S$ is in Jordan canonical form. To describe this, we need the following terminology.

## DEFINITION 7.6.9

Let $A$ be an $n \times n$ matrix, and let $\mathbf{v}$ be a generalized eigenvector of $A$ corresponding to $\lambda$. If $p$ is the smallest positive integer such that $(A-\lambda I)^{p} \mathbf{v}=\mathbf{0}$, then the ordered set

$$
\begin{equation*}
\left\{(A-\lambda I)^{p-1} \mathbf{v},(A-\lambda I)^{p-2} \mathbf{v}, \ldots,(A-\lambda I) \mathbf{v}, \mathbf{v}\right\} \tag{7.6.3}
\end{equation*}
$$

is called a cycle of generalized eigenvectors of $A$ corresponding to $\lambda$. The integer $p$ is called the length of the cycle.

We often refer to the vector $\mathbf{v}$ in (7.6.3) as the initial vector of the cycle, and the vector $(A-\lambda I)^{p-1} \mathbf{v}$ as the terminal vector of the cycle.

Theorem 7.6.10 The cycle of generalized eigenvectors in (7.6.3) is linearly independent.

Proof Assume that

$$
\begin{equation*}
a_{0} \mathbf{v}+a_{1}(A-\lambda I) \mathbf{v}+a_{2}(A-\lambda I)^{2} \mathbf{v}+\cdots+a_{p-1}(A-\lambda I)^{p-1} \mathbf{v}=\mathbf{0} \tag{7.6.4}
\end{equation*}
$$

Multiplying (7.6.4) through by $(A-\lambda I)^{p-1}$ and using the fact that $(A-\lambda I)^{p} \mathbf{v}=\mathbf{0}$, we have

$$
a_{0}(A-\lambda I)^{p-1} \mathbf{v}=\mathbf{0}
$$

Thus, $a_{0}=0$. Substituting this into (7.6.4) yields

$$
\begin{equation*}
a_{1}(A-\lambda I) \mathbf{v}+a_{2}(A-\lambda I)^{2} \mathbf{v}+\cdots+a_{p-1}(A-\lambda I)^{p-1} \mathbf{v}=\mathbf{0} \tag{7.6.5}
\end{equation*}
$$

Now multiply (7.6.5) through by $(A-\lambda I)^{p-2}$ to get

$$
a_{1}(A-\lambda I)^{p-1} \mathbf{v}=\mathbf{0}
$$

which implies $a_{1}=0$.
Continuing in this way, we deduce that $a_{0}=a_{1}=a_{2}=\cdots=a_{p-1}=0$, as needed.

Notice that the terminal vector of (7.6.3) is the one (and only) vector in the cycle that is an eigenvector of $A$ corresponding to $\lambda$. Hence, every cycle of generalized eigenvectors of $A$ can be associated with exactly one eigenvector of $A$. In fact, if $\lambda$ is an eigenvalue of $A$ of multiplicity $m$, then it can be shown (S. Friedberg, A. Insel, L. Spence, Linear Algebra, Prentice Hall (2002)) that there are $m$ linearly independent generalized eigenvectors of $A$ corresponding to $\lambda$.

The basic idea in constructing the matrix $S$ so that $S^{-1} A S$ is in Jordan canonical form is to put vectors occurring in various cycles of the type (7.6.3) in adjacent columns and in the same order as listed in (7.6.3). For each cycle of generalized eigenvectors of length $p$ corresponding to $\lambda$, the matrix $S^{-1} A S$ will contain a Jordan block of size $p \times p$ corresponding to $\lambda$.

We summarize the above observations as follows:

1. The number of Jordan blocks in $\operatorname{JCF}(A)$ is the number of linearly independent eigenvectors of $A$.
2. The size of a Jordan block is equal to the number of vectors in the corresponding cycle of generalized eigenvectors of $A$.

Rather than prove these observations, which is best left for another course on linear algebra, we content ourselves with some examples. The observations listed above can often considerably simplify the process of determining $\operatorname{JCF}(A)$.

## Example 7.6.11

Suppose $A$ is a $4 \times 4$ matrix with eigenvalues $\lambda, \lambda, \lambda, \lambda$. List the possible Jordan canonical forms of $A$.

Solution: Since $\operatorname{JCF}(A)$ is a $4 \times 4$ matrix, the possible Jordan block decompositions are as follows:
(a) one $4 \times 4$ block,
(b) one $3 \times 3$ block and one $1 \times 1$ block,
(c) two $2 \times 2$ blocks,
(d) one $2 \times 2$ block and two $1 \times 1$ blocks,
(e) four $1 \times 1$ blocks.

Note that in arranging the blocks, we will generally choose for each $\lambda$ to place larger blocks above smaller blocks.

The Jordan canonical forms associated with these five cases are, respectively:
$\left[\begin{array}{llll}\lambda & 1 & 0 & 0 \\ 0 & \lambda & 1 & 0 \\ 0 & 0 & \lambda & 1 \\ 0 & 0 & 0 & \lambda\end{array}\right],\left[\begin{array}{llll}\lambda & 1 & 0 & 0 \\ 0 & \lambda & 1 & 0 \\ 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & \lambda\end{array}\right],\left[\begin{array}{llll}\lambda & 1 & 0 & 0 \\ 0 & \lambda & 0 & 0 \\ 0 & 0 & \lambda & 1 \\ 0 & 0 & 0 & \lambda\end{array}\right],\left[\begin{array}{llll}\lambda & 1 & 0 & 0 \\ 0 & \lambda & 0 & 0 \\ 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & \lambda\end{array}\right],\left[\begin{array}{llll}\lambda & 0 & 0 & 0 \\ 0 & \lambda & 0 & 0 \\ 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & \lambda\end{array}\right]$.

By calculating a set of linearly independent eigenvectors of $A$, we can narrow down which of the five matrices listed above can be the $\operatorname{JCF}(A)$. For example, if $A$ has only one linearly independent eigenvector, then $\operatorname{JCF}(A)$ is the first matrix, which has only one Jordan block. Likewise, if $A$ has three linearly independent eigenvectors, then $\operatorname{JCF}(A)$ is the fourth matrix, and if $A$ has four linearly independent eigenvectors (i.e., if $A$ is nondefective), then $\operatorname{JCF}(A)$ is the last matrix, which is the same matrix we would obtain via the diagonalization procedure described in Section 7.3.

On the other hand, if $A$ has two linearly independent eigenvectors, then either the second or third matrix could be $\operatorname{JCF}(A)$, since both of these matrices contain two Jordan blocks. To distinguish these two matrices, we examine the sizes of the Jordan blocks. This information comes from the length of the cycles of generalized eigenvectors. If we can find a cycle of generalized eigenvectors of length 3 , $\left\{(A-\lambda I)^{2} \mathbf{v},(A-\lambda I) \mathbf{v}, \mathbf{v}\right\}$, then $\operatorname{JCF}(A)$ would have to contain a $3 \times 3$ block. Otherwise it would not contain a $3 \times 3$ block. In this way, we could distinguish cases (b) and (c) above.

More generally, suppose the $n \times n$ matrix $A$ has a single eigenvalue $\lambda$ of multiplicity $n$. To determine whether or not $A$ contains a cycle of generalized eigenvectors corresponding to $\lambda$ of length $p$ or more, it is necessary and sufficient to determine whether or not $(A-\lambda I)^{p-1}=0_{n}$. If so, then no cycle of length $p$ is possible. Otherwise, $(A-\lambda I)^{p-1} \neq 0_{n}$, and so we can find a vector $\mathbf{v}$ with $(A-\lambda I)^{p-1} \mathbf{v} \neq \mathbf{0}$, and hence we may use $\mathbf{v}$ as an initial vector for a cycle of generalized eigenvectors of length $p$ or more.

Suppose that $A$ is a $9 \times 9$ matrix with eigenvalue $\lambda$ (repeated nine times), and suppose that $\operatorname{dim}\left[E_{\lambda}\right]=3$. If $(A-\lambda I)^{3} \neq 0_{9}$ and $(A-\lambda I)^{4}=0_{9}$, what are the possible Jordan canonical forms for $A$ (assuming that the Jordan blocks are ordered so that larger blocks are placed above smaller blocks)?

Solution: An enumeration of all possible combinations of Jordan block sizes for a $9 \times 9$ matrix with a single eigenvalue $\lambda$ would be quite lengthy. However, since $\operatorname{dim}\left[E_{\lambda}\right]=3$, we know $\operatorname{JCF}(A)$ has precisely three Jordan blocks. Moreover, since $(A-\lambda I)^{3} \neq 0$, there must be at least one cycle of generalized eigenvectors of $A$ corresponding to $\lambda$ of length 4 , so that at least one of the Jordan blocks has at least $4 \times 4$ size. Since $(A-\lambda I)^{4}=0_{9}$, we see that no Jordan blocks of size $5 \times 5$ (or larger) are possible in $\operatorname{JCF}(A)$. There are only two block size combinations that are compatible with all of these constraints: (a) two blocks of size $4 \times 4$ and one block of size $1 \times 1$, and (b) one block each of sizes $4 \times 4,3 \times 3$, and $2 \times 2$ :

Example 7.6.13 Let $A=\left[\begin{array}{lll}0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. $\operatorname{Compute} \operatorname{JCF}(A)$.
Solution: The eigenvalues of $A$ are $\lambda=0,0,0, \operatorname{so} \operatorname{JCF}(A)$ contains either (a) one $3 \times 3$ block, (b) one $2 \times 2$ block and one $1 \times 1$ block, or (c) three $1 \times 1$ blocks. To determine which, we simply need to know how many linearly independent eigenvectors $A$ has. It is easily seen that the null space of the matrix $A-\lambda I$ is two-dimensional. Therefore, $\operatorname{JCF}(A)$ contains two Jordan blocks, which is case (b). Thus, we have $\operatorname{JCF}(A)=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$.

Example 7.6.14 Let $A=\left[\begin{array}{llllll}7 & 0 & 0 & 4 & 0 & 0 \\ 0 & 7 & 0 & 0 & 5 & 0 \\ 0 & 0 & 7 & 0 & 0 & 6 \\ 0 & 0 & 0 & 7 & 0 & 0 \\ 0 & 0 & 0 & 0 & 7 & 0 \\ 0 & 0 & 0 & 0 & 0 & 7\end{array}\right]$. Compute JCF(A).
Solution: The eigenvalues of $A$ are $\lambda=7,7,7,7,7,7$. There are a number of possibilities for $\operatorname{JCF}(A)$. However, easy computation (or inspection) shows that the null space of $A-7 I$ is three-dimensional, so $\operatorname{JCF}(A)$ must contain three Jordan blocks. The possibilities are thus
(a) one $4 \times 4$ block and two $1 \times 1$ blocks,
(b) one $3 \times 3$ block, one $2 \times 2$ block, and one $1 \times 1$ block,
(c) three $2 \times 2$ blocks.

Observe, however, that $(A-7 I)^{2}=0$, so that it is impossible to build a cycle of generalized eigenvectors of length greater than 2 . Thus, $\operatorname{JCF}(A)$ cannot have Jordan blocks of size larger than $2 \times 2$, and hence, case (c) is the answer:

$$
\operatorname{JCF}(A)=\left[\begin{array}{llllll}
7 & 1 & & & & \\
0 & 7 & & & & \\
& & 7 & 1 & & \\
& & 0 & 7 & & \\
& & & & 7 & 1 \\
& & & & 0 & 7
\end{array}\right]
$$

Example 7.6.15 Let $A=\left[\begin{array}{rrr}0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & -3 & 3\end{array}\right]$. Find an invertible matrix $S$ such that $S^{-1} A S$ is in Jordan canonical form, and determine $\operatorname{JCF}(A)$.
Solution: It is routine to check that the eigenvalues of $A$ are $\lambda=1,1,1$. Now

$$
A-I=\left[\begin{array}{rrr}
-1 & 1 & 0 \\
0 & -1 & 1 \\
1 & -3 & 2
\end{array}\right]
$$

row reduces to $\left[\begin{array}{rrr}1 & -1 & 0 \\ 0 & 1 & -1 \\ 0 & 0 & 0\end{array}\right]$ and has only a one-dimensional null space. Thus, $\operatorname{JCF}(A)$ consists of just one $3 \times 3$ Jordan block: $\operatorname{JCF}(A)=\left[\begin{array}{lll}1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1\end{array}\right]$. To find an invertible matrix $S$, we must produce a cycle of generalized eigenvectors of length 3 and place them into the columns of $S$. The cycle will take the form

$$
\left\{(A-I)^{2} \mathbf{v},(A-I) \mathbf{v}, \mathbf{v}\right\}
$$

so we simply need to find a vector $\mathbf{v}$ such that $(A-I)^{2} \mathbf{v} \neq \mathbf{0}$. Direct computation shows that $(A-I)^{2}=\left[\begin{array}{lll}1 & -2 & 1 \\ 1 & -2 & 1 \\ 1 & -2 & 1\end{array}\right]$, and we may take $\mathbf{v}$ to be any vector that is not killed by this matrix; say $\mathbf{v}=\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]$. Then $(A-I) \mathbf{v}=\left[\begin{array}{r}-1 \\ 0 \\ 1\end{array}\right]$ and $(A-I)^{2} \mathbf{v}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$. Hence, we have

$$
S=\left[\begin{array}{rrr}
1 & -1 & 1 \\
1 & 0 & 0 \\
1 & 1 & 0
\end{array}\right]
$$

Example 7.6.16 Let $A=\left[\begin{array}{rrr}-2 & -1 & 1 \\ 2 & -5 & 2 \\ 1 & -1 & -2\end{array}\right]$. Find an invertible matrix $S$ such that $S^{-1} A S$ is in Jordan canonical form, and determine $\operatorname{JCF}(A)$.
Solution: The reader can check that the eigenvalues of $A$ are $\lambda=-3,-3,-3$. Since

$$
A+3 I=\left[\begin{array}{lll}
1 & -1 & 1 \\
2 & -2 & 2 \\
1 & -1 & 1
\end{array}\right]
$$

nullspace $(A+3 I)$ contains two linearly independent solutions. Thus, $\operatorname{JCF}(A)$ consists of two Jordan blocks (one of them of size $2 \times 2$ and the other of size $1 \times 1$ ):

$$
\operatorname{JCF}(A)=\left[\begin{array}{rrr}
-3 & 1 & 0 \\
0 & -3 & 0 \\
0 & 0 & -3
\end{array}\right] .
$$

To find an invertible matrix $S$, let us first determine a cycle of generalized eigenvectors of length 2 (no such cycle of length 3 is possible in this case, since there is no $3 \times 3$ Jordan block in $\operatorname{JCF}(A)$ ). A cycle of generalized eigenvectors of length 2 will take the form

$$
\{(A+3 I) \mathbf{v}, \mathbf{v}\},
$$

so we seek a vector $\mathbf{v}$ such that $(A+3 I) \mathbf{v} \neq \mathbf{0}$ and $(A+3 I)^{2} \mathbf{v}=0$. This latter equation is guaranteed to hold for every $\mathbf{v}$ since $(A+3 I)^{2}=0_{3}$. We quickly see that the vector

$$
\mathbf{v}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]
$$

will serve nicely, and thus

$$
(A+3 I) \mathbf{v}=\left[\begin{array}{l}
1 \\
2 \\
1
\end{array}\right]
$$

So we have a cycle of generalized eigenvectors

$$
\left\{\left[\begin{array}{l}
1 \\
2 \\
1
\end{array}\right],\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]\right\}
$$

Finally, we need to find an additional eigenvector that is nonproportional to the eigenvector $(A+3 I) \mathbf{v}$. There are many possibilities, and the reader can check that

$$
\mathbf{w}=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right]
$$

is workable. Hence, we have

$$
S=\left[\begin{array}{lll}
1 & 1 & 1 \\
2 & 0 & 1 \\
1 & 0 & 0
\end{array}\right]
$$

The Jordan canonical form concept is a powerful tool in the study of matrices (and corresponding linear transformations). To reiterate, every $n \times n$ matrix has a unique Jordan canonical form (up to the order of the Jordan blocks) that it is similar to. Since similar matrices share many properties, such as characteristic polynomial, eigenvalues, determinant, trace, dimension of eigenspaces, and so on, many questions that one can ask about matrices in general can be reduced to questions about matrices that are in Jordan canonical form, a much more specialized class. An excellent illustration of this can be seen in the second project at the end of this chapter.

As a final application of the concepts in this section, we return once more to linear systems of differential equations. We saw in Section 7.3 that a linear system of differential equations with a diagonalizable coefficient matrix can be solved by transforming the given system to a diagonal system. Now, through the machinery of Jordan canonical
forms, we can attempt a similar strategy on linear systems of differential equations in which the coefficient matrix is not diagonalizable. Consider once again the linear system $\mathbf{x}^{\prime}=A \mathbf{x}$. Given an invertible matrix $S$ of constants, recall the linear change of variables $\mathbf{x}=S \mathbf{y}$ from (7.3.4). This yields the transformed linear system

$$
\begin{equation*}
\mathbf{y}^{\prime}=B \mathbf{y}, \tag{7.6.6}
\end{equation*}
$$

where $B=S^{-1} A S$. In this case, we wish to choose $S$ so that $B$ is the Jordan canonical form of $A$. As such, the system (7.6.6) will consist of first-order linear differential equations, which we can solve by the technique of Section 1.6. We illustrate with an example.

Example 7.6.17 Solve the linear system

$$
\begin{aligned}
& x_{1}^{\prime}=-9 x_{1}+9 x_{2} \\
& x_{2}^{\prime}=-16 x_{1}+15 x_{2}
\end{aligned}
$$

Solution: The coefficient matrix for the system is $A=\left[\begin{array}{rr}-9 & 9 \\ -16 & 15\end{array}\right]$. The eigenvalues of $A$ are $\lambda=3,3$, and we find that the eigenspace $E_{3}$ is only one-dimensional, with basis vector $\left[\begin{array}{l}3 \\ 4\end{array}\right]$. We can find a generalized eigenvector $\mathbf{v}$ of $A$ corresponding to $\lambda=3$ by finding a vector $\mathbf{v}$ such that $(A-3 I) \mathbf{v} \neq \mathbf{0}$. Since $A-3 I=\left[\begin{array}{rr}-12 & 9 \\ -16 & 12\end{array}\right]$, we see by inspection that the vector $\left[\begin{array}{l}0 \\ 1\end{array}\right]$ is a generalized eigenvector of $A$. Since

$$
\left[\begin{array}{rr}
-12 & 9 \\
-16 & 12
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{r}
9 \\
12
\end{array}\right]
$$

we have the cycle of generalized eigenvectors

$$
\left\{\left[\begin{array}{r}
9 \\
12
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right]\right\}
$$

and thus we construct the matrices

$$
S=\left[\begin{array}{rr}
9 & 0 \\
12 & 1
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{ll}
3 & 1 \\
0 & 3
\end{array}\right] .
$$

Via the substitution $\mathbf{x}=S \mathbf{y}$, the original system is transformed into

$$
\mathbf{y}^{\prime}=\left[\begin{array}{ll}
3 & 1 \\
0 & 3
\end{array}\right] \mathbf{y}
$$

which corresponds to the equations

$$
\begin{aligned}
& y_{1}^{\prime}=3 y_{1}+y_{2} \\
& y_{2}^{\prime}=\quad 3 y_{2} .
\end{aligned}
$$

The solution to the second equation is

$$
\begin{equation*}
y_{2}(t)=c_{1} e^{3 t} . \tag{7.6.7}
\end{equation*}
$$

Substituting (7.6.7) into the first equation and rearranging, it becomes

$$
\begin{equation*}
y_{1}^{\prime}-3 y_{1}=c_{1} e^{3 t} . \tag{7.6.8}
\end{equation*}
$$

This is a first-order linear equation, with integrating factor $I(t)=e^{-3 t}$. Multiplying (7.6.8) through by $I(t)$, it becomes

$$
\left(y_{1} \cdot e^{-3 t}\right)^{\prime}=c_{1} .
$$

Integrating both sides yields

$$
y_{1} \cdot e^{-3 t}=c_{1} t+c_{2},
$$

and thus,

$$
y_{1}(t)=c_{1} t e^{3 t}+c_{2} e^{3 t} .
$$

Thus, we have

$$
\mathbf{y}=\left[\begin{array}{l}
y_{1}(t)  \tag{7.6.9}\\
y_{2}(t)
\end{array}\right]=\left[\begin{array}{c}
c_{1} t e^{3 t}+c_{2} e^{3 t} \\
c_{1} e^{3 t}
\end{array}\right] .
$$

Finally, we must substitute (7.6.9) into the equation $\mathbf{x}=S \mathbf{y}$ to solve for $\mathbf{x}$. We obtain

$$
\mathbf{x}=\left[\begin{array}{rr}
9 & 0 \\
12 & 1
\end{array}\right] \mathbf{y}=\left[\begin{array}{c}
9\left(c_{1} t e^{3 t}+c_{2} e^{3 t}\right) \\
12\left(c_{1} t e^{3 t}+c_{2} e^{3 t}\right)+c_{1} e^{3 t}
\end{array}\right]=c_{1} e^{3 t}\left[\begin{array}{c}
9 t \\
12 t+1
\end{array}\right]+c_{2} e^{3 t}\left[\begin{array}{c}
9 \\
12
\end{array}\right] .
$$

Thus, the general solution to the linear system of differential equations is

$$
x_{1}(t)=9 c_{1} t e^{3 t}+9 c_{2} e^{3 t}, \quad x_{2}(t)=c_{1} e^{3 t}(12 t+1)+12 c_{2} e^{3 t} .
$$

Concluding this section, we return to prove part (3) of Theorem 7.5.4, which states that every real symmetric matrix is diagonalizable.

## Proof that every real symmetric matrix is nondefective (Theorem 7.5.4, (3)):

Suppose to the contrary that $A$ is a real symmetric matrix that is defective. There exists an eigenvalue $\lambda$ of $A$ and a corresponding generalized eigenvector $\mathbf{v}$ with $(A-\lambda I)^{2} \mathbf{v}=\mathbf{0}$, but $(A-\lambda I) \mathbf{v} \neq \mathbf{0}$. Then

$$
\begin{aligned}
0 & \neq\langle(A-\lambda I) \mathbf{v},(A-\lambda I) \mathbf{v}\rangle & & \text { since }(A-\lambda I) \mathbf{v} \neq \mathbf{0} \\
& =\left\langle\mathbf{v},(A-\lambda I)^{2} \mathbf{v}\right\rangle & & \text { by Lemma } 7.5 .9 \\
& =\langle\mathbf{v}, \mathbf{0}\rangle=0, & &
\end{aligned}
$$

a contradiction.

## Exercises for 7.6

## Key Terms

Generalized eigenvector, Superdiagonal, Jordan block corresponding to $\lambda$, Jordan canonical form, Cycle of generalized eigenvectors corresponding to $\lambda$, Length of a cycle, Initial and terminal vectors.

## Skills

- For a given matrix $A$ and eigenvalue $\lambda$, be able to determine whether a vector $\mathbf{v}$ is an eigenvector, a generalized eigenvector, or neither.
- Be able to construct a cycle of generalized eigenvectors corresponding to an eigenvalue $\lambda$ of a matrix $A$.
- Be able to compute the Jordan canonical form of a given matrix $A$, along with an invertible matrix $S$ whose columns are comprised of the cycles of generalized eigenvectors.
- Be able to list the possible Jordan canonical forms for a matrix $A$, given only the multiplicities of its eigenvalues.
- Be able to solve linear systems of differential equations in which the coefficient matrix $A$ is not necessarily diagonalizable.


## True-False Review

For Questions (a)-(1), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Every eigenvector is a generalized eigenvector.
(b) The number of Jordan blocks in the Jordan canonical form of a matrix $A$ is the number of linearly independent eigenvectors of $A$.
(c) For every square matrix $A$, there is a unique invertible matrix $S$ such that $S^{-1} A S$ is in Jordan canonical form.
(d) If $J_{1}$ and $J_{2}$ are $n \times n$ matrices in Jordan canonical form, then the matrix $J_{1}+J_{2}$ is in Jordan canonical form.
(e) A generalized eigenvector of $A$ corresponding to an eigenvalue $\lambda$ is a member of the null space of $(A-\lambda I)^{p}$ for some positive integer $p$.
(f) The dimension of $K_{\lambda}$, the vector space of generalized eigenvectors corresponding to an eigenvalue $\lambda$, is equal to the number of Jordan blocks corresponding to $\lambda$ in the Jordan canonical form of $A$.
(g) Every square matrix $A$ is similar to a matrix $J$ in Jordan canonical form.
(h) If $J_{1}$ and $J_{2}$ are $n \times n$ matrices in Jordan canonical form, then the matrix $J_{1} J_{2}$ is in Jordan canonical form.
(i) The size of a Jordan block is equal to the number of vectors in the corresponding cycle of generalized eigenvectors of $A$.
(j) If $A$ is an $n \times n$ matrix with no cycles of generalized eigenvectors of length $p \geq 2$, then $A$ is diagonalizable.
(k) Similar matrices must have the same Jordan canonical form, up to rearrangement of the Jordan blocks.
(l) If $J$ is in Jordan canonical form and $r$ is a scalar, then the matrix $r J$ is in Jordan canonical form.

## Problems

For Problems 1-5, determine how many Jordan canonical forms are with the given eigenvalues (not counting rearrangements of the Jordan blocks) and list each of them.

1. A $3 \times 3$ matrix with eigenvalues $\lambda=-4,0,9$.
2. A $3 \times 3$ matrix with eigenvalues $\lambda=1,1,1$.
3. A $4 \times 4$ matrix with eigenvalues $\lambda=1,1,3,3$.
4. A $5 \times 5$ matrix with eigenvalues $\lambda=2,2,2,2,2$.
5. A $6 \times 6$ matrix with eigenvalues $\lambda=3,3,3,3,9,9$.

For Problems 6-7, determine how many Jordan canonical forms are possible with the given eigenvalues (not counting rearrangements of the Jordan blocks). You do not need to list them.
6. An $11 \times 11$ matrix with eigenvalues $\lambda=2,2,2$, $2,6,6,6,6,8,8,8$.
7. A $10 \times 10$ matrix with eigenvalues $\lambda=2,2,2$, $2,5,5,5,5,5,5$.
8. If it is known that $(A-5 I)^{2}=0$ for the matrix in Problem 7, how many Jordan canonical form structures are possible for the matrix $A$ ?
9. Let $A$ be a $5 \times 5$ matrix with eigenvalues $\lambda_{1}, \lambda_{1}$, $\lambda_{1}, \lambda_{2}, \lambda_{2}$, where $\lambda_{1} \neq \lambda_{2}$.
(a) Determine the complete list of possible Jordan canonical forms of $A$.
(b) Assume further that $\left(A-\lambda_{1} I\right)^{2}=0_{5}$. Among the matrices listed in part (a), which of them are the possible Jordan canonical form of $A$ in light of this new information?
10. Suppose $A$ is a $6 \times 6$ matrix with eigenvalue $\lambda$ (of multiplicity 6). If it is known that $(A-\lambda I)^{3}=0$ but $(A-\lambda I)^{2} \neq 0$, write down all possible Jordan canonical forms of $A$.

For Problems 11-14, the characteristic polynomial $p(\lambda)$ for a square matrix $A$ is given. Write down a set $S$ of matrices such that every square matrix with characteristic polynomial $p(\lambda)$ is guaranteed to be similar to exactly one of the matrices in the set $S$.
11. $p(\lambda)=(4-\lambda)^{2}(-6-\lambda)$.
12. $p(\lambda)=(4-\lambda)^{3}(-1-\lambda)^{2}$.
13. $p(\lambda)=(3-\lambda)^{2}(-2-\lambda)^{3} \lambda^{2}$.
14. $p(\lambda)=(-2-\lambda)^{2}(6-\lambda)^{5}$.
15. Which of the matrices in the set $S$ in Problem 14 have a set of exactly five (and not more than five) linearly independent eigenvectors? Explain.
16. Give an example of a $2 \times 2$ matrix $A$ that has a generalized eigenvector that is not an eigenvector, and exhibit such a generalized eigenvector.
17. Give an example of a $3 \times 3$ matrix $A$ that has a generalized eigenvector that is not an eigenvector, and exhibit such a generalized eigenvector.

For Problems 18-29, find the Jordan canonical form $J$ for the matrix $A$, and determine an invertible matrix $S$ such that $S^{-1} A S=J$.
18. $A=\left[\begin{array}{rr}-1 & 0 \\ 0 & -2\end{array}\right]$.
19. $A=\left[\begin{array}{rc}4 & 4 \\ -4 & 12\end{array}\right]$.
20. $A=\left[\begin{array}{rr}1 & 1 \\ -1 & 3\end{array}\right]$.
21. $A=\left[\begin{array}{lll}1 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 1 & 1\end{array}\right]$.
22. $A=\left[\begin{array}{rrr}5 & 0 & -1 \\ 1 & 4 & -1 \\ 1 & 0 & 3\end{array}\right]$.
23. $A=\left[\begin{array}{rrr}4 & -4 & 5 \\ -1 & 4 & 2 \\ -1 & 2 & 4\end{array}\right]$.
24. $A=\left[\begin{array}{rrr}-6 & 1 & 0 \\ -1 / 2 & -9 / 2 & 1 / 2 \\ -1 / 2 & 1 / 2 & -11 / 2\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=-5$ and $\lambda=-6$.]
25. $A=\left[\begin{array}{rrr}2 & -2 & 14 \\ 0 & 3 & -7 \\ 0 & 0 & 2\end{array}\right]$.
26. $A=\left[\begin{array}{rrr}7 & -2 & 2 \\ 0 & 4 & -1 \\ -1 & 1 & 4\end{array}\right]$.
27. $A=\left[\begin{array}{rrr}-1 & -1 & 0 \\ 0 & -1 & -2 \\ 0 & 0 & -1\end{array}\right]$.
28. $A=\left[\begin{array}{rrrr}2 & -1 & 0 & 1 \\ 0 & 3 & -1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & -1 & 0 & 3\end{array}\right]$.
29. $A=\left[\begin{array}{rrrr}2 & -4 & 2 & 2 \\ -2 & 0 & 1 & 3 \\ -2 & -2 & 3 & 3 \\ -2 & -6 & 3 & 7\end{array}\right]$. [The characteristic polynomial is $p(\lambda)=(2-\lambda)^{2}(4-\lambda)^{2}$.]

For Problems 30-32, find the Jordan canonical form $J$ for the matrix $A$. You need not determine an invertible matrix $S$ such that $S^{-1} A S=J$.
30. $A=\left[\begin{array}{lllll}2 & 1 & 1 & 1 & 1 \\ 0 & 2 & 0 & 0 & 1 \\ 0 & 0 & 2 & 0 & 1 \\ 0 & 0 & 0 & 2 & 1 \\ 0 & 0 & 0 & 0 & 2\end{array}\right]$.
31. $A=\left[\begin{array}{lllll}0 & 0 & 0 & 1 & 4 \\ 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 6 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0\end{array}\right]$.
32. $A=\left[\begin{array}{llllllll}1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1\end{array}\right]$.

For Problems 33-35, use Jordan canonical forms to determine whether the given pair of matrices are similar.
33. $A=\left[\begin{array}{rrr}7 & 1 & 0 \\ -1 & 5 & 0 \\ 1 & 0 & 6\end{array}\right] ; B=\left[\begin{array}{rrr}6 & -1 & 1 \\ 0 & 6 & 0 \\ 0 & 0 & 6\end{array}\right]$.
34. $A=\left[\begin{array}{rrr}7 & -2 & 2 \\ 0 & 4 & -1 \\ -1 & 1 & 4\end{array}\right] ; B=\left[\begin{array}{rrr}3 & -1 & -2 \\ 1 & 6 & 1 \\ 1 & 0 & 6\end{array}\right]$.
35. $A=\left[\begin{array}{rrr}3 & 0 & 4 \\ 0 & 2 & 0 \\ -4 & 0 & -5\end{array}\right] ; B=\left[\begin{array}{rrr}-1 & -1 & 3 \\ 0 & -1 & 1 \\ 0 & 0 & 2\end{array}\right]$.

For Problems 36-41, determine the general solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}$ for the given matrix $A$.
36. $A=\left[\begin{array}{rr}-4 & 1 \\ -1 & -6\end{array}\right]$.
37. $A=\left[\begin{array}{rr}-3 & -2 \\ 2 & 1\end{array}\right]$.
38. $A=\left[\begin{array}{rrr}0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 1 & -1\end{array}\right]$.
39. $A=\left[\begin{array}{rrr}-2 & 0 & 0 \\ 1 & -3 & -1 \\ -1 & 1 & -1\end{array}\right]$.
40. $A=\left[\begin{array}{lll}4 & 0 & 0 \\ 1 & 4 & 0 \\ 0 & 1 & 4\end{array}\right]$.
41. $A=\left[\begin{array}{rrr}3 & 0 & 4 \\ 0 & 2 & 0 \\ -4 & 0 & -5\end{array}\right]$.
42. Solve the initial-value problem $\mathbf{x}^{\prime}=A \mathbf{x}$, where $A=\left[\begin{array}{rr}-2 & -1 \\ 1 & -4\end{array}\right], \quad \mathbf{x}(0)=\left[\begin{array}{r}0 \\ -1\end{array}\right]$.
43. Prove that if $A$ are $B$ are $n \times n$ matrices with the same Jordan canonical form, then $A$ is similar to $B$.
44. Let $A$ be a square matrix with characteristic polynomial $p(\lambda)=-\lambda^{3}$. Use Jordan canonical forms to prove that $A$ is a nilpotent ${ }^{7}$ matrix.
45. (a) Let $J$ be a Jordan block. Prove that the Jordan canonical form of the matrix $J^{T}$ is $J$.
(b) Let $A$ be an $n \times n$ matrix. Prove that $A$ and $A^{T}$ have the same Jordan canonical form.

### 7.7 Chapter Review <br> The Algebraic Eigenvalue/Eigenvector Problem

We summarize here the main results obtained in this chapter regarding the algebraic eigenvalue/eigenvector problem.

1. For a given $n \times n$ matrix $A$, the eigenvalue/eigenvector problem consists of determining all scalars $\lambda$ and all nonzero vectors $\mathbf{v}$ such that

$$
A \mathbf{v}=\lambda \mathbf{v} .
$$

2. The eigenvalues of $A$ are the roots of the characteristic equation

$$
\begin{equation*}
p(\lambda)=\operatorname{det}(A-\lambda I)=0, \tag{7.7.1}
\end{equation*}
$$

and the eigenvectors of $A$ are obtained by solving the linear systems

$$
\begin{equation*}
(A-\lambda I) \mathbf{v}=\mathbf{0}, \tag{7.7.2}
\end{equation*}
$$

when $\lambda$ assumes the values obtained in (7.7.1).
3. If $A$ is a matrix with real elements, then complex eigenvalues and eigenvectors occur in conjugate pairs.
4. Associated with each eigenvalue $\lambda$ there is a vector space, called the eigenspace of $\lambda$. This is the set of all eigenvectors corresponding to $\lambda$ together with the zero vector. Equivalently, it can be considered as the set of all solutions to the linear system (7.7.2).
5. If $m$ denotes the multiplicity of the eigenvalue $\lambda$ and $n$ denotes the dimension of the corresponding eigenspace, then

$$
1 \leq n \leq m .
$$

6. Eigenvectors corresponding to distinct eigenvalues are linearly independent.
7. An $n \times n$ matrix that has $n$ linearly independent eigenvectors is said to have a complete set of eigenvectors, and we call such a matrix nondefective.

[^47]8. Two $n \times n$ matrices $A$ and $B$ are said to be similar if there exists a matrix $S$ such that
$$
B=S^{-1} A S .
$$

A matrix that is similar to a diagonal matrix is said to be diagonalizable. We have shown that $A$ is diagonalizable if and only if it is nondefective.
9. If $A$ is nondefective and $S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]$, where $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ are linearly independent eigenvectors of $A$, then

$$
S^{-1} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right),
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$ corresponding to $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$.
10. If $A$ is a real symmetric matrix, then
(a) All eigenvalues of $A$ are real.
(b) Eigenvectors corresponding to different eigenspaces are orthogonal.
(c) $A$ is nondefective.
(d) $A$ has a complete set of orthonormal eigenvectors, say $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}$.
(e) If we let $S=\left[\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right]$, where $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}$ are the orthonormal eigenvectors determined in (d), then $S$ is an orthogonal matrix $\left(S^{-1}=S^{T}\right)$, and hence, from (9), for this matrix,

$$
S^{T} A S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

11. Every matrix $A$ is similar to a matrix $J$ in Jordan canonical form. Here are some facts about $\operatorname{JCF}(A)$ :
(a) The $\operatorname{JCF}(A)$ consists of Jordan blocks arranged along the main diagonal, and each Jordan block consists of an eigenvalue placed along its main diagonal with ones appearing on the superdiagonal and zeros elsewhere.
(b) The number of $\operatorname{Jordan}$ blocks in $\operatorname{JCF}(A)$ is equal to the number of linearly independent eigenvectors of $A$.
(c) Each Jordan block coincides with a cycle of generalized eigenvectors. A generalized eigenvector $\mathbf{v}$ satisfies the equation $(A-\lambda I)^{p} \mathbf{v}=\mathbf{0}$ for some $p \geq 1$.
(d) The length of the cycle of generalized eigenvectors is the same as the size of the corresponding Jordan block.

## Additional Problems

In Problems 1-6, decide whether or not the given matrix $A$ is diagonalizable. If so, find an invertible matrix $S$ and a diagonal matrix $D$ such that $S^{-1} A S=D$.

1. $A=\left[\begin{array}{cr}3 & 0 \\ 16 & -1\end{array}\right]$.
2. $A=\left[\begin{array}{rr}13 & -9 \\ 25 & -17\end{array}\right]$.
3. $A=\left[\begin{array}{rrr}-4 & 3 & 0 \\ -6 & 5 & 0 \\ 3 & -3 & -1\end{array}\right]$.
4. $A=\left[\begin{array}{rrr}1 & 1 & 0 \\ -4 & 5 & 0 \\ 17 & -11 & -2\end{array}\right]$.
5. $A=\left[\begin{array}{rrr}-1 & -1 & 3 \\ 4 & 4 & -4 \\ -1 & 0 & 3\end{array}\right]$.
[Hint: The only eigenvalue of $A$ is $\lambda=2$.]
6. $A=\left[\begin{array}{rrr}9 & 5 & -5 \\ 0 & -1 & 0 \\ 10 & 5 & -6\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=4$ and $\lambda=-1$.]
$\diamond$ In Problems 7-10, use some form of technology to find a complete set of orthonormal eigenvectors for $A$ and an orthogonal matrix $S$ and a diagonal matrix $D$ such that $S^{-1} A S=D$.
7. $A=\left[\begin{array}{lll}2 & 2 & 1 \\ 2 & 5 & 2 \\ 1 & 2 & 2\end{array}\right]$.
8. $A=\left[\begin{array}{rrr}0 & -1 & 4 \\ -1 & 5 & 2 \\ 4 & 2 & 2\end{array}\right]$.
9. $A=\left[\begin{array}{rrr}-2 & 1 & 1 \\ 1 & 3 & 6 \\ 1 & 6 & -1\end{array}\right]$.
10. $A=\left[\begin{array}{lll}1 & 0 & 1 \\ 0 & 1 & 1 \\ 1 & 1 & 1\end{array}\right]$.

Find the Jordan canonical form of each matrix in Problems 11-12.
11. $A=\left[\begin{array}{rrr}5 & 8 & 16 \\ 4 & 1 & 8 \\ -4 & -4 & -11\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=1$ and $\lambda=-3$.]
12. $A=\left[\begin{array}{rrr}2 & 1 & 1 \\ 2 & 1 & -2 \\ -1 & 0 & -2\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=-1$ and $\lambda=3$.]

In Problems 13-16, write down all of the possible Jordan canonical form structures, up to a rearrangement of the blocks, for matrices of the specified type. For each Jordan canonical form structure, list the number of linearly independent eigenvectors of a matrix with that Jordan canonical form, and list the maximum length of a cycle of generalized eigenvectors of the matrix.
13. $4 \times 4$ matrices with eigenvalues $\lambda=-1,-1,-1,2$.
14. $5 \times 5$ matrices with eigenvalues $\lambda=4,4,4,4,4$.
15. $6 \times 6$ matrices with eigenvalues $\lambda=6,6,6,6,-3,-3$.
16. $7 \times 7$ matrices with eigenvalues
$\lambda=2,2,2,2,-4,-4,-4$.
17. True or False: If $A$ and $B$ are $n \times n$ matrices with eigenvalues $\lambda_{A}$ and $\lambda_{B}$, respectively, then $\lambda_{A}-\lambda_{B}$ is an eigenvalue of $A-B$. Explain.
18. True or False: If $A$ and $B$ are square matrices such that $A^{2}$ is similar to $B^{2}$, then $A$ is similar to $B$. Explain.
19. Assume that $A_{1}, A_{2}, \ldots, A_{k}$ are $n \times n$ matrices and, for each $i$, a vector $\mathbf{v}$ is an eigenvector of $A_{i}$ with corresponding eigenvalue $\lambda_{i}$. Show that $\mathbf{v}$ is also an eigenvector of the matrix $A_{1} A_{2} \cdots A_{k}$. What is the corresponding eigenvalue?
20. Let $A$ and $B$ be $n \times n$ matrices. Let $\mathbf{v}$ be an eigenvector of $A$ corresponding to $\lambda_{1}$ and let $\mathbf{v}$ also be an eigenvector of $B$ corresponding to eigenvalue $\lambda_{2}$. Show that $A B-B A$ is not invertible.

## Project I: The Hungry Knights

King Arthur and his knights are sitting at the round table for a hearty breakfast of porridge. Each knight is served a portion of porridge (the servings are not necessarily equal portions). But the knights are greedy, and in the first minute of the meal, each knight (including King Arthur) steals half of the porridge from the knight on his left, and half of the porridge from the knight on his right. In the second minute, each knight again steals half the porridge from each neighbor. This process continues indefinitely. The knights are so busy stealing each others' porridge that nothing ever actually gets eaten.

Assume there are $n$ knights (including King Arthur), and they receive initial distribution of porridge $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. The problem is to determine the long-term distribution of porridge. [Note that knight 1 and knight $n$ are seated next to each other at the round table, and so they steal from each other.]

Part I: Solve the above problem for $n=3$ as follows:
(a) Regarding the above porridge distribution as a column vector $\mathbf{v}$, find a matrix $A$ such that $A \mathbf{v}$ represents the porridge distribution after one minute, $A^{2} \mathbf{v}$ represents the porridge distribution after two minutes, and so on.
(b) Diagonalize $A$.
(c) Determine the distribution of porridge as time $\rightarrow \infty$.
(d) Do the amounts of porridge stabilize, oscillate, or does it depend on the initial distribution of porridge? If so, how?
(e) Discuss the impact that the eigenvalues of $A$ have on the limiting behavior. Explain how and why certain eigenvalues play a larger role in shaping the limit behavior of the distribution than others.
(f) Discuss any special cases that you think are interesting (such as what happens in the case where all knights start with equal porridge, or in the case where one knight starts with all the porridge).

Part II: Redo Part I for $n=4$. [Hint: You can save yourself some trouble of computing eigenvalues if you find a couple eigenvectors by inspection (trial and error) and use facts about $\operatorname{tr}(A)$ and $\operatorname{det}(A)$. In fact, with a little clever experimenting, you may be able to get all of the eigenvalues and eigenvectors by "inspection".]

Part III: Based on your work above, try to guess what happens for larger values of $n$. Explore with larger values of $n$ on a calculator or computer to check out your guess.

## Project II: Square Roots of Matrices

In this project, we will study which $n \times n$ matrices possess square roots. We begin with the formal definition.

## DEFINITION

A square root for an $n \times n$ matrix $A$ is an $n \times n$ matrix $B$ such that $B^{2}=A$.

Throughout this project, we allow the matrices under consideration to have complex entries. We begin with diagonalizable matrices.

## Part I: Diagonalizable matrices

(a) In Problem 25 of Section 7.3, it was shown that $\left(S D S^{-1}\right)^{k}=S D^{k} S^{-1}$ for all positive integers $k$. Extend this result to all positive fractions $k=\frac{p}{q}$, where $p$ and $q$ are positive integers.
(b) Applying part (a) with $k=\frac{1}{2}$, prove that all diagonalizable matrices have square roots.
(c) Find four different square roots for the matrix

$$
A=\left[\begin{array}{rr}
-7 & -32 \\
16 & 41
\end{array}\right]
$$

(d) Generalizing part (b) above, prove that if $A$ and $B$ are similar matrices, then $A$ has a square root if and only if $B$ has a square root.
(e) Conclude that the classification of matrices that possess square roots is reduced to the classification of Jordan canonical form structures that have square roots.

## Part II: Invertible matrices

(a) Show that the Jordan canonical form of an invertible matrix $A$ is an upper triangular matrix $J$ with all entries along the main diagonal nonzero.
(b) Use the fact that the Jordan canonical form for a $2 \times 2$ matrix $A$ is either a diagonal matrix, or a single $2 \times 2$ Jordan block to prove that any invertible $2 \times 2$ matrix has a square root.
(c) Perform a similar analysis for the case of a $3 \times 3$ matrix $A$ to prove that any invertible $3 \times 3$ matrix has a square root. ${ }^{8}$

Part III: Matrices with all zero eigenvalues By Part I, the determination of which matrices with all zero eigenvalues have square roots is reduced to the determination of which Jordan canonical form structures whose blocks all correspond to the eigenvalue $\lambda=0$ have square roots.
(a) Prove that the Jordan block $J=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ does not possess a square root. [Hint: Assume to the contrary that such a square root $B$ does exist, and find the relationship between the Jordan canonical form of $B$ and $J$ to obtain a contradiction.]
(b) On the other hand, construct a square root for the $4 \times 4$ matrix $J^{\prime}$ consisting of two $2 \times 2$ Jordan blocks $J$ as in (a).

[^48]
## 8

## Linear Differential Equations of Order $n$

In Chapter 1 we developed a technique that enabled us to solve any first-order linear differential equation. As we illustrated in that chapter there are many applied problems that can be modeled by first-order differential equations, but most applications are governed by differential equations of order higher than first-order. For example, second-order differential equations are of extreme importance since they arise in any application of Newton's second law of motion. As a specific example, consider the damped spring-mass system depicted in Figure 8.0.1. In Section 8.5 we will derive the following second-order differential equation governing the displacement, $y(t)$, of the mass from its equilibrium position at time $t$ :

$$
m \frac{d^{2} y}{d t^{2}}+c \frac{d y}{d t}+k y=F(t)
$$



Figure 8.0.1: A simple model of a damped spring-mass system.

Here $c$ and $k$ are positive constants, and $F(t)$ represents any external forces that may be acting on the mass $m$. Such a force may arise, for example, due to a person moving the top of the spring in a vertical direction thereby driving, or forcing the motion.

As a second example, we have shown in Section 1.7 that an application of Kirchhoff's law yields the following differential equation governing the behavior of the RLC circuit shown in Figure 8.0.2:

$$
L \frac{d^{2} q}{d t^{2}}+R \frac{d q}{d t}+\frac{1}{C} q=E(t)
$$



Figure 8.0.2: An RLC circuit.

Here $q(t)$ gives the charge on the capacitor at time $t, R, L$, and $C$ are positive constants, and $E(t)$ provides the driving force (electromotive force) that maintains the flow of charge through the circuit. The current, $i(t)$, in the circuit is related to $q(t)$ via

$$
i(t)=\frac{d q}{d t} .
$$

Differential equations of order greater than two also arise in applications. For example, the mathematical analysis of certain beam configurations gives rise to fourth-order differential equations of the form

$$
\frac{d^{4} Y}{d x^{4}}-k Y=0
$$

where $k$ is a positive constant.
The differential equations appearing in the preceding examples are all linear; furthermore, the coefficients of the dependent variables ( $y, q, Y$, respectively) and their derivatives are all constants. Whereas many applications are governed by such constant coefficient differential equations, there are a multitude of physical problems whose mathematical analysis leads to linear differential equations whose coefficients are not constant. Examples of such equations include Legendre's equation,

$$
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+k(k+1) y=0,
$$

and Bessel's equation,

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-p^{2}\right) y=0,
$$

where $k$ and $p$ are constants. The solutions to both of these differential equations will be considered in Chapter 11.

In order to give a unified approach to studying linear differential equations of arbitrary order $n$, we recall that any such differential equation can be written in the form

$$
\begin{equation*}
a_{0}(x) y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=F(x), \tag{8.0.1}
\end{equation*}
$$

where $a_{0}, a_{1}, \ldots a_{n}, F$ are functions defined on an interval $I$. In this chapter we will apply the results obtained in Chapters 4 and 6 to develop the underlying theory for the solution of (8.0.1). This will be accomplished in three steps.

1. Reformulate the problem of solving (8.0.1) in the equivalent form

$$
L y=F,
$$

where $L$ is an appropriate linear transformation.
2. Establish that the set of all solutions to the associated homogeneous differential equation

$$
L y=0
$$

is a vector space of dimension $n$, so that every solution to the homogeneous differential equation can be expressed as

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+\cdots+c_{n} y_{n}(x),
$$

where $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ is any linearly independent set of $n$ solutions to $L y=0$.
3. Establish that every solution to the nonhomogeneous problem $L y=F$ is of the form

$$
\begin{equation*}
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+\cdots+c_{n} y_{n}(x)+y_{p}(x), \tag{8.0.2}
\end{equation*}
$$

where $y_{p}(x)$ is any particular solution to the nonhomogeneous equation.
The hard work put into understanding the material in Chapters 4 and 6 is really seen to pay off in Section 8.1, where the power of the vector space methods enables us to build this general theory very quickly.

Having obtained the general theory for linear differential equations of order $n$, the remainder of the chapter is primarily concerned with deriving techniques for obtaining the requisite number of solutions needed to build (8.0.2) in the case when the differential equation has constant coefficients. We will then give a complete discussion of both the spring-mass system and the RLC circuit. Finally, some techniques that can be used to solve certain linear differential equations with nonconstant coefficients will be introduced. A more general discussion of such differential equations will be given in Chapter 11.

### 8.1 General Theory for Linear Differential Equations

Recall from Chapter 6 that the mapping $D: C^{1}(I) \rightarrow C^{0}(I)$ defined by $D(f)=f^{\prime}$ is a linear transformation. We call $D$ the derivative operator. Higher-order derivative operators can be defined by composition. Thus, $D^{k}: C^{k}(I) \rightarrow C^{0}(I)$ is defined by

$$
D^{k}=D\left(D^{k-1}\right), \quad k=2,3, \ldots,
$$

so that

$$
D^{k}(f)=\frac{d^{k} f}{d x^{k}}
$$

By taking a linear combination of the basic derivative operators, we obtain the general linear differential operator of order $n$,

$$
\begin{equation*}
L=D^{n}+a_{1} D^{n-1}+\cdots+a_{n-1} D+a_{n} \tag{8.1.1}
\end{equation*}
$$

defined by

$$
L y=y^{(n)}+a_{1} y^{(n-1)}+\cdots+a_{n-1} y^{\prime}+a_{n} y
$$

where the $a_{i}$ are, in general, functions of $x$. We leave it as an exercise (Problem 43) to verify that for all $y_{1}, y_{2} \in C^{n}(I)$, and all scalars $c$,

$$
\begin{aligned}
L\left(y_{1}+y_{2}\right) & =L y_{1}+L y_{2} \\
L\left(c y_{1}\right) & =c L\left(y_{1}\right) .
\end{aligned}
$$

Consequently, $L$ is a linear transformation from $C^{n}(I)$ into $C^{0}(I)$.
Example 8.1.1 If $L=D^{2}+4 x D-3 x$, then

$$
L y=y^{\prime \prime}+4 x y^{\prime}-3 x y,
$$

so that, for example,

$$
L(\sin x)=-\sin x+4 x \cos x-3 x \sin x
$$

whereas

$$
L\left(x^{2}\right)=2+8 x^{2}-3 x^{3}
$$

Example 8.1.2 Determine the kernel of the linear differential operator $L=D-2 x$.
Solution: The kernel of $L$ consists of all functions that satisfy $L y=0$; that is, all solutions to the differential equation

$$
y^{\prime}-2 x y=0
$$

An integrating factor for this first-order linear differential equation (see Section 1.6) is $I=e^{\int-2 x d x}=e^{-x^{2}}$. Consequently, the differential equation can be written in the equivalent form

$$
\left(e^{-x^{2}} y\right)^{\prime}=0
$$

which, upon integration, yields $e^{-x^{2}} y=c$, so that $y(x)=c e^{x^{2}}$. Therefore,

$$
\operatorname{Ker}(L)=\left\{c e^{x^{2}}: c \in \mathbb{R}\right\}
$$

Now consider the general $n$ th-order linear differential equation

$$
\begin{equation*}
a_{0}(x) y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=F(x), \tag{8.1.2}
\end{equation*}
$$

where $a_{0}(\neq 0), a_{1}, \ldots, a_{n}$ and $F$ are functions specified on an interval $I$. If $F(x)$ is identically zero on $I$, then the differential equation (8.1.2) is called homogeneous. Otherwise, it is called nonhomogeneous. We will assume that $a_{0}(x)$ is nonzero on $I$, in which case we can divide Equation (8.1.2) by $a_{0}$ and redefine the remaining functions to obtain the following standard form:

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=F(x) \tag{8.1.3}
\end{equation*}
$$

This can be written in the equivalent form

$$
L y=F(x)
$$

where $L$ is given in Equation (8.1.1). The key result that we require in developing the theory for linear differential equations is the following existence and uniqueness theorem.

Theorem 8.1.3 Let $a_{1}, a_{2}, \ldots, a_{n}$, and $F$ be functions that are continuous on an interval $I$. Then, for any $x_{0}$ in $I$, the initial-value problem

$$
\begin{gathered}
L y=F(x) \\
y\left(x_{0}\right)=y_{0}, \quad y^{\prime}\left(x_{0}\right)=y_{1}, \quad \ldots, \quad y^{(n-1)}\left(x_{0}\right)=y_{n-1}
\end{gathered}
$$

has a unique solution on $I$.

Proof The proof of this theorem requires concepts from advanced calculus and is best left for a second course in differential equations. See, for example, Coddington, E.A. and Levinson, N., Theory of Differential Equations, McGraw-Hill, 1955.

The differential equation (8.1.3) is said to be regular on $I$ if the functions $a_{1}, a_{2}, \ldots$, $a_{n}$, and $F$ are continuous on $I$. In developing the theory for linear differential equations, we will always assume that our differential equations are regular on the interval of interest so that the existence and uniqueness theorem can be applied on that interval.

## Homogeneous Linear Differential Equations

We first consider the $n$ th-order linear homogeneous differential equation

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=0 \tag{8.1.4}
\end{equation*}
$$

on an interval $I$. This differential equation can be written as the operator equation

$$
L y=0,
$$

where $L: C^{n}(I) \rightarrow C^{0}(I)$ is the $n$ th-order linear differential operator

$$
L=D^{n}+a_{1} D^{n-1}+\cdots+a_{n-1} D+a_{n} .
$$

If we let $S$ denote the set of all solutions to the differential equation (8.1.4), then

$$
S=\left\{y \in C^{n}(I): L y=0\right\}
$$

That is,

$$
S=\operatorname{Ker}(L)
$$

In Chapter 6, we proved that the kernel of any linear transformation $T: V \rightarrow W$ is a subspace of $V$. It follows directly from this result that $S$, the set of all solutions to (8.1.4), is a subspace of $C^{n}(I)$. We will refer to this subspace as the solution space of the differential equation. If we can determine the dimension of $S$, then we will know how many linearly independent solutions are required to span the solution space. This is dealt with in the following theorem.

Theorem 8.1.4 The set of all solutions to the regular $n$ th-order homogeneous linear differential equation

$$
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=0
$$

on an interval $I$ is a vector space of dimension $n$.

Proof The given differential equation can be written in operator form as

$$
L y=0 .
$$

We have already shown that the set of all solutions to this differential equation is a vector space. To prove that the dimension of the solution space is $n$, we must establish the existence of a basis consisting of $n$ solutions. For simplicity, we provide the details only for the case $n=2$.

Let $y_{1}, y_{2}$ be the unique solutions to the initial-value problems

$$
\begin{array}{ll}
L y_{1}=0, & y_{1}\left(x_{0}\right)=1,
\end{array} \quad y_{1}^{\prime}\left(x_{0}\right)=0, ~ 子, ~ y_{2}\left(x_{0}\right)=0, \quad y_{2}^{\prime}\left(x_{0}\right)=1, ~ \$ y_{2}=0, \quad y
$$

where

$$
L=D^{2}+a_{1}(x) D+a_{2}(x) .
$$

The Wronskian of these solutions at $x_{0} \in I$ is $W\left[y_{1}, y_{2}\right]\left(x_{0}\right)=\operatorname{det}\left(I_{2}\right)=1 \neq 0$, so that the solutions are linearly independent on $I$. To be a basis for the solution space, $y_{1}$ and $y_{2}$ must also span the solution space. Let $y=u(x)$ be any solution to the differential equation $L y=0$ on $I$, and suppose $u\left(x_{0}\right)=c_{1}$ and $u^{\prime}\left(x_{0}\right)=c_{2}$. Then $y=u(x)$ is the unique solution to the initial-value problem

$$
\begin{equation*}
L y=0, \quad y\left(x_{0}\right)=c_{1}, \quad y^{\prime}\left(x_{0}\right)=c_{2} . \tag{8.1.7}
\end{equation*}
$$

However, if we define

$$
w(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x),
$$

then, using the linearity of $L$,

$$
L w=L\left(c_{1} y_{1}+c_{2} y_{2}\right)=c_{1} L\left(y_{1}\right)+c_{2} L\left(y_{2}\right)=0 .
$$

Further, using the initial values in (8.1.5) and (8.1.6),

$$
w\left(x_{0}\right)=c_{1} y_{1}\left(x_{0}\right)+c_{2} y_{2}\left(x_{0}\right)=c_{1} \quad \text { and } \quad w^{\prime}\left(x_{0}\right)=c_{1} y_{1}^{\prime}\left(x_{0}\right)+c_{2} y_{2}^{\prime}\left(x_{0}\right)=c_{2} .
$$

Consequently, $w(x)$ also satisfies the initial-value problem (8.1.7). Thus, by uniqueness, we must have

$$
u(x)=w(x) .
$$

That is,

$$
u(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x) .
$$

Therefore, we have shown that any solution to $L y=0$ can be written as a linear combination of the linearly independent solutions $y_{1}, y_{2}$, and hence, these solutions do span the solution space. It follows that $\left\{y_{1}, y_{2}\right\}$ is a basis for the solution space and, since the basis consists of two vectors, the dimension of this solution space is two. The extension of the foregoing proof to arbitrary $n$ is left as an exercise (Problem 44).

It follows from the previous theorem and Theorem 4.6.10 that any set of $n$ linearly independent solutions, say $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$, to

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=0 \tag{8.1.8}
\end{equation*}
$$

is a basis for the solution space of this differential equation. Consequently, every solution to the differential equation can be written as

$$
\begin{equation*}
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+\cdots+c_{n} y_{n}(x), \tag{8.1.9}
\end{equation*}
$$

for appropriate constants $c_{1}, c_{2}, \ldots, c_{n}$. We refer to (8.1.9) as the general solution to the differential equation (8.1.8).

Example 8.1.5 Determine all solutions to the differential equation $y^{\prime \prime}-2 y^{\prime}-15 y=0$ of the form $y(x)=e^{r x}$, where $r$ is a constant. Use your solutions to determine the general solution to the differential equation.
Solution: If $y(x)=e^{r x}$ then $y^{\prime}(x)=r e^{r x}$, and $y^{\prime \prime}(x)=r^{2} e^{r x}$. Substituting these results into the given differential equation and simplifying yields

$$
e^{r x}\left(r^{2}-2 r-15\right)=0,
$$

or equivalently,

$$
(r+3)(r-5)=0
$$

Hence, two solutions to the differential equation are

$$
y_{1}(x)=e^{-3 x} \quad \text { and } \quad y_{2}(x)=e^{5 x} .
$$

Furthermore, the Wronskian of these solutions is $W\left[y_{1}, y_{2}\right](x)=8 e^{2 x} \neq 0$, so that they are linearly independent on any interval. It follows directly from Theorem 8.1.4 that a basis for the set of all solutions to the differential equation is $\left\{e^{-3 x}, e^{5 x}\right\}$, so that the general solution to the differential equation is

$$
y(x)=c_{1} e^{-3 x}+c_{2} e^{5 x} .
$$

In the previous example, we were able to determine that the solutions $y_{1}$ and $y_{2}$ are linearly independent on any interval since their Wronskian was nonzero. What would have happened if their Wronskian had been identically zero? Based on Theorem 4.5.23, we would not have been able to draw any conclusion as to the linear dependence or linear independence of the solutions. We now show, however, that when dealing with solutions of an nth-order homogeneous linear differential equation, if the Wronskian of the solutions is zero for at least one point in $I$, then the solutions are linearly dependent on $I$.

Theorem 8.1.6 Let $y_{1}, y_{2}, \ldots, y_{n}$ be solutions to the regular $n$ th-order differential equation $L y=0$ on an interval $I$, and let $W\left[y_{1}, y_{2}, \ldots, y_{n}\right](x)$ denote their Wronskian. If $W\left[y_{1}, y_{2}, \ldots, y_{n}\right]\left(x_{0}\right)=0$ at some point $x_{0}$ in $I$, then $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ is linearly dependent on $I$.

Proof We provide details for the case $n=2$ and leave the extension to arbitrary $n$ as an exercise (Problem 45). Once more, the proof depends on the existence-uniqueness theorem. Let $x_{0}$ be a point in $I$ at which $W\left[y_{1}, y_{2}\right]\left(x_{0}\right)=0$, and consider the linear system

$$
\begin{aligned}
& c_{1} y_{1}\left(x_{0}\right)+c_{2} y_{2}\left(x_{0}\right)=0, \\
& c_{1} y_{1}^{\prime}\left(x_{0}\right)+c_{2} y_{2}^{\prime}\left(x_{0}\right)=0,
\end{aligned}
$$

where the unknowns are $c_{1}, c_{2}$. The determinant of the matrix of coefficients of this system is $W\left[y_{1}, y_{2}\right]\left(x_{0}\right)=0$, so that the system has nontrivial solutions. Let $\left(\alpha_{1}, \alpha_{2}\right)$ be one such nontrivial solution, and define the function $u(x)$ by

$$
u(x)=\alpha_{1} y_{1}(x)+\alpha_{2} y_{2}(x) .
$$

Then $y=u(x)$ satisfies the initial-value problem

$$
L y=0, \quad y\left(x_{0}\right)=0, \quad y^{\prime}\left(x_{0}\right)=0 .
$$

However, $y(x)=0$ also satisfies the initial-value problem, and hence, by uniqueness, we must have $u(x)=0$; that is,

$$
\alpha_{1} y_{1}(x)+\alpha_{2} y_{2}(x)=0,
$$

where at least one of $\alpha_{1}, \alpha_{2}$ is nonzero. Consequently, $\left\{y_{1}, y_{2}\right\}$ is linearly dependent on $I$.

To summarize:

The vanishing or nonvanishing of the Wronskian on an interval $I$ completely characterizes whether solutions to $L y=0$ are linearly dependent or linearly independent on $I$.

Example 8.1.7 Verify that $y_{1}(x)=\cos 2 x$ and $y_{2}(x)=3\left(1-2 \sin ^{2} x\right)$ are solutions to the differential equation $y^{\prime \prime}+4 y=0$ on $(-\infty, \infty)$. Determine whether they are linearly independent on $(-\infty, \infty)$.

Solution: It is easily verified by direct substitution that

$$
y_{1}^{\prime \prime}+4 y_{1}=0 \quad \text { and } \quad y_{2}^{\prime \prime}+4 y_{2}=0
$$

so that $y_{1}$ and $y_{2}$ are solutions to the given differential equation on $(-\infty, \infty)$. To determine whether they are linearly independent on $(-\infty, \infty)$, we compute their Wronskian.

$$
\begin{aligned}
W\left[y_{1}, y_{2}\right](x) & =\left|\begin{array}{cc}
\cos 2 x & 3\left(1-2 \sin ^{2} x\right) \\
-2 \sin 2 x & -12 \sin x \cos x
\end{array}\right| \\
& =-12 \cos 2 x \sin x \cos x+6 \sin 2 x\left(1-2 \sin ^{2} x\right) \\
& =-6 \cos 2 x \sin 2 x+6 \sin 2 x \cos 2 x \\
& =0,
\end{aligned}
$$

so that, from Theorem 8.1.6, the solutions are linearly dependent on $(-\infty, \infty)$. Indeed, since $\cos 2 x=1-2 \sin ^{2} x$, the dependency relation is $3 y_{1}-y_{2}=0$. We leave it as an exercise to verify that a second linearly independent solution to the given differential equation is $y_{3}(x)=\sin 2 x$, so that the general solution to $y^{\prime \prime}+4 y=0$ is

$$
y(x)=c_{1} \cos 2 x+c_{2} \sin 2 x .
$$

## Nonhomogeneous Linear Differential Equations

We now consider the nonhomogeneous linear differential equation

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=F(x), \tag{8.1.10}
\end{equation*}
$$

where $F(x)$ is not identically zero on the interval of interest. If we set $F(x)=0$ in (8.1.10), we obtain the associated homogeneous equation

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=0 \tag{8.1.11}
\end{equation*}
$$

Equations (8.1.10) and (8.1.11) can be written in operator form as

$$
L y=F \quad \text { and } \quad L y=0
$$

respectively, where

$$
L=D^{n}+a_{1}(x) D^{n-1}+\cdots+a_{n-1}(x) D+a_{n}(x)
$$

The main theoretical result for nonhomogeneous linear differential equation is given in the following theorem:

Theorem 8.1.8 Let $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ be a linearly independent set of solutions to $L y=0$ on an interval $I$, and let $y=y_{p}$ be any particular solution to $L y=F$ on $I$. Then every solution to $L y=F$ on $I$ is of the form

$$
y=c_{1} y_{1}+c_{2} y_{2}+\cdots+c_{n} y_{n}+y_{p}
$$

for appropriate constants $c_{1}, c_{2}, \ldots, c_{n}$.
Proof Since $y=y_{p}$ satisfies Equation (8.1.10), we have

$$
\begin{equation*}
L y_{p}=F \tag{8.1.12}
\end{equation*}
$$

Let $y=u$ be any solution to Equation (8.1.10). Then we also have

$$
\begin{equation*}
L u=F . \tag{8.1.13}
\end{equation*}
$$

Subtracting (8.1.12) from (8.1.13) and using the linearity of $L$ yields

$$
L\left(u-y_{p}\right)=0
$$

Thus, $y=u-y_{p}$ is a solution to the associated homogeneous equation $L y=0$ and therefore can be written as

$$
u-y_{p}=c_{1} y_{1}+c_{2} y_{2}+\cdots+c_{n} y_{n}
$$

for appropriately chosen constants $c_{1}, c_{2}, \ldots, c_{n}$. Consequently,

$$
u=c_{1} y_{1}+c_{2} y_{2}+\cdots+c_{n} y_{n}+y_{p}
$$

According to Theorem 8.1.8, the general solution to the nonhomogeneous differential equation $L y=F$ is of the form

$$
y(x)=y_{c}(x)+y_{p}(x)
$$

where

$$
y_{c}(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+\cdots+c_{n} y_{n}(x)
$$

is the general solution to the associated homogeneous equation $L y=0$, and $y_{p}$ is a particular solution to $L y=F$. We refer to $y_{c}$ as the complementary function for $L y=F$.

Example 8.1.9 Verify that $y_{p}(x)=2 e^{6 x}$ is a particular solution to the differential equation

$$
\begin{equation*}
y^{\prime \prime}-2 y^{\prime}-15 y=18 e^{6 x} \tag{8.1.14}
\end{equation*}
$$

and determine the general solution.
Solution: For the given function, we have

$$
y_{p}^{\prime \prime}-2 y_{p}^{\prime}-15 y_{p}=72 e^{6 x}-24 e^{6 x}-30 e^{6 x}=18 e^{6 x} .
$$

Hence, $y_{p}(x)=2 e^{6 x}$ is a solution to the given differential equation. We have seen in Example 8.1.5 that the general solution to the associated homogeneous differential equation is

$$
y_{c}(x)=c_{1} e^{-3 x}+c_{2} e^{5 x}
$$

So, Theorem 8.1.8 tells us that the general solution to the differential equation (8.1.14) is

$$
y(x)=c_{1} e^{-3 x}+c_{2} e^{5 x}+2 e^{6 x} .
$$

We need one final result regarding solutions to nonhomogeneous differential equations.

## Theorem 8.1.10

If $y=u_{p}$ and $y=v_{p}$ are particular solutions to $L y=f(x)$ and $L y=g(x)$, respectively, then $y=u_{p}+v_{p}$ is a solution to $L y=f(x)+g(x)$.

Proof We have $L\left(u_{p}+v_{p}\right)=L\left(u_{p}\right)+L\left(v_{p}\right)=f(x)+g(x)$.
We have now derived the fundamental theory for linear differential equations. For the remainder of the chapter, we focus our attention on developing techniques for finding the solutions whose existence is guaranteed by our theory.

## Exercises for 8.1

## Key Terms

Derivative operator, Linear differential operator of order $n$, Regular differential equation, $n$ th-order linear homogeneous differential equation, Solution space of a differential equation, General solution to a differential equation, $n$ th-order linear nonhomogeneous differential equation, Complementary function.

## Skills

- Be able to evaluate a given linear differential operator $L$ on a function $y$.
- Be able to compute the kernel of a given linear differential operator $L$.
- Be able to write an $n$ th-order linear differential equation as an operator equation.
- Be able to find solutions to a given $n$ th-order linear homogeneous differential equation of a specified form.
- Be able to use basic solutions to an $n$ th-order linear homogeneous differential equation to find the general solution to the differential equation.
- Be able to use the Wronskian to determine whether a collection of solutions to $L y=0$ are linearly dependent or linearly independent.
- Given a particular solution to an $n$ th-order linear nonhomogeneous differential equation, be able to find the general solution to the differential equation.


## True-False Review

For Questions (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A regular $n$ th-order linear homogeneous differential equation defined on an interval $I$ always has $n$ solutions that are linearly independent on the interval $I$.
(b) If $y_{1}, y_{2}, \ldots, y_{n}$ are solutions to a regular $n$ th-order linear homogeneous differential equation such that $W\left[y_{1}, y_{2}, \ldots, y_{n}\right](x)$ is zero at some points of $I$ and nonzero at other points of $I$, then $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ is a linearly independent set of functions.
(c) If $L_{1}$ and $L_{2}$ are linear differential operators, then $L_{1} L_{2}=L_{2} L_{1}$.
(d) If $L_{1}$ and $L_{2}$ are linear differential operators, then so is $L_{1}+L_{2}$.
(e) If $L$ is a linear differential operator, then so is $c L$ for all constants $c$.
(f) If $y_{p}$ is a particular solution to the differential equation $L y=F$, then $y_{p}+u$ is also a solution to $L y=F$ for every solution $u$ of the corresponding homogeneous differential equation $L y=0$.
(g) If $y_{1}$ is a solution to $L y=F_{1}$ and $y_{2}$ is a solution to $L y=F_{2}$, then $y_{1}+y_{2}$ is a solution to $L y=F_{1}+F_{2}$.
(h) If $L=D^{2}-1$, then a basis for $\operatorname{Ker}(L)$ is $\left\{e^{x}, e^{-x}\right\}$.
(i) A basis for the solution space of the differential equation $y^{\prime \prime}-3 y^{\prime}+2 y=0$ is $\left\{e^{x}, e^{2 x}\right\}$.
(j) A basis for the solution space of the differential equation $y^{\prime \prime \prime}+2 y^{\prime \prime}-y^{\prime}-2 y=0$ is $\left\{e^{x}, e^{-2 x}\right\}$.

## Problems

For Problems 1-4, find $L y$ for the given differential operator if (a) $y(x)=2 e^{3 x}$, (b) $y(x)=3 \ln x$, (c) $y(x)=$ $2 e^{3 x}+3 \ln x$.

1. $L=D-x$.
2. $L=D^{2}-x^{2} D+x$.
3. $L=D^{3}-2 x D^{2}$.
4. $L=D^{3}-D+4$.

For Problems 5-9, verify that the given function is in the kernel of $L$.
5. $y(x)=x e^{2 x}, \quad L=D^{2}-4 D+4$.
6. $y(x)=x^{-2}, L=x^{2} D^{2}+2 x D-2$.
7. $y(x)=\sin \left(x^{2}\right), \quad L=D^{2}-x^{-1} D+4 x^{2}$.
8. $y(x)=\sin x+\cos x, \quad L=D^{3}+D^{2}+D+1$.
9. $y(x)=x e^{x}, \quad L=-D^{2}+2 D-1$.

For Problems 10-13, compute $\operatorname{Ker}(L)$.
10. $L=D-3 x^{2}$.
11. $L=D^{2}+1$.
12. $L=D^{2}+2 D-15$. [Hint: Try for two solutions to $L y=0$ of the form $e^{r x}$.]
13. $L=x^{2} D+x$.

For Problems 14-15, find $L_{1} L_{2}$ and $L_{2} L_{1}$ for the given differential operators, and determine whether $L_{1} L_{2}=L_{2} L_{1}$.
14. $L_{1}=D+1, L_{2}=D-2 x^{2}$.
15. $L_{1}=D+x, \quad L_{2}=D+(2 x-1)$.
16. If $L_{1}=D+a_{1}(x)$, determine all differential operators of the form $L_{2}=D+b_{1}(x)$ such that $L_{1} L_{2}=L_{2} L_{1}$.

For Problems 17-18, write the given nonhomogeneous differential equation as an operator equation, and give the associated homogeneous differential equation.
17. $y^{\prime \prime \prime}+x^{2} y^{\prime \prime}-(\sin x) y^{\prime}+e^{x} y=x^{3}$.
18. $y^{\prime \prime}+4 x y^{\prime}-6 x^{2} y=x^{2} \sin x$.
19. Use the existence and uniqueness theorem to prove that the only solution to the initial-value problem

$$
\begin{aligned}
y^{\prime \prime}+x^{2} y+e^{x} y & =0 \\
y(0)=0, \quad y^{\prime}(0) & =0
\end{aligned}
$$

is the trivial solution $y(x)=0$.
20. Use the existence and uniqueness theorem to formulate and prove a general theorem regarding the solution to the initial-value problem

$$
\begin{gathered}
L y=0 \\
y\left(x_{0}\right)=0, \quad y^{\prime}\left(x_{0}\right)=0, \ldots, \quad y^{(n-1)}\left(x_{0}\right)=0 .
\end{gathered}
$$

21. Determine which of the following sets of vectors is a basis for the solution space to the differential equation $y^{\prime \prime}-16 y=0$ :
$S_{1}=\left\{e^{4 x}\right\}, S_{2}=\left\{e^{2 x}, e^{4 x}, e^{-4 x}\right\}, S_{3}=\left\{e^{4 x}, e^{2 x}\right\}$,
$S_{4}=\left\{e^{4 x}, e^{-4 x}\right\}, S_{5}=\left\{e^{4 x}, 7 e^{4 x}\right\}$,
$S_{6}=\{\cosh 4 x, \sinh 4 x\}$.
22. Determine which of the following sets of vectors is a basis for the solution space to the differential equation $x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=0$ on the interval $(0, \infty)$ :
$S_{1}=\left\{x^{2}\right\}, S_{2}=\left\{x^{2}, x^{2} \ln x\right\}, S_{3}=\left\{2 x^{2}, 3 x^{2} \ln x\right\}$,
$S_{4}=\left\{x^{2}(2+3 \ln x), x^{2}(2-3 \ln x)\right\}$.

For Problems 23-26, determine two linearly independent solutions to the given differential equation of the form $y(x)=e^{r x}$, and thereby determine the general solution to the differential equation.
23. $y^{\prime \prime}-2 y^{\prime}-3 y=0$.
24. $y^{\prime \prime}+7 y^{\prime}+10 y=0$.
25. $y^{\prime \prime}-36 y=0$.
26. $y^{\prime \prime}+4 y^{\prime}=0$.

For Problems 27-31, determine three linearly independent solutions to the given differential equation of the form $y(x)=e^{r x}$, and thereby determine the general solution to the differential equation.
27. $y^{\prime \prime \prime}-3 y^{\prime \prime}-y^{\prime}+3 y=0$.
28. $y^{\prime \prime \prime}+3 y^{\prime \prime}-4 y^{\prime}-12 y=0$.
29. $y^{\prime \prime \prime}+3 y^{\prime \prime}-18 y^{\prime}-40 y=0$.
30. $y^{\prime \prime \prime}-y^{\prime \prime}-2 y^{\prime}=0$.
31. $y^{\prime \prime \prime}+y^{\prime \prime}-10 y^{\prime}+8 y=0$.

For Problems 32-33, determine four linearly independent solutions to the given differential equation of the form $y(x)=e^{r x}$, and thereby determine the general solution to the differential equation.
32. $y^{(i v)}-2 y^{\prime \prime \prime}-y^{\prime \prime}+2 y^{\prime}=0$.
33. $y^{(i v)}-13 y^{\prime \prime}+36 y=0$.
[Hint: Factor the fourth-degree equation you get as a product of two quadratic polynomials first.]

For Problems 34-35, determine two linearly independent solutions to the given differential equation of the form $y(x)=x^{r}$, and thereby determine the general solution to the differential equation on $(0, \infty)$.
34. $x^{2} y^{\prime \prime}+3 x y^{\prime}-8 y=0, \quad x>0$.
35. $2 x^{2} y^{\prime \prime}+5 x y^{\prime}+y=0, x>0$.

For Problems 36-37, determine three linearly independent solutions to the given differential equation of the form $y(x)=x^{r}$, and thereby determine the general solution to the differential equation on $(0, \infty)$.
36. $x^{3} y^{\prime \prime \prime}+x^{2} y^{\prime \prime}-2 x y^{\prime}+2 y=0, \quad x>0$.
37. $x^{3} y^{\prime \prime \prime}+3 x^{2} y^{\prime \prime}-6 x y^{\prime}=0, x>0$.
38. Determine a particular solution to the given differential equation of the form $y_{p}(x)=A_{0} e^{5 x}$. Also find the general solution to the differential equation:

$$
y^{\prime \prime}+y^{\prime}-6 y=18 e^{5 x}
$$

39. Determine a particular solution to the given differential equation of the form

$$
y_{p}(x)=A_{0}+A_{1} x+A_{2} x^{2}
$$

Also find the general solution to the differential equation:

$$
y^{\prime \prime}+y^{\prime}-2 y=4 x^{2}+5
$$

40. Determine a particular solution to the given differential equation of the form $y_{p}(x)=A_{0} e^{2 x}$. Also find the general solution to the differential equation:

$$
y^{\prime \prime \prime}+2 y^{\prime \prime}-y^{\prime}-2 y=4 e^{2 x}
$$

41. Determine a particular solution to the given differential equation of the form $y_{p}(x)=A_{0} e^{-3 x}$. Also find the general solution to the differential equation:

$$
y^{\prime \prime \prime}+y^{\prime \prime}-10 y^{\prime}+8 y=24 e^{-3 x}
$$

42. Determine a particular solution to the given differential equation of the form $y_{p}(x)=A_{0} e^{-x}$. Also find the general solution to the differential equation:

$$
y^{\prime \prime \prime}+5 y^{\prime \prime}+6 y^{\prime}=6 e^{-x}
$$

43. Prove that the linear differential operator of order $n$,

$$
L=D^{n}+a_{1} D^{n-1}+\cdots+a_{n-1} D+a_{n}
$$

is a linear transformation from $C^{n}(I)$ to $C^{0}(I)$.
44. Extend the proof of Theorem 8.1.4 to an arbitrary positive integer $n$.
45. Extend the proof of Theorem 8.1.6 to an arbitrary positive integer $n$.
46. Let $T: V \rightarrow W$ be a linear transformation, and suppose that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is a basis for $\operatorname{Ker}(T)$. Prove that every solution to the operator equation

$$
\begin{equation*}
T(\mathbf{v})=\mathbf{w} \tag{8.1.15}
\end{equation*}
$$

is of the form

$$
\mathbf{v}=c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{n} \mathbf{v}_{n}+\mathbf{v}_{p}
$$

where $\mathbf{v}_{p}$ is any particular solution to Equation (8.1.15).

### 8.2 Constant Coefficient Homogeneous Linear Differential Equations

In the next few sections we develop techniques for solving linear differential equations of order $n$ that have constant coefficients. These are differential equations that can be written in the form

$$
y^{(n)}+a_{1} y^{(n-1)}+\cdots+a_{n-1} y^{\prime}+a_{n} y=F(x)
$$

where $a_{1}, a_{2}, \ldots, a_{n}$ are constants. To determine the general solution to this differential equation we will require the complementary function. Consequently, we begin by analyzing the associated homogeneous equation

$$
y^{(n)}+a_{1} y^{(n-1)}+\cdots+a_{n-1} y^{\prime}+a_{n} y=0 .
$$

In operator form, we write this as

$$
P(D) y=0,
$$

where

$$
P(D)=D^{n}+a_{1} D^{n-1}+\cdots+a_{n-1} D+a_{n} .
$$

The operator $P(D)$ is called a polynomial differential operator. It is the special case of the general linear differential operator introduced in the previous section that arises when the coefficients are constant. Associated with any polynomial differential operator is the real polynomial

$$
P(r)=r^{n}+a_{1} r^{n-1}+\cdots+a_{n-1} r+a_{n},
$$

referred to as the auxiliary polynomial. The corresponding polynomial equation

$$
P(r)=0
$$

is called the auxiliary equation.
Example 8.2.1 Write the differential equation $y^{\prime \prime}+5 y^{\prime}-7 y=0$ as $P(D) y=0$ for an appropriate polynomial differential operator $P(D)$. Determine the auxiliary polynomial and the auxiliary equation.
Solution: The given differential equation can be written as

$$
\left(D^{2}+5 D-7\right) y=0 .
$$

That is,

$$
P(D) y=0,
$$

where $P(D)=D^{2}+5 D-7$. Consequently, the auxiliary polynomial is

$$
P(r)=r^{2}+5 r-7
$$

and the auxiliary equation is

$$
r^{2}+5 r-7=0 .
$$

In general, the composition of two linear transformations is not commutative, so that, in particular, if $L_{1}$ and $L_{2}$ are two linear differential operators, then, in general, $L_{1} L_{2} \neq L_{2} L_{1}$. According to the next theorem, however, commutativity does hold for polynomial differential operators. This is a key result in determining all solutions to $P(D) y=0$.

Theorem 8.2.2 If $P(D)$ and $Q(D)$ are polynomial differential operators, then

$$
P(D) Q(D)=Q(D) P(D) .
$$

Proof The proof consists of a straightforward verification and is left for the exercises (Problem 45).

Example 8.2.3 If $P(D)=D-5$ and $Q(D)=D+7$, verify that

$$
P(D) Q(D)=Q(D) P(D) .
$$

Solution: For any twice differentiable function $f$, we have

$$
\begin{aligned}
P(D) Q(D) f & =(D-5)(D+7) f \\
& =(D-5)\left(f^{\prime}+7 f\right)=f^{\prime \prime}+2 f^{\prime}-35 f=\left(D^{2}+2 D-35\right) f .
\end{aligned}
$$

Consequently,

$$
P(D) Q(D)=D^{2}+2 D-35 .
$$

Similarly,

$$
\begin{aligned}
Q(D) P(D) f & =(D+7)(D-5) f \\
& =(D+7)\left(f^{\prime}-5 f\right) \\
& =f^{\prime \prime}+2 f^{\prime}-35 f=\left(D^{2}+2 D-35\right) f,
\end{aligned}
$$

so that

$$
Q(D) P(D)=D^{2}+2 D-35=P(D) Q(D)
$$

The importance of the preceding theorem is that it enables us to factor polynomial differential operators in the same way that we can factor real polynomials. More specifically, if $P(D)$ is a polynomial differential operator of degree $n$, then the auxiliary polynomial $P(r)$ can be factored as

$$
P(r)=\left(r-r_{1}\right)^{m_{1}}\left(r-r_{2}\right)^{m_{2}} \cdots\left(r-r_{k}\right)^{m_{k}},
$$

where $m_{i}$ denotes the multiplicity of the root $r_{i}$, and

$$
m_{1}+m_{2}+\cdots+m_{k}=n .
$$

Consequently, $P(D)$ has the corresponding factorization

$$
P(D)=\left(D-r_{1}\right)^{m_{1}}\left(D-r_{2}\right)^{m_{2}} \cdots\left(D-r_{k}\right)^{m_{k}},
$$

and Theorem 8.2.2 tells us that the ordering of the terms in this factored form of $P(D)$ does not matter. It follows that the differential equation $P(D) y=0$ can be written as

$$
\begin{equation*}
\left(D-r_{1}\right)^{m_{1}}\left(D-r_{2}\right)^{m_{2}} \cdots\left(D-r_{k}\right)^{m_{k}} y=0 \tag{8.2.1}
\end{equation*}
$$

The next step is to establish the following theorem.
Theorem 8.2.4 If $P(D)=P_{1}(D) P_{2}(D) \cdots P_{k}(D)$, where each $P_{i}(D)$ is a polynomial differential operator, then, for each $i, 1 \leq i \leq k$, any solution to $P_{i}(D) y=0$ is also a solution to $P(D) y=0$.

Proof Suppose $P_{i}(D) u=0$ for some $i$ satisfying $1 \leq i \leq k$. Then, since we can change the order of the factors in a polynomial differential operator (with constant coefficients), it follows that the expression for $P(D)$ can be rearranged as follows:

$$
P(D)=P_{1}(D) \cdots P_{i-1}(D) P_{i+1}(D) \cdots P_{k}(D) P_{i}(D) .
$$

Hence,

$$
P(D) u=P_{1}(D) \cdots P_{i-1}(D) P_{i+1}(D) \cdots P_{k}(D) P_{i}(D) u=0 .
$$

Applying the preceding theorem to Equation (8.2.1), we see that any solutions to

$$
\begin{equation*}
\left(D-r_{i}\right)^{m_{i}} y=0 \tag{8.2.2}
\end{equation*}
$$

will also be solutions to the full differential equation (8.2.1). Therefore, we first focus our attention on differential equations of the form (8.2.2). Before determining the solution to this differential equation, we recall two properties of the complex exponential function. (See Appendix A for a fuller discussion of complex exponential functions.)

1. Euler's formula:

$$
\begin{equation*}
e^{(a+i b) x}=e^{a x}(\cos b x+i \sin b x) \tag{8.2.3}
\end{equation*}
$$

2. If $r=a+i b$, then

$$
\frac{d}{d x}\left(e^{r x}\right)=r e^{r x} .
$$

We also need the following lemma concerning differential operators of the form $(D-r)^{m}$.

Lemma 8.2.5 Consider the differential operator $(D-r)^{m}$, where $m$ is a positive integer, and $r$ is a real or complex number. For any $u \in C^{m}(I)$,

$$
\begin{equation*}
(D-r)^{m}\left(e^{r x} u\right)=e^{r x} D^{m}(u) . \tag{8.2.4}
\end{equation*}
$$

Proof When $m=1$ we have

$$
(D-r)\left(e^{r x} u\right)=e^{r x} u^{\prime}+r e^{r x} u-r e^{r x} u .
$$

Thus,

$$
(D-r)\left(e^{r x} u\right)=e^{r x} u^{\prime} .
$$

Repeating this procedure yields

$$
(D-r)^{2}\left(e^{r x} u\right)=(D-r)\left(e^{r x} u^{\prime}\right)=e^{r x} u^{\prime \prime}
$$

so that in general,

$$
\begin{equation*}
(D-r)^{m}\left(e^{r x} u\right)=e^{r x} D^{m}(u) \tag{8.2.5}
\end{equation*}
$$

as required.
We can now determine a set of linearly independent solutions to the differential equation (8.2.2).

Theorem 8.2.6 The differential equation $(D-r)^{m} y=0$, where $m$ is a positive integer and $r$ is a real or complex number, has the following $m$ solutions that are linearly independent on any interval:

$$
e^{r x}, x e^{r x}, x^{2} e^{r x}, \ldots, x^{m-1} e^{r x} .
$$

Proof Since

$$
D^{m}\left(x^{k}\right)=0, \quad k=0,1, \ldots, m-1,
$$

an application of the preceding lemma with $u(x)=x^{k}$ yields

$$
(D-r)^{m}\left(e^{r x} x^{k}\right)=e^{r x} D^{m}\left(x^{k}\right)=0, \quad k=0,1, \ldots, m-1
$$

and hence, $e^{r x}, x e^{r x}, x^{2} e^{r x}, \ldots, x^{m-1} e^{r x}$ are solutions to the differential equation $(D-r)^{m} y=0$. We now prove that these solutions are linearly independent on any interval. We must show that

$$
c_{1} e^{r x}+c_{2} x e^{r x}+c_{3} x^{2} e^{r x}+\cdots+c_{m} x^{m-1} e^{r x}=0
$$

for $x$ in any interval if and only if $c_{1}=c_{2}=\cdots=c_{m}=0$. Dividing by $e^{r x}$, we obtain the equivalent expression

$$
c_{1}+c_{2} x+c_{3} x^{2}+\cdots+c_{m} x^{m-1}=0
$$

Since the set of functions $\left\{1, x, x^{2}, \ldots, x^{m-1}\right\}$ is linearly independent on any interval (see Problem 43 in Section 4.5), it follows that $c_{1}=c_{2}=\cdots=c_{m}=0$. Hence, the given functions are indeed linearly independent on any interval.

We now apply the results of the previous two theorems to the differential equation

$$
\begin{equation*}
\left(D-r_{1}\right)^{m_{1}}\left(D-r_{2}\right)^{m_{2}} \cdots\left(D-r_{k}\right)^{m_{k}} y=0 \tag{8.2.6}
\end{equation*}
$$

The solutions that are obtained due to a term of the form $(D-r)^{m}$ depend on whether $r$ is a real or complex number. We consider the two cases separately.

1. Real Roots of the Auxiliary Equation: Each factor of the form $(D-r)^{m}$, where $r$ is real, contributes the $m$ linearly independent solutions

$$
e^{r x}, x e^{r x}, \ldots, x^{m-1} e^{r x}
$$

2. Complex Roots of the Auxiliary Equation: Since complex roots of the auxiliary equation occur in conjugate pairs, each factor of the form $(D-r)^{m}$, where $r=a+i b(b \neq 0)$, occurring in Equation (8.2.6) must be accompanied by a term $(D-\bar{r})^{m}$. These complex conjugate terms contribute the complex-valued solutions

$$
e^{(a \pm i b) x}, x e^{(a \pm i b) x}, x^{2} e^{(a \pm i b) x}, \ldots, x^{m-1} e^{(a \pm i b) x}
$$

Real-valued solutions can be obtained in the following manner. Consider the two complex conjugate solutions

$$
\begin{aligned}
& w_{1}(x)=x^{k} e^{(a+i b) x}=x^{k} e^{a x}(\cos b x+i \sin b x) \\
& w_{2}(x)=x^{k} e^{(a-i b) x}=x^{k} e^{a x}(\cos b x-i \sin b x)
\end{aligned}
$$

where $0 \leq k \leq m-1$ and we have used Euler's formula (8.2.3). Since these are both solutions to a linear homogeneous equation, any linear combination of them is also a solution to the same equation. In particular, defining $y_{1}(x)$ and $y_{2}(x)$ by

$$
\begin{aligned}
& y_{1}(x)=\frac{1}{2}\left[w_{1}(x)+w_{2}(x)\right]=x^{k} e^{a x} \cos b x \\
& y_{2}(x)=\frac{1}{2 i}\left[w_{1}(x)-w_{2}(x)\right]=x^{k} e^{a x} \sin b x
\end{aligned}
$$

respectively, yields two corresponding real-valued solutions. Repeating this procedure for each value of $k$, we obtain the following $2 m$ real-valued solutions to $(D-r)^{m}(D-\bar{r})^{m} y=0$ :
$e^{a x} \cos b x, e^{a x} \sin b x, x e^{a x} \cos b x, x e^{a x} \sin b x, \ldots, x^{m-1} e^{a x} \cos b x, x^{m-1} e^{a x} \sin b x$

We leave the verification that these solutions are linearly independent on any interval for the exercises (Problems 46 and 47).

By considering each factor in Equation (8.2.6) successively, we can therefore obtain $n$ real-valued solutions to $P(D) y=0$. The proof that the resulting set of solutions is linearly independent on any interval is tedious and not particularly instructive. Consequently, this proof is omitted (see, for example, Kaplan, W.L. Differential Equations, Addison-Wesley, 1958).

We now summarize our results.

Theorem 8.2.7 Consider the differential equation

$$
\begin{equation*}
P(D) y=0 \tag{8.2.7}
\end{equation*}
$$

Let $r_{1}, r_{2}, \ldots, r_{k}$ be the distinct roots of the auxiliary equation, so that

$$
P(r)=\left(r-r_{1}\right)^{m_{1}}\left(r-r_{2}\right)^{m_{2}} \cdots\left(r-r_{k}\right)^{m_{k}}
$$

where $m_{i}$ denotes the multiplicity of the root $r=r_{i}$.

1. If $r_{i}$ is real, then the functions $e^{r_{i} x}, x e^{r_{i} x}, \ldots, x^{m_{i}-1} e^{r_{i} x}$ are linearly independent solutions to Equation (8.2.7) on any interval.
2. If $r_{j}$ is complex, say $r_{j}=a+i b$ ( $a$ and $b$ are real, with $b \neq 0$ ), then the functions

$$
\begin{aligned}
& e^{a x} \cos b x, x e^{a x} \cos b x, \ldots, x^{m_{j}-1} e^{a x} \cos b x \\
& e^{a x} \sin b x, x e^{a x} \sin b x, \ldots, x^{m_{j}-1} e^{a x} \sin b x
\end{aligned}
$$

corresponding to the conjugate roots $r=a \pm i b$ are linearly independent solutions to Equation (8.2.7) on any interval.
3. The $n$ real-valued solutions $y_{1}, y_{2}, \ldots, y_{n}$ to Equation (8.2.7) that are obtained by considering the distinct roots $r_{1}, r_{2}, \ldots, r_{k}$ are linearly independent on any interval. Consequently, the general solution to Equation (8.2.7) is

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+\cdots+c_{n} y_{n}(x) .
$$

Example 8.2.8 Determine the general solution to $y^{\prime \prime}-y^{\prime}-2 y=0$.
Solution: The auxiliary polynomial is

$$
P(r)=r^{2}-r-2=(r-2)(r+1)
$$

Therefore, the auxiliary equation has roots $r_{1}=2, r_{2}=-1$, so that two linearly independent solutions to the given differential equation are

$$
y_{1}(x)=e^{2 x} \quad \text { and } \quad y_{2}(x)=e^{-x}
$$

Hence, the general solution to the differential equation is

$$
y(x)=c_{1} e^{2 x}+c_{2} e^{-x}
$$

Some representative solution curves are sketched in Figure 8.2.1.


Figure 8.2.1: Representative solution curves for the differential equation in Example 8.2.8.

Example 8.2.9 Determine the general solution to $y^{\prime \prime}+6 y^{\prime}+25 y=0$.
Solution: The auxiliary equation is

$$
r^{2}+6 r+25=0
$$

with roots $r=-3 \pm 4 i$. Consequently, two linearly independent real-valued solutions to the differential equation are

$$
y_{1}(x)=e^{-3 x} \cos 4 x \quad \text { and } \quad y_{2}(x)=e^{-3 x} \sin 4 x
$$

and the general solution to the differential equation is

$$
y(x)=e^{-3 x}\left(c_{1} \cos 4 x+c_{2} \sin 4 x\right)
$$

We see that, due to the presence of the trigonometric functions, the solutions are oscillatory. The negative exponential term implies that the amplitude of the oscillations decays as $x$ increases. Some representative solution curves are given in Figure 8.2.2.


Figure 8.2.2: Representative solution curves for the differential equation in Example 8.2.9.

Example 8.2.10 Solve the initial-value problem

$$
y^{\prime \prime}+4 y^{\prime}+4 y=0, \quad y(0)=1, \quad y^{\prime}(0)=4 .
$$

Solution: The auxiliary polynomial is

$$
P(r)=r^{2}+4 r+4=(r+2)^{2} .
$$

Thus, $r=-2$ is a repeated root of the auxiliary equation, and therefore two linearly independent solutions to the given differential equation are

$$
y_{1}(x)=e^{-2 x}, \quad y_{2}(x)=x e^{-2 x} .
$$

Consequently, the general solution is

$$
y(x)=e^{-2 x}\left(c_{1}+c_{2} x\right) .
$$

Due to the presence of the negative exponential term, it follows that all solutions approach zero as $x \rightarrow \infty$. The initial condition $y(0)=1$ implies that $c_{1}=1$. Thus,

$$
y(x)=e^{-2 x}\left(1+c_{2} x\right) .
$$

Differentiating this expression yields

$$
y^{\prime}(x)=-2 e^{-2 x}\left(1+c_{2} x\right)+c_{2} e^{-2 x}
$$

so that the second initial condition requires $c_{2}=6$. Hence, the unique solution to the given initial-value problem is

$$
y(x)=e^{-2 x}(1+6 x) .
$$

Some solution curves are sketched in Figure 8.2.3. Which one corresponds to the given initial conditions?


Figure 8.2.3: Representative solution curves for the differential equation in Example 8.2.10.

Example 8.2.11 Determine the general solution to $y^{\prime \prime \prime}+3 y^{\prime \prime}+3 y^{\prime}-7 y=0$.
Solution: The auxiliary polynomial is $P(r)=r^{3}+3 r^{2}+3 r-7$, which can be factored as

$$
P(r)=(r-1)\left(r^{2}+4 r+7\right) .
$$

The roots of the auxiliary equation are therefore

$$
r=1 \quad \text { and } \quad r=-2 \pm i \sqrt{3} .
$$

Hence, three linearly independent solutions to the given differential equation are

$$
y_{1}(x)=e^{x}, \quad y_{2}(x)=e^{-2 x} \cos \sqrt{3} x, \quad y_{3}(x)=e^{-2 x} \sin \sqrt{3} x,
$$

so that the general solution is

$$
y(x)=c_{1} e^{x}+c_{2} e^{-2 x} \cos \sqrt{3} x+c_{3} e^{-2 x} \sin \sqrt{3} x .
$$

Example 8.2.12 Determine the general solution to

$$
\begin{equation*}
(D-3)\left(D^{2}+2 D+2\right)^{2} y=0 . \tag{8.2.8}
\end{equation*}
$$

Solution: The auxiliary polynomial is

$$
P(r)=(r-3)\left(r^{2}+2 r+2\right)^{2},
$$

so that the roots of the auxiliary equation are $r=3$, and $r=-1 \pm i$ (multiplicity 2). The corresponding linearly independent solutions to Equation (8.2.8) are

$$
\begin{aligned}
& y_{1}(x)=e^{3 x}, \quad y_{2}(x)=e^{-x} \cos x, y_{3}(x)=x e^{-x} \cos x, \\
& y_{4}(x)=e^{-x} \sin x, y_{5}(x)=x e^{-x} \sin x,
\end{aligned}
$$

and hence, the general solution to (8.2.8) is

$$
y(x)=c_{1} e^{3 x}+e^{-x}\left(c_{2} \cos x+c_{3} x \cos x+c_{4} \sin x+c_{5} x \sin x\right) .
$$

Example 8.2.13 Determine the general solution to

$$
\begin{equation*}
D^{3}(D-2)^{2}\left(D^{2}+1\right)^{2} y=0 . \tag{8.2.9}
\end{equation*}
$$

Solution: The auxiliary polynomial is $P(r)=r^{3}(r-2)^{2}\left(r^{2}+1\right)^{2}$, with zeros $r=0$ (multiplicity 3 ), $r=2$ (multiplicity 2 ), and $r= \pm i$ (multiplicity 2 ). We therefore obtain the following linearly independent solutions to the given differential equation:

$$
\begin{gathered}
y_{1}(x)=1, \quad y_{2}(x)=x, \quad y_{3}(x)=x^{2}, \quad y_{4}(x)=e^{2 x}, \quad y_{5}(x)=x e^{2 x}, \\
y_{6}(x)=\cos x, \quad y_{7}(x)=x \cos x, \quad y_{8}(x)=\sin x, \quad y_{9}(x)=x \sin x .
\end{gathered}
$$

Hence, the general solution to (8.2.9) is

$$
y(x)=c_{1}+c_{2} x+c_{3} x^{2}+c_{4} e^{2 x}+c_{5} x e^{2 x}+\left(c_{6}+c_{7} x\right) \cos x+\left(c_{8}+c_{9} x\right) \sin x .
$$

## Exercises for 8.2

## Key Terms

Polynomial differential operator, Auxiliary polynomial, Auxiliary equation.

## Skills

- Be able to express an $n$ th-order constant coefficient homogeneous linear differential equation in polynomial differential operator form.
- Be able to find the auxiliary polynomial and equation associated with an $n$ th-order constant coefficient homogeneous linear differential equation.
- Be able to use the distinct roots (and their multiplicities) of the auxiliary equation to find $n$ linearly independent solutions to an $n$ th-order constant coefficient homogeneous linear differential equation.
- Be able to find the general solution to an $n$ th-order constant coefficient homogeneous linear differential equation.


## True-False Review

For Questions (a)-(h), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) An $n$ th-order constant coefficient homogeneous linear differential equation has $n$ linearly independent solutions if and only if the corresponding auxiliary polynomial as $n$ distinct roots.
(b) Any two differential operators $L_{1}(D)$ and $L_{2}(D)$ commute; that is, $L_{1}(D) L_{2}(D)=L_{2}(D) L_{1}(D)$.
(c) The roots of the auxiliary polynomial of an $n$ th-order constant coefficient homogeneous linear differential equation have multiplicities that sum to $n$.
(d) If 0 is a root of multiplicity four of the auxiliary polynomial of an $n$ th-order constant coefficient homogeneous linear differential equation, then any polynomial of degree three or less is a solution to the differential equation.
(e) The general solution to the differential equation

$$
D\left(D^{2}-4\right)^{2} y=0
$$

is $y(x)=c_{1}+c_{2} x+c_{3} e^{2 x}+c_{4} e^{-2 x}+c_{5} x e^{2 x}+$ $c_{6} x e^{-2 x}$.
(f) The general solution to the differential equation

$$
(D+3)^{2}\left(D^{2}+25\right) y=0
$$

is $y(x)=c_{1} e^{-3 x}+c_{2} x e^{-3 x}+c_{3} \cos 5 x+c_{4} \sin 5 x$.
(g) The general solution to the differential equation

$$
\left(D^{2}-4 D+5\right)^{2} y=0
$$

is $y(x)=c_{1} e^{2 x} \cos x+c_{2} e^{2 x} \sin x+c_{3} x e^{2 x} \cos x+$ $c_{4} x e^{2 x} \sin x$.
(h) If $y(x)$ is the general solution to the differential equation $P(D) y=0$, then $x y(x)$ is the general solution to the differential equation $(P(D))^{2} y=0$.

## Problems

For Problems 1-3, determine a basis for the solution space of the given differential equation.

1. $y^{\prime \prime}+2 y^{\prime}-3 y=0$.
2. $y^{\prime \prime}+6 y^{\prime}+9 y=0$.
3. $y^{\prime \prime}-6 y^{\prime}+25 y=0$.
4. Let $S$ denote the subspace of the solution space to the differential equation $y^{\prime \prime}+9 y=0$, with basis $\{2 \sin 3 x-7 \cos 3 x\}$. Write the general vector in $S$ and extend the basis for $S$ to a basis for the full solution space of the differential equation.

For problems 5-7 you will need to use the function inner product $<f, g>=\int_{a}^{b} f(x) g(x) d x$ in $C^{2}[a, b]$.
5. Determine a basis for the solution space to $y^{\prime \prime}+y^{\prime}-$ $2 y=0$ that is orthogonal on the interval $[0,1]$.
6. Determine a basis for the solution space to $y^{\prime \prime}+4 y=0$ that is orthogonal on the interval $[0, \pi / 4]$.
7. Determine a basis for the solution space to $y^{\prime \prime}+y=0$ that is orthonormal on the interval $[-\pi, \pi]$.

For Problems 8-34, determine the general solution to the given differential equation.
8. $y^{\prime \prime}-y^{\prime}-2 y=0$.
9. $y^{\prime \prime}-6 y^{\prime}+9 y=0$.
10. $\left(D^{2}+6 D+25\right) y=0$.
11. $(D+1)(D-5) y=0$.
12. $(D+2)^{2} y=0$.
13. $y^{\prime \prime}-6 y^{\prime}+34 y=0$.
14. $y^{\prime \prime}+10 y^{\prime}+25 y=0$.
15. $\left(D^{2}-2\right) y=0$.
16. $y^{\prime \prime}+8 y^{\prime}+20 y=0$.
17. $y^{\prime \prime}+2 y^{\prime}+2 y=0$.
18. $(D-4)(D+2) y=0$.
19. $y^{\prime \prime}-14 y^{\prime}+58 y=0$.
20. $y^{\prime \prime \prime}-y^{\prime \prime}+y^{\prime}-y=0$.
21. $y^{\prime \prime \prime}-2 y^{\prime \prime}-4 y^{\prime}+8 y=0$.
22. $(D-2)\left(D^{2}-16\right) y=0$.
23. $\left(D^{2}+2 D+10\right)^{2} y=0$.
24. $\left(D^{2}+4\right)^{2}(D+1) y=0$.
25. $\left(D^{2}+3\right)(D+1)^{2} y=0$.
26. $D^{2}(D-1) y=0$.
27. $y^{(i v)}-8 y^{\prime \prime}+16 y=0$.
28. $y^{(i v)}-16 y=0$.
29. $y^{\prime \prime \prime}+8 y^{\prime \prime}+22 y^{\prime}+20 y=0$.
30. $y^{(i v)}-16 y^{\prime \prime}+40 y^{\prime}-25 y=0$.
31. $(D-1)^{3}\left(D^{2}+9\right) y=0$.
32. $\left(D^{2}-2 D+2\right)^{2}\left(D^{2}-1\right) y=0$.
33. $(D+3)(D-1)(D+5)^{3} y=0$.
34. $\left(D^{2}+9\right)^{3} y=0$.

For Problems 35-38, solve the given initial-value problem.
35. $y^{\prime \prime}-8 y^{\prime}+16 y=0, \quad y(0)=2, \quad y^{\prime}(0)=7$.
36. $y^{\prime \prime}-4 y^{\prime}+5 y=0, \quad y(0)=3, \quad y^{\prime}(0)=5$.
37. $y^{\prime \prime \prime}-y^{\prime \prime}+y^{\prime}-y=0$,
$y(0)=0, \quad y^{\prime}(0)=1, \quad y^{\prime \prime}(0)=2$.
38. $y^{\prime \prime \prime}+2 y^{\prime \prime}-4 y^{\prime}-8 y=0$,
$y(0)=0, \quad y^{\prime}(0)=6, \quad y^{\prime \prime}(0)=8$.
39. Solve the initial-value problem

$$
y^{\prime \prime}-2 m y^{\prime}+\left(m^{2}+k^{2}\right) y=0, y(0)=0, y^{\prime}(0)=k,
$$

where $m$ and $k$ are positive constants.
40. Determine the general solution to

$$
y^{\prime \prime}-2 m y^{\prime}+\left(m^{2}-k^{2}\right) y=0,
$$

where $m$ and $k$ are positive constants. Show that the solution can be written in the form:

$$
y(x)=e^{m x}\left(c_{1} \cosh k x+c_{2} \sinh k x\right)
$$

41. An object of mass $m$ is attached to one end of a spring, and the other end of the unstretched spring is attached to a fixed wall. (See Figure 8.2.4.)


Figure 8.2.4: The spring-mass system considered in Problem 41.

The object is pulled to the right a distance $y_{0}$ and released from rest. Assuming that there is a damping force that is proportional to the velocity of the object, an application of Hooke's law and Newton's second law of motion yields an initial-value problem that can be written in the form (using appropriate units)

$$
\begin{aligned}
& \frac{d^{2} y}{d t^{2}}+2 c \frac{d y}{d t}+k^{2} y=0 \\
& y(0)=y_{0}, \quad \frac{d y}{d t}(0)=0
\end{aligned}
$$

where $y(t)$ denotes the displacement of the spring from its equilibrium position at time $t$, and $c, k$ are positive constants.
(a) Assuming that $c^{2}<k^{2}$, solve the preceding initial-value problem to obtain

$$
y(t)=\left(\frac{y_{0}}{\omega}\right) e^{-c t}(\omega \cos \omega t+c \sin \omega t)
$$

where $\omega=\sqrt{k^{2}-c^{2}}$.
(b) Show that the solution in (a) can be written in the form

$$
y(t)=\left(\frac{k y_{0}}{\omega}\right) e^{-c t} \sin (\omega t+\phi)
$$

where $\phi=\tan ^{-1}(\omega / c)$, and then sketch the graph of $y$ against $t$. Is the predicted motion reasonable? Explain.
42. Consider the partial differential equation (Laplace's equation)

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 \tag{8.2.10}
\end{equation*}
$$

(a) Show that the substitution

$$
u(x, y)=e^{x / \alpha} f(\xi)
$$

where $\xi=\beta x-\alpha y$, (and $\alpha, \beta$ are positive constants) reduces Equation (8.2.10) to the differential equation

$$
\begin{equation*}
\frac{d^{2} f}{d \xi^{2}}+2 p \frac{d f}{d \xi}+\frac{q}{\alpha^{2}} f=0 \tag{8.2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
p=\frac{\beta}{\alpha\left(\alpha^{2}+\beta^{2}\right)}, \quad q=\frac{1}{\alpha^{2}+\beta^{2}} \tag{8.2.12}
\end{equation*}
$$

[Hint: Use the chain rule, for example:
$\frac{\partial f}{\partial x}=\frac{d f}{d \xi} \cdot \frac{\partial \xi}{\partial x}$.]
(b) Solve Equation (8.2.11), and hence, find the corresponding solution to (8.2.10). [Hint: In solving Equation (8.2.11), you will need to use (8.2.12) in order to obtain a simple form of solution.]
43. Consider the differential equation

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=0 \tag{8.2.13}
\end{equation*}
$$

where $a_{1}, a_{2}$ are constants.
(a) If the auxiliary equation has real roots $r_{1}$ and $r_{2}$, what conditions on these roots would guarantee that every solution to Equation (8.2.13) satisfies

$$
\lim _{x \rightarrow+\infty} y(x)=0 ?
$$

(b) If the auxiliary equation has complex conjugate roots $r=a \pm i b$, what conditions on these roots would guarantee that every solution to Equation (8.2.13) satisfies

$$
\lim _{x \rightarrow+\infty} y(x)=0 ?
$$

(c) If $a_{1}, a_{2}$ are positive, prove that $\lim _{x \rightarrow+\infty} y(x)=0$, for every solution to Equation (8.2.13).
(d) If $a_{1}>0$ and $a_{2}=0$, prove that all solutions to Equation (8.2.13) approach a constant value as $x \rightarrow+\infty$.
(e) If $a_{1}=0$ and $a_{2}>0$, prove that all solutions to Equation (8.2.13) remain bounded as $x \rightarrow+\infty$.
44. Consider $P(D) y=0$. What conditions on the roots of the auxiliary equation would guarantee that every solution to the differential equation satisfies

$$
\lim _{x \rightarrow+\infty} y(x)=0 \text { ? }
$$

45. Prove Theorem 8.2.2.
46. For all constants $a$ and $b$, prove that the set of functions $\left\{e^{a x} \cos b x, e^{a x} \sin b x, x e^{a x} \cos b x, x e^{a x} \sin b x\right\}$ is linearly independent on $(-\infty, \infty)$.
47. Generalizing the previous exercise, prove that the set of functions

$$
\begin{aligned}
& \left\{e^{a x} \cos b x, x e^{a x} \cos b x, x^{2} e^{a x} \cos b x, \ldots,\right. \\
& x^{m} e^{a x} \cos b x, e^{a x} \sin b x, x e^{a x} \sin b x \\
& \left.x^{2} e^{a x} \sin b x, \ldots, x^{m} e^{a x} \sin b x\right\}
\end{aligned}
$$

is linearly independent on $(-\infty, \infty)$. [Hint: Show that the condition for determining linear dependence or linear independence can be written as

$$
P(x) \cos b x+Q(x) \sin b x=0,
$$

where $P(x)=c_{0}+c_{1} x+\cdots+c_{m} x^{m}$ and $Q(x)=$ $d_{0}+d_{1} x+\cdots+d_{m} x^{m}$. Then show that this implies $P(n \pi / b)=0$ and $Q((2 n+1) \pi / b)=0$ for all integers $n$, which means that $P$ and $Q$ must both be the zero polynomial.]

For Problems 48-52, use some form of technology to factor the auxiliary polynomial of the given differential equation. Write the general solution to the differential equation.
48. $\diamond y^{\prime \prime \prime}-7 y^{\prime \prime}-193 y^{\prime}-665 y=0$.
49. $\diamond y^{(i v)}+4 y^{\prime \prime \prime}-3 y^{\prime \prime}-64 y^{\prime}-208 y=0$.
50. $\diamond y^{(i v)}+8 y^{\prime \prime \prime}+28 y^{\prime \prime}+47 y^{\prime}+36 y=0$.
51. $\diamond y^{(v)}+4 y^{(i v)}+50 y^{\prime \prime \prime}+200 y^{\prime \prime}+625 y^{\prime}+$ $2500 y=0$.
52. $\diamond y^{(v i i)}+3 y^{(v i)}+3 y^{(v)}+9 y^{(i v)}+3 y^{\prime \prime \prime}+9 y^{\prime \prime}+$ $y^{\prime}+3 y=0$.

For Problems 53-54, use some form of technology to solve the given initial-value problem. Also sketch the solution curve.
53. $\diamond$ Problem 37 .
54. $\diamond$ Problem 38 .

### 8.3 The Method of Undetermined Coefficients: Annihilators

According to Theorem 8.1.8, the general solution to the nonhomogeneous differential equation

$$
\begin{equation*}
P(D) y=F(x) \tag{8.3.1}
\end{equation*}
$$

is of the form

$$
y(x)=y_{c}(x)+y_{p}(x),
$$

where $y_{c}$ is the general solution to the associated homogeneous differential equation and $y_{p}$ is one particular solution to (8.3.1). We have seen in the previous section how $y_{c}$ can be obtained. We now turn our attention to determining a particular solution $y_{p}$. In this section we develop a method that can be applied whenever $F(x)$ has certain special forms. This technique can be introduced quite simply as follows. Consider the differential equation (8.3.1), and suppose that there is a polynomial differential operator $A(D)$ such that

$$
A(D) F=0
$$

Then, operating on (8.3.1) with $A(D)$ yields the homogeneous differential equation

$$
\begin{equation*}
A(D) P(D) y=0 \tag{8.3.2}
\end{equation*}
$$

This is a constant coefficient homogeneous linear differential equation and therefore can be solved using the technique of the previous section. The key point is the following. Any solution to (8.3.1) must also solve (8.3.2). Consequently, by choosing the arbitrary constants in the general solution to (8.3.2) appropriately, we must be able to obtain a particular solution to (8.3.1). We note that the general solution to (8.3.2) will contain the complementary function for (8.3.1), since $P(D)$ is part of the composed differential operator $A(D) P(D)$ in (8.3.2). Hence, we must be able to obtain a particular solution to (8.3.1) from that part of the general solution to (8.3.2) that does not include the complementary function.

Example 8.3.1 Determine the general solution to

$$
\begin{equation*}
(D+3)(D-3) y=10 e^{2 x} \tag{8.3.3}
\end{equation*}
$$

Solution: We first obtain the complementary function. The auxiliary polynomial is

$$
P(r)=(r+3)(r-3)
$$

so that

$$
y_{c}(x)=c_{1} e^{-3 x}+c_{2} e^{3 x}
$$

The nonhomogeneous term in (8.3.3) is $F(x)=10 e^{2 x}$, and so we need a polynomial differential operator $A(D)$ such that $A(D) F=0$. It is easily verified that $(D-2)\left(e^{2 x}\right)=0$, so that we can choose

$$
A(D)=D-2
$$

Operating on (8.3.3) with $A(D)$ yields the homogeneous differential equation

$$
(D-2)(D+3)(D-3) y=0
$$

which has general solution

$$
y(x)=c_{1} e^{-3 x}+c_{2} e^{3 x}+A_{0} e^{2 x}
$$

This solution must contain a particular solution to (8.3.3) for appropriate values of the constants $c_{1}, c_{2}$, and $A_{0}$. However, the first two terms coincide with the complementary function to (8.3.3) and therefore satisfy

$$
(D+3)(D-3)\left(c_{1} e^{-3 x}+c_{2} e^{3 x}\right)=0
$$

Consequently, (8.3.3) must have a solution of the form

$$
\begin{equation*}
y_{p}(x)=A_{0} e^{2 x} \tag{8.3.4}
\end{equation*}
$$

We call $y_{p}(x)$ a trial solution for the differential equation (8.3.3). It contains one undetermined coefficient, $A_{0}$. In order to determine the appropriate value for $A_{0}$, we substitute the trial solution into (8.3.3). We have

$$
(D+3)(D-3)\left(A_{0} e^{2 x}\right)=10 e^{2 x}
$$

That is,

$$
\left(D^{2}-9\right)\left(A_{0} e^{2 x}\right)=10 e^{2 x}
$$

or equivalently,

$$
A_{0}\left(4 e^{2 x}-9 e^{2 x}\right)=10 e^{2 x}
$$

We must therefore choose $A_{0}$ to satisfy

$$
-5 A_{0} e^{2 x}=10 e^{2 x}
$$

so that $A_{0}=-2$. Substituting this value for $A_{0}$ into (8.3.4) yields the following particular solution to (8.3.3):

$$
y_{p}(x)=-2 e^{2 x}
$$

Consequently, the general solution to (8.3.3) is

$$
y(x)=y_{c}(x)+y_{p}(x)=c_{1} e^{-3 x}+c_{2} e^{3 x}-2 e^{2 x}
$$

This technique for obtaining a particular solution is called the method of undetermined coefficients. It is applicable only to linear differential equations that satisfy the following two conditions:

1. The differential equation has constant coefficients and therefore is of the form

$$
\begin{equation*}
P(D) y=F(x) \tag{8.3.5}
\end{equation*}
$$

2. There exists a polynomial differential operator $A(D)$ such that

$$
\begin{equation*}
A(D) F(x)=0 \tag{8.3.6}
\end{equation*}
$$

Any polynomial differential operator $A(D)$ that satisfies (8.3.6) is said to annihilate $F(x)$. The polynomial differential operator of lowest order that satisfies Equation (8.3.6) is called the annihilator of $F$.

Example 8.3.2 Show that $A(D)=D^{2}+4$ annihilates $F(x)=5 \cos 2 x$.
Solution: We have

$$
\begin{aligned}
A(D)(5 \cos 2 x) & =\left(D^{2}+4\right)(5 \cos 2 x)=D^{2}(5 \cos 2 x)+20 \cos 2 x \\
& =-20 \cos 2 x+20 \cos 2 x=0
\end{aligned}
$$

More generally, a polynomial differential operator $A(D)$ annihilates $F(x)$ if and only if $y=F(x)$ is a solution to

$$
A(D) y=0
$$

Thus, the only types of functions that can be annihilated by a polynomial differential operator are those that arise as solutions to a homogeneous constant coefficient linear differential equation. From our results of the previous section it follows that $F(x)$ must be one of the following forms:

1. $F(x)=c x^{k} e^{a x}$,
2. $F(x)=c x^{k} e^{a x} \sin b x$,
3. $F(x)=c x^{k} e^{a x} \cos b x$,
4. sums of (1)-(3),
where $a, b, c$ are real numbers and $k$ is a nonnegative integer. We next derive appropriate annihilators to cover any case that might arise. Consider first $F(x)=x^{k} e^{a x}$, where $a$ is a real number. Since the differential equation

$$
(D-a)^{k+1} y=0
$$

where $a$ is a real number and $k$ is a nonnegative integer, has the real-valued solutions

$$
e^{a x}, x e^{a x}, \ldots, x^{k} e^{a x}
$$

it follows that

1. $A(D)=(D-a)^{k+1}$ annihilates each of the functions

$$
e^{a x}, x e^{a x}, \ldots, x^{k} e^{a x}
$$

and therefore, it also annihilates

$$
F(x)=\left(a_{0}+a_{1} x+\cdots+a_{k} x^{k}\right) e^{a x}
$$

for all values of the constants $a_{0}, a_{1}, \ldots, a_{k}$.

Remark Note the special case of (1) that arises when $a=0$, namely

$$
A(D)=D^{k+1} \text { annihilates } F(x)=a_{0}+a_{1} x+\cdots+a_{k} x^{k}
$$

Now consider the functions $e^{a x} \cos b x$ and $e^{a x} \sin b x$, where $a$ and $b$ are real numbers. These functions arise as linearly independent (real-valued) solutions to the differential equation

$$
(D-\alpha)(D-\bar{\alpha}) y=0,
$$

where $\alpha=a+i b$. Expanding the polynomial differential operator, we have

$$
\left(D^{2}-2 a D+a^{2}+b^{2}\right) y=0 .
$$

Consequently,
2. $A(D)=D^{2}-2 a D+a^{2}+b^{2}$ annihilates both of the functions

$$
e^{a x} \cos b x \text { and } e^{a x} \sin b x,
$$

and therefore, it also annihilates

$$
F(x)=e^{a x}\left(a_{0} \cos b x+b_{0} \sin b x\right),
$$

for all values of the constants $a_{0}, b_{0}$. In particular,

$$
A(D)=D^{2}+b^{2}
$$

annihilates the functions $\cos b x$ and $\sin b x$.
Further, the functions

$$
\begin{gathered}
e^{a x} \cos b x, x e^{a x} \cos b x, x^{2} e^{a x} \cos b x, \ldots, x^{k} e^{a x} \cos b x, \\
e^{a x} \sin b x, x e^{a x} \sin b x, x^{2} e^{a x} \sin b x, \ldots, x^{k} e^{a x} \sin b x
\end{gathered}
$$

arise as linearly independent (real-valued) solutions to the differential equation

$$
\left(D^{2}-2 a D+a^{2}+b^{2}\right)^{k+1} y=0
$$

Equivalently, we can state that
3. $A(D)=\left(D^{2}-2 a D+a^{2}+b^{2}\right)^{k+1}$ annihilates each of the functions

$$
e^{a x} \cos b x, x e^{a x} \cos b x, x^{2} e^{a x} \cos b x, \ldots, x^{k} e^{a x} \cos b x
$$

$$
e^{a x} \sin b x, x e^{a x} \sin b x, x^{2} e^{a x} \sin b x, \ldots, x^{k} e^{a x} \sin b x,
$$

and hence, for all values of the constants $a_{0}, a_{1}, \ldots, a_{k}, b_{0}, b_{1}, \ldots, b_{k}$, it annihilates
$F(x)=\left(a_{0}+a_{1} x+\cdots+a_{k} x^{k}\right) e^{a x} \cos b x+\left(b_{0}+b_{1} x+\cdots+b_{k} x^{k}\right) e^{a x} \sin b x$.
Finally, if $A_{1}(D) F_{1}=0$ and $A_{2}(D) F_{2}=0$, then

$$
\begin{aligned}
A_{1}(D) A_{2}(D)\left(F_{1}+F_{2}\right) & =A_{1}(D) A_{2}(D) F_{1}+A_{1}(D) A_{2}(D) F_{2} \\
& =A_{2}(D) A_{1}(D) F_{1}+A_{1}(D)(0) \\
& =A_{2}(D)(0)=0 .
\end{aligned}
$$

We can therefore state:
4. If $F(x)$ is a sum of functions of the forms given in (1)-(3), then $F(x) F(x)$ is annihilated by the corresponding product of the annihilators in (1)-(3).

The following examples give further illustrations of the annihilator technique.
Example 8.3.3 Determine the general solution to

$$
\begin{equation*}
(D-4)(D+1) y=15 e^{4 x} . \tag{8.3.7}
\end{equation*}
$$

Solution: The auxiliary polynomial for the given differential equation is $P(r)=$ $(r-4)(r+1)$, so that the complementary function is

$$
y_{c}(x)=c_{1} e^{-x}+c_{2} e^{4 x} .
$$

In this case, $F(x)=15 e^{4 x}$, which has annihilator $A(D)=D-4$. Operating on the given differential equation with $A(D)$ yields the homogeneous differential equation

$$
(D-4)^{2}(D+1) y=0
$$

with general solution

$$
y(x)=c_{1} e^{-x}+c_{2} e^{4 x}+A_{0} x e^{4 x} .
$$

Since the first two terms coincide with the complementary function, an appropriate trial solution for (8.3.7) is

$$
y_{p}(x)=A_{0} x e^{4 x} .
$$

To determine $A_{0}$ we substitute this trial solution into (8.3.7). Differentiating $y_{p}$ twice yields

$$
y_{p}^{\prime}(x)=A_{0} e^{4 x}(4 x+1), \quad y_{p}^{\prime \prime}=A_{0} e^{4 x}(16 x+8) .
$$

Thus, substituting $y_{p}$ into (8.3.7) it follows that $A_{0}$ must satisfy

$$
A_{0} e^{4 x}[(16 x+8)-3(4 x+1)-4 x]=15 e^{4 x} .
$$

Simplifying,

$$
5 A_{0}=15
$$

so that

$$
A_{0}=3 .
$$

Consequently, a particular solution to (8.3.7) is

$$
y_{p}(x)=3 x e^{4 x}
$$

Hence, the general solution to (8.3.7) is

$$
y(x)=c_{1} e^{-x}+c_{2} e^{4 x}+3 x e^{4 x} .
$$

Example 8.3.4 Solve the initial-value problem

$$
\begin{equation*}
y^{\prime \prime}-y^{\prime}-2 y=10 \sin x, \quad y(0)=0, \quad y^{\prime}(0)=1 . \tag{8.3.8}
\end{equation*}
$$

Solution: The auxiliary polynomial is

$$
P(r)=r^{2}-r-2=(r-2)(r+1)
$$

so that the complementary function is

$$
y_{c}(x)=c_{1} e^{2 x}+c_{2} e^{-x}
$$

The annihilator for $F(x)=10 \sin x$ is $A(D)=D^{2}+1$. Writing the differential equation in (8.3.8) in operator form $(D-2)(D+1) y=10 \sin x$ and operating on this equation with $A(D)$ therefore yields

$$
\left(D^{2}+1\right)\left(D^{2}-D-2\right) y=0,
$$

which has general solution

$$
y(x)=c_{1} e^{2 x}+c_{2} e^{-x}+A_{0} \sin x+A_{1} \cos x
$$

The first two terms coincide with the complementary function, so that an appropriate trial solution is

$$
y_{p}(x)=A_{0} \sin x+A_{1} \cos x .
$$

Substituting this trial solution into Equation (8.3.8) yields

$$
\left(-A_{0} \sin x-A_{1} \cos x\right)-\left(A_{0} \cos x-A_{1} \sin x\right)-2\left(A_{0} \sin x+A_{1} \cos x\right)=10 \sin x .
$$

That is,

$$
\left(-3 A_{0}+A_{1}\right) \sin x-\left(A_{0}+3 A_{1}\right) \cos x=10 \sin x .
$$

This equation is satisfied for all $x$ if and only if

$$
-3 A_{0}+A_{1}=10 \quad \text { and } \quad A_{0}+3 A_{1}=0
$$

The unique solution to this system of equations is

$$
A_{0}=-3 \quad \text { and } \quad A_{1}=1,
$$

so that a particular solution to the differential equation in Equation (8.3.8) is

$$
y_{p}(x)=-3 \sin x+\cos x
$$

Consequently the general solution is

$$
\begin{equation*}
y(x)=c_{1} e^{2 x}+c_{2} e^{-x}-3 \sin x+\cos x \tag{8.3.9}
\end{equation*}
$$

We now impose the initial conditions given in Equation (8.3.8). From Equation (8.3.9), $y(0)=0$ if and only if

$$
\begin{equation*}
c_{1}+c_{2}=-1 \tag{8.3.10}
\end{equation*}
$$

whereas $y^{\prime}(0)=1$ if and only if

$$
\begin{equation*}
2 c_{1}-c_{2}=4 \tag{8.3.11}
\end{equation*}
$$

Solving Equations (8.3.10) and (8.3.11) yields

$$
c_{1}=1 \quad \text { and } \quad c_{2}=-2
$$

so that, from Equation (8.3.9), the unique solution to the given initial-value problem is

$$
y(x)=e^{2 x}-2 e^{-x}-3 \sin x+\cos x
$$

Example 8.3.5 Determine the general solution to

$$
\begin{equation*}
\left(D^{2}+1\right) y=3 \cos x+4 \sin x \tag{8.3.12}
\end{equation*}
$$

Solution: The complementary function is

$$
y_{c}(x)=c_{1} \cos x+c_{2} \sin x
$$

Furthermore, the annihilator for $F(x)=3 \cos x+4 \sin x$ is $A(D)=D^{2}+1$. Operating on the differential equation (8.3.12) with $A(D)$ yields

$$
\left(D^{2}+1\right)^{2} y=0
$$

which has general solution

$$
y(x)=c_{1} \cos x+c_{2} \sin x+x\left(A_{0} \cos x+B_{0} \sin x\right)
$$

Hence, a trial solution for (8.3.12) is

$$
y_{p}(x)=x\left(A_{0} \cos x+B_{0} \sin x\right)
$$

Consequently,

$$
y_{p}^{\prime}(x)=x\left(-A_{0} \sin x+B_{0} \cos x\right)+A_{0} \cos x+B_{0} \sin x
$$

and

$$
y_{p}^{\prime \prime}(x)=-x\left(A_{0} \cos x+B_{0} \sin x\right)+2\left(-A_{0} \sin x+B_{0} \cos x\right)
$$

Substituting these results into Equation (8.3.12) and simplifying yields

$$
2\left(-A_{0} \sin x+B_{0} \cos x\right)=3 \cos x+4 \sin x
$$

so that $A_{0}=-2$, and $B_{0}=3 / 2$. Therefore, a particular solution to Equation (8.3.12) is

$$
y_{p}(x)=x\left(-2 \cos x+\frac{3}{2} \sin x\right)=\frac{1}{2} x(3 \sin x-4 \cos x),
$$

and the general solution is

$$
y(x)=c_{1} \cos x+c_{2} \sin x+\frac{1}{2} x(3 \sin x-4 \cos x) .
$$

Example 8.3.6 Determine the general solution to

$$
\begin{equation*}
\left(D^{2}-4 D+5\right) y=8 x e^{2 x} \cos x \tag{8.3.13}
\end{equation*}
$$

Solution: The auxiliary equation is $r^{2}-4 r+5=0$, with roots $r=2 \pm i$. Therefore,

$$
y_{c}(x)=e^{2 x}\left(c_{1} \cos x+c_{2} \sin x\right) .
$$

An annihilator for $F(x)=8 x e^{2 x} \cos x$ is $A(D)=\left(D^{2}-4 D+5\right)^{2}$. Operating on Equation (8.3.13) with $A(D)$ yields

$$
\left(D^{2}-4 D+5\right)^{3} y=0
$$

which has general solution
$y(x)=e^{2 x}\left(c_{1} \cos x+c_{2} \sin x\right)+x e^{2 x}\left(A_{0} \cos x+B_{0} \sin x\right)+x^{2} e^{2 x}\left(A_{1} \cos x+B_{1} \sin x\right)$.
Neglecting the contribution from the complementary function, we obtain the trial solution

$$
y_{p}(x)=x e^{2 x}\left(A_{0} \cos x+B_{0} \sin x\right)+x^{2} e^{2 x}\left(A_{1} \cos x+B_{1} \sin x\right) .
$$

Substituting into Equation (8.3.13) and simplifying yields

$$
\left(-2 A_{0}+2 B_{1}-4 x A_{1}\right) \sin x+\left(2 B_{0}+2 A_{1}+4 x B_{1}\right) \cos x=8 x \cos x,
$$

so that $A_{0}, A_{1}, B_{0}, B_{1}$ must satisfy

$$
\begin{aligned}
-2 A_{0}+2 B_{1} & =0, \\
2 A_{1}+2 B_{0} & =0, \\
-4 A_{1} & =0, \\
4 B_{1} & =8 .
\end{aligned}
$$

We see that $A_{1}=0=B_{0}$ and $A_{0}=2=B_{1}$, so that a particular solution to (8.3.13) is

$$
y_{p}(x)=2 x e^{2 x}(x \sin x+\cos x),
$$

and the general solution is

$$
y(x)=e^{2 x}\left[c_{1} \cos x+c_{2} \sin x+2 x(x \sin x+\cos x)\right] .
$$

Example 8.3.7 Use the annihilator technique to determine a trial solution for

$$
(D+1)\left(D^{2}+9\right) y=4 x e^{-x}+5 e^{2 x} \cos 3 x
$$

Solution: The complementary function is

$$
y_{c}(x)=c_{1} e^{-x}+c_{2} \cos 3 x+c_{3} \sin 3 x .
$$

An annihilator for $F_{1}(x)=4 x e^{-x}$ is

$$
A_{1}(D)=(D+1)^{2},
$$

whereas an annihilator for $F_{2}(x)=5 e^{2 x} \cos 3 x$ is

$$
A_{2}(D)=D^{2}-4 D+13 .
$$

Hence, operating on the given differential equation with $A(D)=\left(D^{2}-4 D+13\right)(D+1)^{2}$ yields the homogeneous differential equation

$$
\left(D^{2}-4 D+13\right)(D+1)^{3}\left(D^{2}+9\right) y=0,
$$

which has general solution
$y(x)=c_{1} e^{-x}+c_{2} \cos 3 x+c_{3} \sin 3 x+A_{0} x e^{-x}+A_{1} x^{2} e^{-x}+e^{2 x}\left(B_{0} \cos 3 x+B_{1} \sin 3 x\right)$.
Consequently, a trial solution for the given differential equation is

$$
y_{p}(x)=A_{0} x e^{-x}+A_{1} x^{2} e^{-x}+e^{2 x}\left(B_{0} \cos 3 x+B_{1} \sin 3 x\right) .
$$

In the preceding examples, we have used annihilators to determine appropriate trial solutions on a case-by-case basis for the given nonhomogeneous linear constant coefficient differential equation with $F(x)$ of one of the forms (1)-(4). As we now show, it is actually possible to derive generally the appropriate trial solutions without the need to make reference to annihilators. For example, consider

$$
\begin{equation*}
P(D) y=c x^{k} e^{a x}, \tag{8.3.14}
\end{equation*}
$$

and let $y_{c}$ denote the complementary function. The appropriate annihilator for Equation (8.3.14) is $A(D)=(D-a)^{k+1}$, and so a trial solution for Equation (8.3.14) can be determined from the general solution to

$$
\begin{equation*}
A(D) P(D) y=0 . \tag{8.3.15}
\end{equation*}
$$

The following two cases arise:
Case 1: $r=a$ is not a root of $P(r)=0$ : Then the general solution to Equation (8.3.15) will be of the form

$$
y(x)=y_{c}(x)+e^{a x}\left(A_{0}+A_{1} x+\cdots+A_{k} x^{k}\right),
$$

so that an appropriate trial solution is

$$
y_{p}(x)=e^{a x}\left(A_{0}+A_{1} x+\cdots+A_{k} x^{k}\right) .
$$

This is the "usual" trial solution.
Case 2: $r=a$ is a root of multiplicity $m$ of $P(r)=0$ : Then the complementary function $y_{c}(x)$ will contain the terms

$$
e^{a x}\left(c_{0}+c_{1} x+\cdots+c_{m-1} x^{m-1}\right)
$$

The operator $A(D) P(D)$ will therefore contain the factor $(D-a)^{m+k+1}$, so that the terms in the general solution to Equation (8.3.15) that do not arise in the complementary function are

$$
y_{p}(x)=e^{a x} x^{m}\left(A_{0}+A_{1} x+\cdots+A_{k} x^{k}\right),
$$

which is the "modified" trial solution.
The derivation of appropriate trial solutions for $P(D) y=F(x)$ in the case when

$$
P(x)=c x^{k} e^{a x} \cos b x \quad \text { and } \quad F(x)=c x^{k} e^{a x} \sin b x
$$

is left as an exercise (Problem 48). We summarize the results in a table.

| $F(x)$ | Usual Trial Solution | Modified Trial Solution |
| :--- | :---: | :---: |
|  |  | If $P(a) \neq 0:$ |
| $c x^{k} e^{a x}$ | $y_{p}(x)=e^{a x}\left(A_{0}+\cdots+A_{k} x^{k}\right)$ | If $a$ is a root of $P(r)=0$ |
| of multiplicity $m: y_{p}(x)=$ |  |  |
|  | $x^{m} e^{a x}\left(A_{0}+\cdots+A_{k} x^{k}\right)$ |  |
|  | If $P(a+i b) \neq 0:$ | If $a+i b$ is a root of $P(r)$ |
| $c x^{k} e^{a x} \cos b x$ | $y_{p}(x)=$ | of multiplicity $m: y_{p}(x)=$ |
| or | $e^{a x}\left[A_{0} \cos b x+B_{0} \sin b x\right.$ | $x^{m} e^{a x}\left[A_{0} \cos b x+B_{0} \sin b x\right.$ |
| $c x^{k} e^{a x} \sin b x$ | $+x\left(A_{1} \cos b x+B_{1} \sin b x\right)$ | $+x\left(A_{1} \cos b x+B_{1} \sin b x\right)$ |
|  | $+\cdots+$ | $+\cdots+$ |
|  | $\left.x^{k}\left(A_{k} \cos b x+B_{k} \sin b x\right)\right]$ | $\left.x^{k}\left(A_{k} \cos b x+B_{k} \sin b x\right)\right]$ |

If $F(x)$ is the sum of functions of the preceding form, then the appropriate trial solution is the corresponding sum.

In the following table, we have specialized the foregoing trial solutions to the cases that arise most often in applications:

| $F(x)$ | Usual Trial Solution | Modified Trial Solution |
| :--- | :---: | :---: |
| $c e^{a x}$ | If $P(a) \neq 0:$ | If $a$ is a root of $P(r)=0$ |
| of multiplicity $m:$ |  |  |
| $y_{p}(x)=A_{0} e^{a x}$ | $y_{p}(x)=A_{0} x^{m} e^{a t}$ |  |
| $c \cos b x$ | If $P(i b) \neq 0:$ | If $i b$ is a root of $P(r)=0$ |
| or | of multiplicity $m: y_{p}(x)=$ |  |
| $c \sin b x$ | $y_{p}(x)=A_{0} \cos b x+B_{0} \sin b x$ | $x^{m}\left(A_{0} \cos b x+B_{0} \sin b x\right)$ |
|  |  | If zero is a root of $P(r)=0$ |
| $c x^{k}$ | $y_{p}(x)=A_{0}+A_{1} x+\cdots+A_{k} x^{k}$ | of multiplicity $m: y_{p}(x)=$ <br> $x^{m}\left(A_{0}+A_{1} x+\cdots+A_{k} x^{k}\right)$ |

## Exercises for 8.3

## Key Terms

Trial solution, Undetermined coefficients, Annihilate, Annihilator.

## Skills

- Be able to determine the annihilator of a given function.
- Be able to use annihilators to derive an appropriate trial solution for the constant coefficient differential equation $P(D) y=F(x)$.
- Be able to determine the general solution to an $n$ th-order constant coefficient nonhomogeneous differential equation $P(D) y=F(x)$ by using an appropriate trial solution.


## True-False Review

For Questions (a)-(h), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $A_{1}(D)$ annihilates $F_{1}(x)$ and $A_{2}(D)$ annihilates $F_{2}(x)$, then $A_{1}(D)+A_{2}(D)$ annihilates $F_{1}(x)+F_{2}(x)$.
(b) The annihilator of $F(x)=a_{0}+a_{1} x+\cdots+a_{k} x^{k}$ is $A(D)=D^{k}$.
(c) The annihilator of $F(x)=x e^{a x}$ is $A(D)=(D-a)^{2}$.
(d) Every function $F(x)$ has a unique annihilator $A(D)$.
(e) If $A_{1}(D) A_{2}(D)$ annihilates $F(x)$, then either $A_{1}(D)$ annihilates $F(x)$ or $A_{2}(D)$ annihilates $F(x)$.
(f) The appropriate trial solution for the 4th-order differential equation $D^{2}\left(D^{2}+4\right) y=3-5 x$ is $y_{p}(x)=$ $A_{0}+A_{1} x+A_{2} x^{2}+A_{3} x^{3}$.
(g) The appropriate trial solution for the 5th-order differential equation $D^{3}\left(D^{2}+1\right) y=x^{4}$ is $y_{p}(x)=$ $A_{0}+A_{1} x+A_{2} x^{2}+A_{3} x^{3}+A_{4} x^{4}$.
(h) The appropriate trial solution for the 5th-order differential equation $D^{3}\left(D^{2}+1\right) y=\cos x$ is $y_{p}(x)=$ $x\left(A_{0} \cos x+B_{0} \sin x\right)$.

## Problems

For Problems 1-16, determine the annihilator of the given function.

1. $F(x)=5 e^{-3 x}$.
2. $F(x)=2 e^{x}-3 x$.
3. $F(x)=\sin x+3 x e^{2 x}$.
4. $F(x)=x^{3} e^{7 x}+5 \sin 4 x$.
5. $F(x)=4 e^{-2 x} \sin x$.
6. $F(x)=e^{x} \sin 2 x+3 \cos 2 x$.
7. $F(x)=(1-3 x) e^{4 x}+2 x^{2}$.
8. $F(x)=e^{5 x}\left(2-x^{2}\right) \cos x$.
9. $F(x)=e^{-3 x}(2 \sin x+7 \cos x)$.
10. $F(x)=e^{4 x}(x-2 \sin 5 x)+3 x-x^{2} e^{-2 x} \cos x$.
11. $F(x)=x^{2} \sin x$.
12. $F(x)=x \cos 3 x$.
13. $F(x)=\cos ^{2} x$. [Hint: Write $\cos ^{2} x=\frac{1+\cos 2 x}{2}$.]
14. $F(x)=\sin ^{4} x$. [Hint: Write $\sin ^{2} x=\frac{1-\cos 2 x}{2}$.]
15. $F(x)=\sin x \cos ^{3} x$.
16. $F(x)=\sin ^{2} x \cos ^{2} x \cos ^{2} 2 x$.

For Problems 17-32, determine the general solution to the given differential equation. Derive your trial solution using the annihilator technique.
17. $(D-1)(D+2) y=5 e^{3 x}$.
18. $(D+5)(D-2) y=14 e^{2 x}$.
19. $\left(D^{2}+16\right) y=4 \cos x$.
20. $(D-1)^{2} y=6 e^{x}$.
21. $(D-2)(D+1) y=4 x(x-2)$.
22. $\left(D^{2}-1\right) y=3 e^{2 x}-8 e^{3 x}$.
23. $(D+1)(D-3) y=4\left(e^{-x}-2 \cos x\right)$.
24. $D(D+3) y=x\left(5+e^{x}\right)$.
25. $y^{\prime \prime}+y=6 e^{x}$.
26. $y^{\prime \prime}+4 y^{\prime}+4 y=5 x e^{-2 x}$.
27. $y^{\prime \prime}+4 y=8 \sin 2 x$.
28. $y^{\prime \prime}-y^{\prime}-2 y=5 e^{2 x}$.
29. $y^{\prime \prime}+2 y^{\prime}+5 y=3 \sin 2 x$.
30. $y^{\prime \prime \prime}+2 y^{\prime \prime}-5 y^{\prime}-6 y=4 x^{2}$.
31. $y^{\prime \prime \prime}-y^{\prime \prime}+y^{\prime}-y=9 e^{-x}$.
32. $y^{\prime \prime \prime}+3 y^{\prime \prime}+3 y^{\prime}+y=2 e^{-x}+3 e^{2 x}$.

For Problems 33-37, solve the given initial-value problem:
33. $y^{\prime \prime}+9 y=5 \cos 2 x, y(0)=2, y^{\prime}(0)=3$.
34. $y^{\prime \prime}-y=9 x e^{2 x}, y(0)=0, y^{\prime}(0)=7$.
35. $y^{\prime \prime}+y^{\prime}-2 y=-10 \sin x, y(0)=2, y^{\prime}(0)=1$.
36. $\left(D^{2}+D-2\right) y=4 \cos x-2 \sin x$, $y(0)=-1, y^{\prime}(0)=4$.
37. $(D-1)(D-2)(D-3) y=6 e^{4 x}, y(0)=4$, $y^{\prime}(0)=10, y^{\prime \prime}(0)=30$.
38. At time $t$ the displacement from equilibrium, $y(t)$, of an undamped spring-mass system of mass $m$ is governed by the initial-value problem

$$
\frac{d^{2} y}{d t^{2}}+\omega^{2} y=\frac{F_{0}}{m} \cos \omega t, y(0)=1, \frac{d y}{d t}(0)=0
$$

where $F_{0}$ and $\omega$ are positive constants. Solve this initial-value problem to determine the motion of the system. What happens as $t \rightarrow \infty$ ?

For Problems 39-47, determine an appropriate trial solution for the given differential equation. Do not solve for the constants that arise in your trial solution.
39. $(D-2)(D-3) y=7 e^{2 x}$.
40. $(D+1)\left(D^{2}+1\right) y=4 x e^{x}$.
41. $\left(D^{2}+4 D+13\right)^{2} y=5 e^{-2 x} \cos 3 x$.
42. $\left(D^{2}+4\right)(D-2)^{3} y=4 x+9 x e^{2 x}$.
43. $D^{2}(D-1)\left(D^{2}+4\right)^{2} y=11 e^{x}-\sin 2 x$.
44. $\left(D^{2}-2 D+2\right)^{3}(D-2)^{2}(D+4) y=e^{x} \cos x-3 e^{2 x}$.
45. $D\left(D^{2}-9\right)\left(D^{2}-4 D+5\right) y=2 e^{3 x}+e^{2 x} \sin x$.
46. $(D+3)(D-1) y=\sin ^{2} x$.
47. $\left(D^{2}+6\right) y=\sin ^{2} x \cos ^{2} x$.
48. Derive an appropriate trial solution for the differential equation

$$
P(D) y=c x^{k} e^{a x} \cos b x
$$

### 8.4 Complex-Valued Trial Solutions

We now introduce an alternative method for solving constant coefficient differential equations of the form

$$
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=F(x)
$$

when $F(x)$ contains terms of the form $x^{k} e^{a x} \sin b x$ or $x^{k} e^{a x} \cos b x$. The technique is based on the observation that

$$
x^{k} e^{a x} \cos b x=\operatorname{Re}\left\{x^{k} e^{(a+i b) x}\right\} \quad \text { and } \quad x^{k} e^{a x} \sin b x=\operatorname{Im}\left\{x^{k} e^{(a+i b) x}\right\}
$$

where "Re" and "Im" denote the real part and the imaginary part of a complex-valued function, respectively. To see why this observation is useful, we need the next theorem.

Theorem 8.4.1 If $y(x)=u(x)+i v(x)$ is a complex-valued solution to

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=F(x)+i G(x) \tag{8.4.1}
\end{equation*}
$$

then

$$
u^{\prime \prime}+a_{1} u^{\prime}+a_{2} u=F(x) \text { and } v^{\prime \prime}+a_{1} v^{\prime}+a_{2} v=G(x)
$$

Proof If $y(x)=u(x)+i v(x)$, then

$$
\begin{aligned}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y & =[u(x)+i v(x)]^{\prime \prime}+a_{1}[u(x)+i v(x)]^{\prime}+a_{2}[u(x)+i v(x)] \\
& =\left(u^{\prime \prime}+a_{1} u^{\prime}+a_{2} u\right)+i\left(v^{\prime \prime}+a_{1} v^{\prime}+a_{2} v\right)
\end{aligned}
$$

Since $y$ solves Equation (8.4.1) we must have

$$
\left(u^{\prime \prime}+a_{1} u^{\prime}+a_{2} u\right)+i\left(v^{\prime \prime}+a_{1} v^{\prime}+a_{2} v\right)=F(x)+i G(x)
$$

Equating real and imaginary parts on either side of this equation yields the desired result.

Consequently, if we solve the complex equation

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=c x^{k} e^{(a+i b) x} \tag{8.4.2}
\end{equation*}
$$

then by taking the real and imaginary parts of the resulting complex-valued solution, we can directly determine solutions to

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=c x^{k} e^{a x} \cos b x \quad \text { and } \quad y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=c x^{k} e^{a x} \sin b x \tag{8.4.3}
\end{equation*}
$$

The key point is that Equation (8.4.2) is a simpler equation to solve than its real counterparts given in (8.4.3). We illustrate the technique with some examples.

## Example 8.4.2 Solve

$$
\begin{equation*}
y^{\prime \prime}+y^{\prime}-6 y=4 \cos 2 x \tag{8.4.4}
\end{equation*}
$$

Solution: The complementary function for Equation (8.4.4) is

$$
y_{c}(x)=c_{1} e^{-3 x}+c_{2} e^{2 x}
$$

In determining a particular solution, we consider the complex differential equation

$$
\begin{equation*}
z^{\prime \prime}+z^{\prime}-6 z=4 e^{2 i x} \tag{8.4.5}
\end{equation*}
$$

An appropriate complex-valued trial solution for this differential equation is

$$
\begin{equation*}
z_{p}(x)=A_{0} e^{2 i x} \tag{8.4.6}
\end{equation*}
$$

where $A_{0}$ is a complex constant. The first two derivatives of $z_{p}$ are

$$
z_{p}^{\prime}(x)=2 i A_{0} e^{2 i x} \text { and } z_{p}^{\prime \prime}(x)=-4 A_{0} e^{2 i x}
$$

so that $z_{p}$ is a solution to Equation (8.4.5) if and only if

$$
\left(-4 A_{0}+2 i A_{0}-6 A_{0}\right) e^{2 i x}=4 e^{2 i x}
$$

This is the case if and only if

$$
A_{0}=\frac{2}{-5+i}=-\frac{1}{13}(5+i)
$$

Substituting this value of $A_{0}$ into (8.4.6) yields

$$
\begin{aligned}
z_{p}(x) & =-\frac{1}{13}(5+i) e^{2 i x}=-\frac{1}{13}(5+i)(\cos 2 x+i \sin 2 x) \\
& =\frac{1}{13}(\sin 2 x-5 \cos 2 x)-\frac{1}{13} i(\cos 2 x+5 \sin 2 x)
\end{aligned}
$$

Consequently, a particular solution to Equation (8.4.4) is

$$
y_{p}(x)=\operatorname{Re}\left\{z_{p}\right\}=\frac{1}{13}(\sin 2 x-5 \cos 2 x)
$$

so that the general solution to Equation (8.4.4) is

$$
y(x)=y_{c}(x)+y_{p}(x)=c_{1} e^{-3 x}+c_{2} e^{2 x}+\frac{1}{13}(\sin 2 x-5 \cos 2 x)
$$

Notice that we can also write down the general solution to the differential equation

$$
y^{\prime \prime}+y^{\prime}-6 y=4 \sin 2 x
$$

since a particular solution will just be $\operatorname{Im}\left\{z_{p}\right\}$.

## Example 8.4.3 Solve

$$
\begin{equation*}
y^{\prime \prime}-2 y^{\prime}+5 y=8 e^{x} \sin 2 x \tag{8.4.7}
\end{equation*}
$$

Solution: The complementary function is

$$
y_{c}(x)=e^{x}\left(c_{1} \cos 2 x+c_{2} \sin 2 x\right)
$$

In order to determine a particular solution to Equation (8.4.7), we consider the complex counterpart

$$
\begin{equation*}
z^{\prime \prime}-2 z^{\prime}+5 z=8 e^{(1+2 i) x} \tag{8.4.8}
\end{equation*}
$$

Since $1+2 i$ is a root of the auxiliary equation, an appropriate trial solution for Equation (8.4.8) is

$$
\begin{equation*}
z_{p}(x)=A_{0} x e^{(1+2 i) x} \tag{8.4.9}
\end{equation*}
$$

Differentiating with respect to $x$ yields

$$
\left\{\begin{array}{l}
z_{p}^{\prime}(x)=A_{0} e^{(1+2 i) x}[(1+2 i) x+1], \\
z_{p}^{\prime \prime}(x)=A_{0} e^{(1+2 i) x}\left[(1+2 i)^{2} x+2(1+2 i)\right]=A_{0} e^{(1+2 i) x}[(-3+4 i) x+2(1+2 i)] .
\end{array}\right.
$$

Substituting into Equation (8.4.8) leads to the following condition on $A_{0}$ :

$$
A_{0}[(-3+4 i) x+2(1+2 i)-2(1+2 i) x-2+5 x]=8 .
$$

Hence,

$$
A_{0}=\frac{2}{i}=-2 i .
$$

It follows from Equation (8.4.9) that a complex-valued solution to Equation (8.4.8) is

$$
z_{p}(x)=-2 i x e^{(1+2 i) x}=-2 i x e^{x}(\cos 2 x+i \sin 2 x),
$$

and so a particular solution to the original differential equation is

$$
y_{p}(x)=\operatorname{Im}\left\{z_{p}\right\}=-2 x e^{x} \cos 2 x .
$$

Consequently, Equation (8.4.7) has general solution

$$
y(x)=e^{x}\left(c_{1} \cos 2 x+c_{2} \sin 2 x\right)-2 x e^{x} \cos 2 x .
$$

## Exercises for 8.4

## Skills

- Be able to use the method of Section 8.3 to solve differential equations of the form (8.4.3) by using a complex-valued trial solution.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) An appropriate complex-valued trial solution for the differential equation $y^{\prime \prime}+y^{\prime}=e^{-x} \cos 2 x$ is $y_{p}(x)=$ $A_{0} e^{(-1+2 i) x}$.
(b) An appropriate complex-valued trial solution for the differential equation $y^{\prime \prime}+2 y^{\prime}-15 y=x e^{2 x} \sin 3 x$ is $y_{p}(x)=A_{0} x e^{(2+3 i) x}$.
(c) An appropriate complex-valued trial solution for the differential equation $y^{\prime \prime}+y=-\cos x$ is $y_{p}(x)=$ $A_{0} e^{i x}$.
(d) An appropriate complex-valued trial solution for the differential equation $y^{\prime \prime}+y=3 \sin 2 x$ is $y_{p}(x)=$ $A_{0} e^{2 i x}$.
(e) An appropriate complex-valued trial solution for the differential equation $y^{\prime \prime}-4 y^{\prime}+29 y=x e^{2 x} \sin 5 x$ is $y_{p}(x)=A_{0} x e^{(2+5 i) x}$.
(f) An appropriate complex-valued trial solution for the differential equation $y^{\prime \prime}+9 y=\cos 3 x+\sin 4 x$ is $y_{p}(x)=A x e^{3 i x}+B e^{4 i x}$.

## Problems

For all problems below, use a complex-valued trial solution to determine a particular solution to the given differential equation.

1. $y^{\prime \prime}-16 y=20 \cos 4 x$.
2. $y^{\prime \prime}+2 y^{\prime}+y=50 \sin 3 x$.
3. $y^{\prime \prime}-y=10 e^{2 x} \cos x$.
4. $y^{\prime \prime}+4 y^{\prime}+4 y=169 \sin 3 x$.
5. $y^{\prime \prime}-y^{\prime}-2 y=40 \sin ^{2} x$.
6. $y^{\prime \prime}+y=3 e^{x} \cos 2 x$.
7. $y^{\prime \prime}+2 y^{\prime}+2 y=2 e^{-x} \sin x$.
8. $y^{\prime \prime}-4 y=100 x e^{x} \sin x$.
9. $y^{\prime \prime}+2 y^{\prime}+5 y=4 e^{-x} \cos 2 x$.
10. $y^{\prime \prime}-2 y^{\prime}+10 y=24 e^{x} \cos 3 x$.
11. $y^{\prime \prime}+16 y=34 e^{x}+16 \cos 4 x-8 \sin 4 x$.
12. $\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y=F_{0} \cos \omega t$, where $\omega_{0}, \omega$ are positive constants, and $F_{0}$ is an arbitrary constant. You will need to consider the cases $\omega \neq \omega_{0}$ and $\omega=\omega_{0}$ separately.

### 8.5 Oscillations of a Mechanical System

In this section we analyze in some detail the motion of a mechanical system consisting of a mass attached to a spring. We will see that even such a simple physical system has interesting and varied behavior. We begin by constructing an appropriate mathematical model of the physical situation under consideration.

## Mathematical Formulation

Statement of the Problem: A mass of $m$ kilograms is attached to the end of a spring whose natural length is $l_{0}$ meters. At $t=0$, the mass is displaced a distance $y_{0}$ meters from its equilibrium position and released with a velocity $v_{0}$ meters/second. We wish to determine the initial-value problem that governs the resulting motion.

Mathematical Formulation of the Problem: We assume that the motion takes place vertically and adopt the convention that distances are measured positive in the downward direction. In order to formulate the problem mathematically, we need to determine the forces acting on the mass. Consider first the static equilibrium position, in which the mass hangs freely from the spring with no motion. (See Figure 8.5.1.) The forces acting on the mass in this equilibrium position are

1. The force due to gravity

$$
F_{g}=m g
$$



Figure 8.5.1: Spring-mass system in static equilibrium.
2. The spring force, $F_{s}$. According to Hooke's law (see Section 1.1),

$$
F_{s}=-k L_{0},
$$

where $k$ is the (positive) spring constant and $L_{0}$ is the displacement of the spring from its equilibrium position.

Since the system is in static equilibrium, these forces must exactly balance, so that $F_{s}+F_{g}=0$. Hence,

$$
\begin{equation*}
m g=k L_{0} . \tag{8.5.1}
\end{equation*}
$$

Now consider the situation when the mass has been set in motion. (See Figure 8.5.2.) We let $y(t)$ denote the position of the mass at time $t$ and take $y=0$ to coincide with the equilibrium position of the system. The equation of motion of the mass can then be obtained from Newton's second law. The forces that now act on the mass are as follows:


Figure 8.5.2: A simple model of a damped spring-mass system.

1. The force due to gravity $F_{g}$. Once more this is

$$
\begin{equation*}
F_{g}=m g . \tag{8.5.2}
\end{equation*}
$$

2. The spring force $F_{s}$. At time $t$ the total displacement of the spring from its natural length is $L_{0}+y(t)$, so that, according to Hooke's law,

$$
\begin{equation*}
F_{s}=-k\left[L_{0}+y(t)\right] . \tag{8.5.3}
\end{equation*}
$$

3. A damping force $F_{d}$. In general, the motion will be damped due, for example, to air resistance or, as shown in Figure 8.5.2, an external damping system, such as a dashpot. We assume that any damping forces that are present are directly proportional to the velocity of the mass. Under this assumption, we have

$$
\begin{equation*}
F_{d}=-c \frac{d y}{d t} \tag{8.5.4}
\end{equation*}
$$

where $c$ is a positive constant called the damping constant. Note that the negative sign is inserted in Equation (8.5.4), since $F_{d}$ always acts in the opposite direction to that of the motion.
4. Any external driving forces, $F(t)$, that are present. For example, the top of the spring or the mass itself may be subjected to an external force.

The total force acting on the system will be the sum of the preceding forces. Thus, using Newton's second law of motion, the differential equation governing the motion of the mass is

$$
m \frac{d^{2} y}{d t^{2}}=F_{g}+F_{s}+F_{d}+F(t)
$$

Substituting from Equations (8.5.2)-(8.5.4) yields

$$
m \frac{d^{2} y}{d t^{2}}=m g-k\left(L_{0}+y\right)-c \frac{d y}{d t}+F(t)
$$

That is, using Equation (8.5.1), and rearranging terms,

$$
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=\frac{1}{m} F(t)
$$

In addition, we also have the initial conditions

$$
y(0)=y_{0} \quad \text { and } \quad \frac{d y}{d t}(0)=v_{0}
$$

where $y_{0}$ denotes the initial displacement of the mass from its equilibrium position, and $v_{0}$ denotes the initial velocity of the mass. The motion of the spring-mass system is therefore governed by the initial-value problem

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=\frac{1}{m} F(t), \quad y(0)=y_{0}, \quad \frac{d y}{d t}(0)=v_{0} \tag{8.5.5}
\end{equation*}
$$

## Free Oscillations of a Mechanical System

We first consider the case when there are no external forces acting on the system. In the preceding formulation this corresponds to setting $F(t)=0$, so that the initial-value problem (8.5.5) reduces to

$$
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=0, \quad y(0)=y_{0}, \quad \frac{d y}{d t}(0)=v_{0}
$$

For most of the discussion we will concentrate on the differential equation alone, since the initial conditions do not significantly affect the behavior of its solutions. We must therefore solve the constant coefficient homogeneous differential equation

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=0 \tag{8.5.6}
\end{equation*}
$$

We divide the discussion of the solution to Equation (8.5.6) into several subcases.

Case 1: No Damping. This is the simplest case that can arise and is of importance for understanding the more general situation. Setting $c=0$ in Equation (8.5.6) yields

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y=0 \tag{8.5.7}
\end{equation*}
$$

where

$$
\omega_{0}=\sqrt{k / m}
$$

Equation (8.5.7) has general solution

$$
\begin{equation*}
y(t)=c_{1} \cos \omega_{0} t+c_{2} \sin \omega_{0} t \tag{8.5.8}
\end{equation*}
$$



Figure 8.5.3: The definition of the phase angle $\phi$.

It is instructive to introduce two new constants $A_{0}$ and $\phi$ defined in terms of $c_{1}$ and $c_{2}$ by (see Figure 8.5.3)

$$
\begin{equation*}
A_{0} \cos \phi=c_{1}, \quad A_{0} \sin \phi=c_{2} \tag{8.5.9}
\end{equation*}
$$

That is,

$$
A_{0}=\sqrt{c_{1}^{2}+c_{2}^{2}}, \quad \phi=\arctan \left(\frac{c_{2}}{c_{1}}\right)
$$

Substituting from Equation (8.5.9) into Equation (8.5.8) yields

$$
y(t)=A_{0}\left(\cos \omega_{0} t \cos \phi+\sin \omega_{0} t \sin \phi\right)
$$

Consequently,

$$
\begin{equation*}
y(t)=A_{0} \cos \left(\omega_{0} t-\phi\right) \tag{8.5.10}
\end{equation*}
$$

Clearly, the motion described by Equation (8.5.10) is periodic. We refer to such motion as simple harmonic motion (SHM). Figure 8.5.4 depicts this motion for typical values of the constants $A_{0}, \omega_{0}$, and $\phi$. The standard names for the constants arising in the solution are as follows:
$A_{0}$ : the amplitude of the motion.
$\omega_{0}:$ the circular frequency of the system.
$\phi$ : the phase of the motion.


Figure 8.5.4: Simple harmonic motion. The mass continues to oscillate with a constant amplitude $A_{0}$.

The fundamental period of oscillation (that is, the time for the system to undergo one complete cycle), $T$, is

$$
T=\frac{2 \pi}{\omega_{0}}=2 \pi \sqrt{\frac{m}{k}}
$$

Consequently, the frequency of oscillation (number of oscillations per unit of time), $f$, is given by

$$
f=\frac{1}{T}=\frac{\omega_{0}}{2 \pi}=\frac{1}{2 \pi} \sqrt{\frac{k}{m}}
$$

Notice that this is independent of the initial conditions. It is truly a property of the system.

Case 2: Damping. We now discuss the motion of the spring-mass system when the damping constant, $c$, is nonzero. In this case, the auxiliary polynomial for Equation (8.5.6) is

$$
P(r)=r^{2}+\frac{c}{m} r+\frac{k}{m}
$$

with roots

$$
r=\frac{-c \pm \sqrt{c^{2}-4 k m}}{2 m} .
$$

As we might expect, the behavior of the system is dependent on whether the auxiliary polynomial has distinct real roots, a repeated real root, or complex conjugate roots. These three situations will arise, depending on the magnitude of the (dimensionless) combination of the system variables $c^{2} /(4 \mathrm{~km})$. For a given spring and mass, only the damping can be altered, which leads to the following terminology. We say that the system is
(a) Underdamped if $c^{2} /(4 \mathrm{~km})<1$ (complex conjugate roots),
(b) Critically damped if $c^{2} /(4 \mathrm{~km})=1 \quad$ (repeated real root),
(c) Overdamped if $c^{2} /(4 \mathrm{~km})>1$ (two distinct real roots).

The corresponding solutions to Equation (8.5.6) are

$$
\begin{align*}
& y(t)=e^{-c t /(2 m)}\left(c_{1} \cos \mu t+c_{2} \sin \mu t\right), \quad \mu=\frac{\sqrt{4 k m-c^{2}}}{2 m},  \tag{8.5.11}\\
& y(t)=e^{-c t /(2 m)}\left(c_{1}+c_{2} t\right),  \tag{8.5.12}\\
& y(t)=e^{-c t /(2 m)}\left(c_{1} e^{\mu t}+c_{2} e^{-\mu t}\right), \quad \mu=\frac{\sqrt{c^{2}-4 k m}}{2 m} . \tag{8.5.13}
\end{align*}
$$

As we shall discuss below, in all three cases (8.5.11)-(8.5.13) we have $\lim _{t \rightarrow \infty} y(t)=0$, which implies that the motion dies out for large $t$. This is certainly consistent with our everyday experience. We will discuss the different cases separately.

Case 2a: Underdamping. In this case, the position of the mass at time $t$ is given in (8.5.11), which reduces to SHM when $c=0$. Once more it is convenient to introduce constants $A_{0}$ and $\phi$ defined by

$$
A_{0} \cos \phi=c_{1} \quad \text { and } \quad A_{0} \sin \phi=c_{2} .
$$

Now (8.5.11) can be written in the equivalent form

$$
\begin{equation*}
y(t)=A_{0} e^{-c t /(2 m)} \cos (\mu t-\phi) . \tag{8.5.14}
\end{equation*}
$$

We see that the mass oscillates between $\pm A_{0} e^{-c t /(2 m)}$. The corresponding motion is depicted in Figure 8.5.5 for the case when $y(0)>0$ and $\frac{d y}{d t}(0)>0$.

In general the motion is oscillatory, but it is not periodic. The amplitude of the motion dies out exponentially with time, although the time interval, $T$, between successive maxima (or minima) of $y(t)$ has the constant value (see Problem 15)

$$
T=\frac{2 \pi}{\mu}=\frac{4 \pi m}{\sqrt{4 k m-c^{2}}} .
$$

This is called the quasiperiod.


Figure 8.5.5: Underdamping: The mass oscillates between $\pm A_{0} e^{-c t /(2 m)}$.

Case 2b: Critical Damping. This case arises when $c^{2} /(4 \mathrm{~km})=1$. From Equation (8.5.6), the motion is governed by the differential equation

$$
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{c^{2}}{4 m^{2}} y=0
$$

with general solution

$$
\begin{equation*}
y(t)=e^{-c t /(2 m)}\left(c_{1}+c_{2} t\right) \tag{8.5.15}
\end{equation*}
$$

Now the damping is so severe that the system can pass through the equilibrium position at most once, and so we do not have oscillatory behavior. If we impose the initial conditions

$$
y(0)=y_{0} \quad \text { and } \quad \frac{d y}{d t}(0)=v_{0}
$$

then it is easily shown (see Problem 16) that (8.5.15) can be written in the form

$$
y(t)=e^{-c t /(2 m)}\left[y_{0}+t\left(v_{0}+\frac{c}{2 m} y_{0}\right)\right] .
$$

Consequently, the system will pass through the equilibrium position, provided $y_{0}$ and $v_{0}+\frac{c}{2 m} y_{0}$ have opposite signs. A sketch of the motion described by (8.5.15) is given in Figure 8.5.6.


Figure 8.5.6: Critical damping: The system can pass through equilibrium at most once.
Case 2c: Overdamping. In this case we have $c^{2} /(4 \mathrm{~km})>1$. The roots of the auxiliary equation corresponding to Equation (8.5.6) are

$$
r_{1}=\frac{-c+\sqrt{c^{2}-4 k m}}{2 m} \text { and } r_{2}=\frac{-c-\sqrt{c^{2}-4 k m}}{2 m},
$$

so that the general solution to Equation (8.5.6) is

$$
y(t)=e^{-c t /(2 m)}\left(c_{1} e^{\mu t}+c_{2} e^{-\mu t}\right), \quad \mu=\frac{\sqrt{c^{2}-4 k m}}{2 m} .
$$

Since $c, k$, and $m$ are positive, it follows that both of the roots of the auxiliary equation are negative, which implies that both terms in $y(t)$ decay in time. Once more, we do not have oscillatory behavior. The motion is very similar to that of the critically damped case. The system can pass through the equilibrium position at most once. (The graphs given in Figure 8.5.6 are representative of this case also.)

## Forced Oscillations

We now consider the case when an external force acts on the spring-mass system. As shown at the beginning of the section, the appropriate differential equation describing the motion of the system is

$$
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=\frac{F(t)}{m} .
$$

The situation of most interest arises when the applied force is periodic in time, and we therefore restrict attention to a driving term of the form

$$
F(t)=F_{0} \cos \omega t,
$$

where $F_{0}$ and $\omega$ are constants. Then the differential equation governing the motion is

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=\frac{F_{0}}{m} \cos \omega t . \tag{8.5.16}
\end{equation*}
$$

Once more we will divide our discussion into several cases.

Case 1: No Damping. Setting $c=0$ in Equation (8.5.16) yields

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y=\frac{F_{0}}{m} \cos \omega t, \tag{8.5.17}
\end{equation*}
$$

where

$$
\omega_{0}=\sqrt{k / m}
$$

denotes the circular frequency of the system. The complementary function for Equation (8.5.17) is

$$
y_{c}(t)=c_{1} \cos \omega_{0} t+c_{2} \sin \omega_{0} t,
$$

which can be written in the form

$$
y_{c}(t)=A_{0} \cos \left(\omega_{0} t-\phi\right),
$$

for appropriate constants $A_{0}$ and $\phi$. We therefore need to find a particular solution to Equation (8.5.17). The right-hand side of Equation (8.5.17) is of an appropriate form to use the method of undetermined coefficients, although the trial solution will depend on whether $\omega \neq \omega_{0}$ or $\omega=\omega_{0}$.

Case 1a: $\omega \neq \omega_{0}$. In this case, the appropriate trial solution is

$$
y_{p}(t)=A \cos \omega t+B \sin \omega t .
$$

A straightforward calculation yields the particular solution for Equation (8.5.17) (see Problem 27)

$$
\begin{equation*}
y_{p}(t)=\frac{F_{0}}{m\left(\omega_{0}^{2}-\omega^{2}\right)} \cos \omega t, \tag{8.5.18}
\end{equation*}
$$

so that the general solution to Equation (8.5.17) is

$$
\begin{equation*}
y(t)=A_{0} \cos \left(\omega_{0} t-\phi\right)+\frac{F_{0}}{m\left(\omega_{0}^{2}-\omega^{2}\right)} \cos \omega t \tag{8.5.19}
\end{equation*}
$$

Comparing this with (8.5.10), we see that the resulting motion consists of a superposition of two simple harmonic oscillation modes. One of these modes has the circular frequency, $\omega_{0}$, of the system, whereas the other mode has the frequency of the driving force. Consequently, the motion is oscillatory and bounded for all time, but, in general, it is not periodic. Indeed, it can be shown that the motion is periodic whenever the ratio $\omega / \omega_{0}$ is a rational number, say,

$$
\begin{equation*}
\frac{\omega}{\omega_{0}}=\frac{p}{q}, \tag{8.5.20}
\end{equation*}
$$

where $p$ and $q$ are positive integers (see Problem 28). In such a case, the fundamental period of the motion is

$$
T=\frac{2 \pi q}{\omega_{0}}=\frac{2 \pi p}{\omega}
$$

where $p$ and $q$ are the smallest integers satisfying Equation (8.5.20). A typical (nonperiodic) motion of the form (8.5.19) is sketched in Figure 8.5.7.


Figure 8.5.7: Forced harmonic oscillation.
An interesting occurrence arises when the driving frequency $\omega$ is close to (but not equal to) the natural frequency of the system. To investigate this situation, we first impose the initial conditions $y(0)=0$ and $\frac{d y}{d t}(0)=0$ on the general solution (8.5.19). These conditions imply that $A_{0}$ and $\phi$ must satisfy

$$
A_{0} \cos \phi+\frac{F_{0}}{m\left(\omega_{0}^{2}-\omega^{2}\right)}=0, \quad \omega_{0} A_{0} \sin \phi=0
$$

Hence,

$$
A_{0}=-\frac{F_{0}}{m\left(\omega_{0}^{2}-\omega^{2}\right)}, \quad \phi=0 .
$$

Substituting these values into the general solution (8.5.19) gives

$$
y(t)=\frac{F_{0}}{m\left(\omega_{0}^{2}-\omega^{2}\right)}\left(\cos \omega t-\cos \omega_{0} t\right) .
$$



Figure 8.5.8: When $\omega_{0} \approx \omega$, the resulting motion can be interpreted as being simple harmonic with a slowly varying amplitude.


Figure 8.5.9: Resonance: The amplitude of the oscillation increases without bound as $t \rightarrow \infty$.

We next use the trigonometric identity $2 \sin A \sin B=\cos (A-B)-\cos (A+B)$ with $A=\left(\omega_{0}-\omega\right) t / 2$ and $B=\left(\omega_{0}+\omega\right) t / 2$ to obtain

$$
y(t)=\frac{2 F_{0}}{m\left(\omega_{0}^{2}-\omega^{2}\right)} \sin \left[\left(\frac{\omega_{0}-\omega}{2}\right) t\right] \sin \left[\left(\frac{\omega_{0}+\omega}{2}\right) t\right]
$$

If $\omega$ and $\omega_{0}$ are nearly equal, then $\sin \left[\left(\omega_{0}-\omega\right) t / 2\right]$ is slowly varying compared to $\sin \left[\left(\omega_{0}+\omega\right) t / 2\right]$. Thus, $y(t)$ behaves like a rapidly oscillating SHM mode whose amplitude is slowly varying in time. (See Figure 8.5.8.) One of the simplest occurrences of this phenomenon is when two tuning forks whose frequencies are nearly equal are struck simultaneously.

Case 1b: $\omega=\omega_{0}$ (Resonance). When the frequency of the driving term coincides with the frequency of the system, we must solve

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y=\frac{F_{0}}{m} \cos \omega_{0} t \tag{8.5.21}
\end{equation*}
$$

The complementary function can be written as

$$
y_{c}(t)=A_{0} \cos \left(\omega_{0} t-\phi\right)
$$

and an appropriate trial solution is

$$
y_{p}(t)=t\left(A \cos \omega_{0} t+B \sin \omega_{0} t\right)
$$

A straightforward application of the method of undetermined coefficients yields the particular solution (see Problem 27)

$$
\begin{equation*}
y_{p}(t)=\frac{F_{0}}{2 m \omega_{0}} t \sin \omega_{0} t, \tag{8.5.22}
\end{equation*}
$$

so that the general solution to Equation (8.5.21) is

$$
y(t)=A_{0} \cos \left(\omega_{0} t-\phi\right)+\frac{F_{0}}{2 m \omega_{0}} t \sin \omega_{0} t
$$

We see that the motion is oscillatory, but we also see that the amplitude increases without bound as $t \rightarrow \infty$. This phenomenon, which occurs when the driving and natural frequencies coincide, is called resonance. Its physical consequences cannot be overemphasized. For example, the occurrence of resonance in the present situation would eventually lead to the spring's elastic limit being exceeded, and hence, the system would be destroyed. This situation is depicted in Figure 8.5.9.

Case 2: Damping. We now consider the general damped equation

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=\frac{F_{0}}{m} \cos \omega t \tag{8.5.23}
\end{equation*}
$$

where $c \neq 0$. An appropriate trial solution for this equation is

$$
y_{p}(t)=A \cos \omega t+B \sin \omega t .
$$

A fairly lengthy, but straightforward, computation yields the particular solution (see Problem 30)

$$
\begin{equation*}
y_{p}(t)=\frac{F_{0}}{\left(k-m \omega^{2}\right)^{2}+c^{2} \omega^{2}}\left[\left(k-m \omega^{2}\right) \cos \omega t+c \omega \sin \omega t\right], \tag{8.5.24}
\end{equation*}
$$



Figure 8.5.10: An example of forced motion with damping.
which can be written in the form

$$
\begin{equation*}
y_{p}(t)=\frac{F_{0}}{H} \cos (\omega t-\eta) \tag{8.5.25}
\end{equation*}
$$

where

$$
\cos \eta=\frac{m\left(\omega_{0}^{2}-\omega^{2}\right)}{H}, \quad \sin \eta=\frac{c \omega}{H}, \quad H=\sqrt{m^{2}\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+c^{2} \omega^{2}}
$$

and

$$
\omega_{0}=\sqrt{k / m}
$$

Consider first the case of underdamping. Using the homogeneous solution from (8.5.14) and the foregoing particular solution, it follows that the general solution to Equation (8.5.23) in this case is

$$
\begin{equation*}
y(t)=A_{0} e^{-c t /(2 m)} \cos (\mu t-\phi)+\frac{F_{0}}{H} \cos (\omega t-\eta) \tag{8.5.26}
\end{equation*}
$$

For large $t$, we see that $y_{p}$ is dominant. For this reason, we refer to the complementary function as the transient part of the solution and $y_{p}$ is called the steady-state solution. We recognize Equation (8.5.26) as consisting of a superposition of two harmonic oscillations, one damped and the other undamped. The motion is eventually simple harmonic with a frequency coinciding with that of the driving term.

The cases for critical damping and overdamping are similar, since in both cases the complementary function (transient part of the solution) dies out exponentially and the steady-state solution (8.5.25) dominates. A typical motion of a forced mechanical system with damping is shown in Figure 8.5.10.

## Exercises for 8.5

## Key Terms

Spring-mass system, Static equilibrium, Spring force, Damping force, Damping constant, External driving force, Free oscillations, Simple harmonic motion, Amplitude, Circular frequency, Phase, Period, Underdamping, Quasiperiod, Critical damping, Overdamping, Forced oscillations, Resonance.

## Skills

- Understand the statement and mathematical formulation of the problem of determining the motion of a spring in a mechanical system.
- Be familiar with the different forces that are present in the spring-mass system described in this section.
- Be able to write down and solve the initial-value problem governing the motion of the spring-mass system in the case when no external forces are present.
- Be able to determine the simple harmonic motion associated with the free oscillations of a system with no damping, including its amplitude, frequency, phase, and period.
- Be able to determine whether a damped spring-mass system with no external forces is underdamped, critically damped, or overdamped, and be able to determine the motion of the spring-mass system in each case.
- Be able to determine the motion of a spring-mass system subject to external forces, whether or not there is damping.
- Be able to determine the steady-state and transient solutions for the motion of a spring-mass system subject to a periodic external force and damping.


## True-False Review

For Questions (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The spring force on a mass acts in a direction opposite to the displacement of the mass from equilibrium.
(b) The circular frequency of a spring-mass system is the spring constant $k$ divided by the mass $m$.
(c) For simple harmonic motion, the product of the frequency of oscillation and the period of oscillation is 1 .
(d) An underdamped spring-mass system tends to rest as $t \rightarrow \infty$.
(e) Underdamped, critically damped, and overdamped spring-mass systems can all exhibit periodic motion.
(f) Resonance occurs when the circular frequency of a spring-mass system agrees with the frequency of the driving force.
(g) The air resistance experienced by a spring-mass system is an example of a damping force.
(h) The larger the mass, the shorter the period of a springmass system that is undergoing simple harmonic motion.
(i) In order for the amplitude of a spring-mass system to increase without bound, an external driving force must be present.

## Problems

For Problems 1-2, consider the spring-mass system whose motion is governed by the given initial-value problem. Determine the circular frequency of the system and the amplitude, phase, and period of the motion.

1. $\frac{d^{2} y}{d t^{2}}+4 y=0, \quad y(0)=2, \quad \frac{d y}{d t}(0)=4$.
2. $\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y=0, \quad y(0)=y_{0}, \frac{d y}{d t}(0)=v_{0}$,
where $\omega_{0}, y_{0}, v_{0}$ are constants.
3. A force of 3 N stretches a spring by 1 m .
(a) Find the spring constant $k$.
(b) A mass of 4 kg is attached to the spring. At $t=0$, the mass is pulled down a distance 1 meter from equilibrium and released with a downward velocity of 0.5 meters/second. Assuming that damping is negligible, determine an expression for the position of the mass at time $t$. Find the circular frequency of the system and the amplitude, phase, and period of the motion.

For Problems 4-10, determine the motion of the spring-mass system governed by the given initial-value problem. In each case, state whether the motion is underdamped, critically
damped, or overdamped, and make a sketch depicting the motion.
4. $\frac{d^{2} y}{d t^{2}}+2 \frac{d y}{d t}+y=0, \quad y(0)=-1, \quad \frac{d y}{d t}(0)=2$.
5. $4 \frac{d^{2} y}{d t^{2}}+4 \frac{d y}{d t}+y=0, \quad y(0)=4, \quad \frac{d y}{d t}(0)=-1$.
6. $\frac{d^{2} y}{d t^{2}}+4 \frac{d y}{d t}+7 y=0, \quad y(0)=2, \quad \frac{d y}{d t}(0)=6$.
7. $\frac{d^{2} y}{d t^{2}}+2 \frac{d y}{d t}+5 y=0, \quad y(0)=1, \quad \frac{d y}{d t}(0)=3$.
8. $\frac{d^{2} y}{d t^{2}}+3 \frac{d y}{d t}+2 y=0, \quad y(0)=1, \quad \frac{d y}{d t}(0)=0$.
9. $4 \frac{d^{2} y}{d t^{2}}+12 \frac{d y}{d t}+5 y=0, \quad y(0)=1, \quad \frac{d y}{d t}(0)=-3$.
10. $\frac{d^{2} y}{d t^{2}}+5 \frac{d y}{d t}+6 y=0, \quad y(0)=-1, \quad \frac{d y}{d t}(0)=4$.
11. In the previous problem, find the time at which the mass passes through the equilibrium position, and determine the maximum positive displacement of the mass from equilibrium. Make a sketch depicting the motion.
12. Consider the spring-mass system whose motion is governed by the differential equation

$$
\frac{d^{2} y}{d t^{2}}+2 \alpha \frac{d y}{d t}+y=0
$$

Determine all values of the (positive) constant $\alpha$ for which the system is (i) underdamped, (ii) critically damped, and (iii) overdamped. In the case of overdamping, solve the system fully. If the initial velocity of the system is zero, determine if the mass passes through equilibrium.
13. Consider the spring-mass system whose motion is governed by the initial-value problem

$$
\frac{d^{2} y}{d t^{2}}+\frac{1}{5} \frac{d y}{d t}+\frac{1}{100} y=0, \quad y(0)=1, \quad \frac{d y}{d t}(0)=5
$$

(a) Determine the position of the mass at time $t$.
(b) Determine the maximum displacement of the mass.
(c) Make a sketch depicting the general motion of the system.
14. Consider the spring-mass system whose motion is governed by the initial-value problem
$\frac{d^{2} y}{d t^{2}}+3 \frac{d y}{d t}+2 y=0, \quad y(0)=1, \quad \frac{d y}{d t}(0)=-3$.
(a) Determine the position of the mass at time $t$.
(b) Determine the time when the mass passes through the equilibrium position.
(c) Make a sketch depicting the general motion of the system.
15. Consider the general solution for an underdamped spring-mass system.
(a) Show that the time between successive maxima (or minima) of $y(t)$ is

$$
T=\frac{2 \pi}{\mu}=\frac{4 \pi m}{\sqrt{4 k m-c^{2}}} .
$$

(b) Show that if $\frac{c^{2}}{4 k m} \ll 1$, then

$$
T=2 \pi \sqrt{\frac{m}{k}}
$$

Is this result reasonable? Explain.
16. Show that the general solution for the motion of a critically damped spring-mass system, with initial displacement $y_{0}$ and initial velocity $v_{0}$, can be written in the form

$$
y(t)=e^{-c t /(2 m)}\left[y_{0}+t\left(v_{0}+\frac{c}{2 m} y_{0}\right)\right]
$$

and that the system can pass through the equilibrium position at most once.
17. A cylinder of side $L$ meters lies one quarter submerged and upright in a certain fluid. At $t=0$, the cylinder is pushed down a distance of $L / 2$ meters and released from rest. Show that the resulting motion is simple harmonic, and determine the circular frequency and period of the motion. ${ }^{1}$

A simple pendulum consists of a mass, $m$ kilograms, attached to the end of a light rod of length $L$ meters, whose other end is fixed. (See Figure 8.5.11.)
If we let $\theta$ radians denote the angle the rod is displaced from the vertical at time $t$, then the component of the velocity in the direction of motion is $v=L \cdot \frac{d \theta}{d t}$, so that


Figure 8.5.11: The simple pendulum
the component of the acceleration in the direction of motion is $L \cdot \frac{d^{2} \theta}{d t^{2}}$. Further, the tangential component of the force is $F_{T}=-m g \sin \theta$, so that, from Newton's second law, the equation of motion of the pendulum is

$$
m L \frac{d^{2} \theta}{d t^{2}}=-m g \sin \theta
$$

That is,

$$
\begin{equation*}
\frac{d^{2} \theta}{d t^{2}}+\frac{g}{L} \sin \theta=0 \tag{8.5.27}
\end{equation*}
$$

This is a nonlinear differential equation. However, if we recall the Maclaurin expansion for $\sin \theta$, namely,

$$
\sin \theta=\theta-\frac{1}{3!} \theta^{3}+\frac{1}{5!} \theta^{5}-\cdots,
$$

it follows that for small oscillations, we can approximate $\sin \theta$ by $\theta$. Then Equation (8.5.27) can be replaced to reasonable accuracy by the simple linear differential equation

$$
\begin{equation*}
\frac{d^{2} \theta}{d t^{2}}+\frac{g}{L} \theta=0 \tag{8.5.28}
\end{equation*}
$$

Problems 18-21 deal with the simple pendulum whose motion is described by Equation (8.5.28).
18. A pendulum of length 0.5 meters is displaced an angle 0.1 radians from the equilibrium position and released from rest. Determine the resulting motion.
19. A pendulum of length $L$ meters is displaced an angle $\alpha$ radians from the vertical and released with an angular velocity of $\beta$ radians/second. Determine the amplitude, phase, and period of the resulting motion.

[^49]20. Show that the period of the simple pendulum is $T=$ $2 \pi \sqrt{L / g}$. Determine the length of a pendulum that takes one second to swing from its extreme position on the right to its extreme position on the left. Let $g=9.8$ meters/second ${ }^{2}$.
21. A clock has a pendulum of length 90 centimeters. If the clock ticks each time the pendulum swings from its extreme position on the right to its extreme position on the left, determine the number of times the clock ticks in one minute. Let $g=9.8$ meters/second ${ }^{2}$.
22. An object of mass $m$ is attached to the midpoint of a light elastic string of natural length $6 a$. When the ends of the string are fixed at the same level a distance $6 a$ apart and the mass is allowed to hang in equilibrium, the length of the stretched string is $10 a$. (See Figure 8.5.12.) The mass is pulled down a small vertical distance from equilibrium and released.


Figure 8.5.12: The static equilibrium position.

Show that, for small oscillations, the period of the resulting motion is

$$
T=\frac{20 \pi}{7} \cdot \sqrt{\frac{a}{g}}
$$

23. Repeat the previous problem if the string has natural length $2 L_{0}$ and in equilibrium, the stretched string has length $2 L$.
24. Consider the damped spring-mass system whose motion is governed by

$$
\begin{gathered}
\frac{d^{2} y}{d t^{2}}+2 \frac{d y}{d t}+5 y=17 \sin 2 t, \quad y(0)=-2, \\
\frac{d y}{d t}(0)=0 .
\end{gathered}
$$

(a) Determine whether the motion is underdamped, overdamped, or critically damped.
(b) Find the solution to the given initial-value problem and identify the steady-state and transient parts.
25. Consider the spring-mass system whose motion is governed by

$$
\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y=F_{0} \cos \omega t, \quad y(0)=0, \quad \frac{d y}{d t}(0)=0
$$

Determine the solution if the system is resonating.
26. Consider the spring-mass system whose motion is governed by

$$
\frac{d^{2} y}{d t^{2}}+3 \frac{d y}{d t}+2 y=10 \sin t
$$

Determine the steady-state solution, $y_{p}$, and express your answer in the form

$$
y_{p}(t)=A_{0} \sin (t-\phi)
$$

for appropriate constants $A_{0}$ and $\phi$.
27. Consider the forced undamped spring-mass system whose motion is governed by

$$
\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y=\frac{F_{0}}{m} \cos \omega t
$$

Derive the particular solutions given in Equations (8.5.18) and (8.5.22). (You will need to consider $\omega \neq$ $\omega_{0}$ and $\omega=\omega_{0}$ separately.)
28. The general solution to the forced undamped (nonresonating) spring-mass system is

$$
y(t)=A_{0} \cos \left(\omega_{0} t-\phi\right)+\frac{F_{0} \cos \omega t}{m\left(\omega_{0}^{2}-\omega^{2}\right)}
$$

If $\omega / \omega_{0}=p / q$, where $p$ and $q$ are integers, show that the motion is periodic with period $T=\frac{2 \pi q}{\omega_{0}}$.
29. Determine the period of the motion for the spring-mass system governed by the differential equation

$$
\frac{d^{2} y}{d t^{2}}+\frac{9}{16} y=55 \cos 2 t
$$

30. Consider the damped forced motion described by

$$
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=\frac{F_{0}}{m} \cos \omega t .
$$

Derive the steady-state solution (8.5.24) given in the text.
31. Consider the damped forced motion described by

$$
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=\frac{F_{0}}{m} \cos \omega t .
$$

We have shown that the steady-state solution can be written in the form

$$
y_{p}(t)=\frac{F_{0}}{H} \cos (\omega t-v)
$$

where

$$
\begin{gathered}
\cos v=\frac{m\left(\omega_{0}^{2}-\omega^{2}\right)}{H}, \quad \sin v=\frac{c \omega}{H} \\
\omega_{0}=\sqrt{\frac{k}{m}} \\
H=\sqrt{m^{2}\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+c^{2} \omega^{2}}
\end{gathered}
$$

Assuming that $c^{2} /\left(2 m^{2} \omega_{0}^{2}\right)<1$, show that the amplitude of the steady-state solution is a maximum when

$$
\omega=\sqrt{\omega_{0}^{2}-\frac{c^{2}}{2 m^{2}}}
$$

[Hint: The maximum occurs at the value of $\omega$ that makes $H$ a minimum. Assume that $H$ is a function of $\omega$, and determine the value of $\omega$ that minimizes $H$.]
32. Consider the damped spring-mass system with $m=$ $1, k=5, c=2$, and $F(t)=8 \cos \omega t$.
(a) Determine the transient part of the solution and the steady-state solution.
(b) Determine the value of $\omega$ that maximizes the amplitude of the steady-state solution and express the corresponding solution in the form

$$
y_{p}(t)=A_{0} \cos (\omega t-v)
$$

for appropriate constants $A_{0}, \omega$, and $\nu$.
33. Consider the spring-mass system whose motion is governed by the differential equation

$$
\frac{d^{2} y}{d t^{2}}+2 \frac{d y}{d t}+5 y=4 e^{-t} \cos 2 t
$$

(a) Describe the variation with time of the applied external force.
(b) Determine the motion of the mass. What happens as $t \rightarrow \infty$ ?
34. Consider the spring-mass system whose motion is governed by the differential equation

$$
\frac{d^{2} y}{d t^{2}}+16 y=130 e^{-t} \cos t
$$

Determine the resulting motion, and identify any transient and steady-state parts of your solution.

### 8.6 RLC Circuits

In Section 1.7, we used Kirchhoff's second law to derive the differential equation

$$
\begin{equation*}
\frac{d i}{d t}+\frac{R}{L} i+\frac{1}{L C} q=\frac{1}{L} E(t) \tag{8.6.1}
\end{equation*}
$$

which governs the behavior of the RLC circuit shown in Figure 8.6.1. Here, $q$ is the charge on the capacitor at time $t$, the constants $R, L$, and $C$ are the resistance, inductance, and capacitance of the circuit elements respectively, and $E(t)$ denotes the driving electromotive force (EMF). The current in the circuit is related to the charge on the capacitor via

$$
i(t)=\frac{d q}{d t}
$$



Figure 8.6.1: An RLC circuit.

Substituting this expression for $i(t)$ into Equation (8.6.1) yields the second-order constant-coefficient differential equation

$$
\begin{equation*}
\frac{d^{2} q}{d t^{2}}+\frac{R}{L} \frac{d q}{d t}+\frac{1}{L C} q=\frac{1}{L} E(t) \tag{8.6.2}
\end{equation*}
$$

A comparison of Equation (8.6.2) with the basic differential equation governing the motion of a spring-mass system, namely

$$
\frac{d^{2} y}{d t^{2}}+\frac{c}{m} \frac{d y}{d t}+\frac{k}{m} y=\frac{1}{m} F(t),
$$

reveals that, although the two problems are distinct physically, from a purely mathematical standpoint they are identical. The correspondence between the variables and parameters in an RLC circuit and a spring-mass system is given in Table 8.6.1. It follows that the results derived in the previous section for a spring-mass system can be translated into corresponding results for RLC circuits. Rather than repeating these results, we will make some general observations and then consider one illustrative example. The full investigation of the behavior of an RLC circuit is left for the exercises.

| RLC Circuit | Spring-Mass System |
| :---: | :---: |
| $q(t)$ | $y(t)$ |
| $L$ | $m$ |
| $R$ | $c$ |
| $1 / C$ | $k$ |
| $E(t)$ | $F(t)$ |

Table 8.6.1: Comparison of an RLC circuit and a spring-mass system.
Consider first the homogeneous differential equation

$$
\begin{equation*}
\frac{d^{2} q}{d t^{2}}+\frac{R}{L} \frac{d q}{d t}+\frac{1}{L C} q=0 \tag{8.6.3}
\end{equation*}
$$

This has auxiliary equation

$$
r^{2}+\frac{R}{L} r+\frac{1}{L} C=0
$$

with roots

$$
r=\frac{-R \pm \sqrt{R^{2}-4 L / C}}{2 L} .
$$

Three familiar cases arise. The circuit is said to be

1. Underdamped if $R^{2}<4 L / C$.
2. Critically damped if $R^{2}=4 L / C$.
3. Overdamped if $R^{2}>4 L / C$.

The corresponding solutions to Equation (8.6.3) are

$$
\begin{align*}
& q(t)=e^{-R t /(2 L)}\left(c_{1} \cos \mu t+c_{2} \sin \mu t\right), \quad \mu=\frac{\sqrt{4 L / C-R^{2}}}{2 L}, \\
& q(t)=e^{-R t /(2 L)}\left(c_{1}+c_{2} t\right),  \tag{8.6.4}\\
& q(t)=e^{-R t /(2 L)}\left(c_{1} e^{\mu t}+c_{2} e^{-\mu t}\right), \quad \mu=\frac{\sqrt{R^{2}-4 L / C}}{2 L} .
\end{align*}
$$

In all cases of physical relevance, $R / L>0$, so that

$$
\lim _{t \rightarrow \infty} q(t)=0 .
$$

Equivalently, we can state that the complementary function $q_{c}(t)$ for Equation (8.6.2) satisfies

$$
\lim _{t \rightarrow \infty} q_{c}(t)=0
$$

We refer to $q_{c}$ as the transient part of the solution to Equation (8.6.2), since it decays exponentially with time. As a specific example, we consider the case of a periodic driving EMF in an underdamped circuit.

Example 8.6.1 Determine the current in the RLC circuit

$$
\begin{equation*}
\frac{d^{2} q}{d t^{2}}+\frac{R}{L} \frac{d q}{d t}+\frac{1}{L C} q=\frac{E_{0}}{L} \cos \omega t \tag{8.6.5}
\end{equation*}
$$

where $E_{0}$ and $\omega$ are positive constants and $R^{2}<4 L / C$.
Solution: The complementary function given in Equation (8.6.4) can be written in phase-amplitude form as

$$
q_{c}(t)=A_{0} e^{-R t /(2 L)} \cos (\mu t-\phi),
$$

where $A_{0}$ and $\phi$ are defined in the usual manner. A particular solution to Equation (8.6.5) can be obtained by using Table 8.6.1 to make the appropriate replacements in the solution (8.5.18) for the corresponding spring-mass system. The result is

$$
q_{p}(t)=\frac{E_{0}}{H} \cos (\omega t-\eta),
$$

where

$$
H=\sqrt{L^{2}\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+R^{2} w^{2}}
$$

and

$$
\cos \eta=\frac{L\left(\omega_{0}^{2}-\omega^{2}\right)}{H}, \quad \sin \eta=\frac{R \omega}{H}, \quad \omega_{0}=\frac{1}{\sqrt{L C}} .
$$

Consequently, the charge on the capacitor at time $t$ is

$$
q(t)=A_{0} e^{-R t /(2 L)} \cos (\mu t-\phi)+\frac{E_{0}}{H} \cos (\omega t-\eta),
$$

and the corresponding current in the circuit can be determined from

$$
i(t)=\frac{d q}{d t} .
$$

Rather than compute this derivative, we consider the behavior of $q(t)$ and the corresponding behavior of the current as $t \rightarrow \infty$. Since $q_{c}$ tends to zero as $t \rightarrow \infty$, for large $t$, the particular solution $q_{p}$ will be the dominant part of $q(t)$. For this reason, we refer to
$q_{p}$ as the steady-state solution. The corresponding steady-state current in the circuit, denoted $i_{S}$, is given by

$$
i_{S}(t)=\frac{d q_{p}}{d t}=-\frac{\omega E_{0}}{H} \sin (\omega t-\eta)
$$

We see that this is periodic and that the frequency of the oscillation coincides with the frequency of the driving EMF. The amplitude of the oscillation is

$$
A=\frac{\omega E_{0}}{H}
$$

That is, upon substituting for $H$,

$$
\begin{equation*}
A=\frac{\omega E_{0}}{\sqrt{L^{2}\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+R^{2} w^{2}}} \tag{8.6.6}
\end{equation*}
$$

It is often required to determine the value of $\omega$ that maximizes this amplitude. In order to do so, we rewrite (8.6.6) in the equivalent form

$$
A=\frac{E_{0}}{\sqrt{\omega^{-2} L^{2}\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+R^{2}}}
$$

This will be a maximum when the term in parentheses vanishes, which occurs when

$$
\omega^{2}=\omega_{0}^{2}
$$

Substituting for $\omega_{0}^{2}=1 /(L C)$, it follows that the amplitude of the steady-state current will be a maximum when $\omega=\omega_{\max }$, where

$$
\omega_{\max }=\frac{1}{\sqrt{L C}}
$$

The corresponding value of $A$ is

$$
A_{\max }=\frac{E_{0}}{R}
$$

The behavior of $A$ as a function of $\omega$ for typical values of $E_{0}, R, L$, and $C$ is shown in Figure 8.6.2.


Figure 8.6.2: The behavior of the amplitude of the steady-state current as a function of the driving frequency.

## Exercises for 8.6

## Key Terms

RLC Circuit: Underdamped, Critically damped, Overdamped, Transient solution, Steady-state solution.

## Skills

- Be able to solve the differential equation arising from Kirchhoff's second law in order to determine the charge on a capacitor or the current in an RLC circuit.
- Be able to determine the transient and steady-state parts of the solution $q(t)$ of Equation (8.6.2) and the solution $i(t)$ of Equation (8.6.1).


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If there is no driving electromotive force in an RLC circuit, then the charge on the capacitor and the current in the circuit tend to zero as $t \rightarrow \infty$.
(b) If $R=4 \Omega, L=4 H$, and $C=\frac{1}{17} F$, then the RLC is underdamped.
(c) An external driving force $E(t)=E_{0} \cos \omega t$ produces a steady-state current of maximum amplitude when $\omega=\frac{1}{\sqrt{L C}}$.
(d) The amplitude of the steady-state current in an RLC circuit is proportional to the amplitude $E_{0}$ of the external driving force.
(e) If the resistance $R$ in an RLC circuit is doubled, then the current $i(t)$ in the circuit is reduced by one-half.
(f) The charge on a capacitor in an RL circuit with no driving force varies periodically with time.

## Problems

1. Determine the charge on the capacitor at time $t$ in an RLC circuit that has $R=4 \Omega, L=4 \mathrm{H}, C=\frac{1}{17} \mathrm{~F}$, and $E=E_{0} \mathrm{~V}$, where $E_{0}$ is constant. What happens to the charge on the capacitor as $t \rightarrow+\infty$ ? Describe the behavior of the current in the circuit.
2. Determine the steady-state current in the RLC circuit that has $R=\frac{3}{2} \Omega, L=\frac{1}{2} \mathrm{H}, C=\frac{2}{3} \mathrm{~F}$, and $E(t)=13 \cos 3 t \mathrm{~V}$.
3. Consider the RLC circuit with $E(t)=E_{0} \cos \omega t \mathrm{~V}$, where $E_{0}$ and $\omega$ are constants. If there is no resistor in the circuit, show that the charge on the capacitor satisfies

$$
\lim _{t \rightarrow \infty} q(t)=+\infty
$$

if and only if $\omega=\frac{1}{\sqrt{L C}}$. What happens to the current in the circuit as $t \rightarrow+\infty$ ?
4. Consider the RLC circuit with $R=3 \Omega, L=\frac{1}{2} \mathrm{H}$, $C=\frac{1}{5} \mathrm{~F}$, and $E(t)=2 \cos \omega t \mathrm{~V}$. Determine the current in the circuit at time $t$, and find the value of $\omega$ that maximizes the amplitude of the steady-state current.
5. Consider the RLC circuit with $R=16 \Omega, L=8 \mathrm{H}$, $C=\frac{1}{40} \mathrm{~F}$, and $E(t)=17 \cos 2 t \mathrm{~V}$. Determine the current in the circuit for $t>0$, given that at $t=0$, the capacitor is uncharged and there is no current flowing.
6. Show that the differential equation governing the behavior of an RLC circuit can be written directly in terms of the current $i(t)$ has

$$
\frac{d^{2} i}{d t^{2}}+\frac{R}{L} \frac{d i}{d t}+\frac{1}{L C} i=\frac{1}{L} \frac{d E}{d t} .
$$

7. Determine the current in the general RLC circuit with $R^{2}<4 L / C$, if $E(t)=E_{0} e^{-a t}$, where $E_{0}, a$ are constants.
8. Consider the RLC circuit with $R=2 \Omega, L=\frac{1}{2} \mathrm{H}$, $C=\frac{2}{5}$ F. Initially, the capacitor is uncharged, and there is no current flowing in the circuit. Determine the current for $t>0$, if the applied EMF is (see Figure 8.6.3)

$$
E(t)= \begin{cases}50 t, & 0 \leq t<\pi, \\ 50 \pi, & t \geq \pi\end{cases}
$$



Figure 8.6.3: EMF for Problem 8.

### 8.7 The Variation of Parameters Method

The method of undetermined coefficients has two severe limitations. Firstly, it is only applicable to differential equations with constant coefficients, and secondly, it can only be applied to differential equations whose nonhomogeneous terms are of the form described in Section 8.3. For example, we could not use the method of undetermined coefficients to find a particular solution to the differential equation

$$
y^{\prime \prime}+4 y^{\prime}-6 y=x^{2} \ln x .
$$

In this section, we introduce a very powerful technique, called the variation-ofparameters method, for obtaining particular solutions to second-order linear nonhomogeneous differential equations, assuming that we know the general solution to the associated homogeneous equation. Unlike the method of undetermined coefficients, the variation-of-parameters method is not restricted to differential equation with constant coefficients, and, at least in theory, the actual form of the nonhomogeneous term is immaterial. We will begin by considering the second-order case, since the generalization to $n$ th-order will then be fairly straightforward.

Consider the second-order linear nonhomogeneous differential equation

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=F, \tag{8.7.1}
\end{equation*}
$$

where we assume that $a_{1}, a_{2}$, and $F$ are continuous on an interval $I$. Suppose that $y=y_{1}(x)$ and $y=y_{2}(x)$ are two linearly independent solutions to the associated homogeneous equation

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=0 \tag{8.7.2}
\end{equation*}
$$

on $I$, so that the general solution to Equation (8.7.2) on $I$ is

$$
y_{c}(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x) .
$$

The variation-of-parameters method consists of replacing the constants $c_{1}$ and $c_{2}$ by functions $u_{1}(x)$ and $u_{2}(x)$ (that is, we allow the parameters $c_{1}$ and $c_{2}$ to vary) determined in such a way that the resulting function

$$
\begin{equation*}
y_{p}(x)=u_{1}(x) y_{1}(x)+u_{2}(x) y_{2}(x) \tag{8.7.3}
\end{equation*}
$$

is a particular solution to Equation (8.7.1). Differentiating Equation (8.7.3) with respect to $x$ yields

$$
y_{p}^{\prime}=u_{1}^{\prime} y_{1}+u_{1} y_{1}^{\prime}+u_{2}^{\prime} y_{2}+u_{2} y_{2}^{\prime} .
$$

It is tempting to differentiate this expression once more and then substitute into Equation (8.7.1) to determine $u_{1}$ and $u_{2}$. However, if we did this, the resulting expression for $y_{p}^{\prime \prime}$ would involve second derivatives of $u_{1}$ and $u_{2}$, and hence, we would have complicated our problem. Since $y_{p}$ contains two unknown functions, whereas Equation (8.7.1) gives only one condition for determining them, we have the freedom to impose a further constraint on $u_{1}$ and $u_{2}$. In order to eliminate second derivatives of $u_{1}$ and $u_{2}$ arising in $y_{p}^{\prime \prime}$, we try for solutions of the form (8.7.3) satisfying the constraint

$$
\begin{equation*}
u_{1}^{\prime} y_{1}+u_{2}^{\prime} y_{2}=0 \text {. } \tag{8.7.4}
\end{equation*}
$$

The expression for $y_{p}^{\prime}$ then reduces to

$$
y_{p}^{\prime}=u_{1} y_{1}^{\prime}+u_{2} y_{2}^{\prime},
$$

so that

$$
y_{p}^{\prime \prime}=u_{1}^{\prime} y_{1}^{\prime}+u_{1} y_{1}^{\prime \prime}+u_{2}^{\prime} y_{2}^{\prime}+u_{2} y_{2}^{\prime \prime}
$$

Substituting into Equation (8.7.1) and collecting terms yields

$$
u_{1}\left(y_{1}^{\prime \prime}+a_{1} y_{1}^{\prime}+a_{2} y_{1}\right)+u_{2}\left(y_{2}^{\prime \prime}+a_{1} y_{2}^{\prime}+a_{2} y_{2}\right)+\left(u_{1}^{\prime} y_{1}^{\prime}+u_{2}^{\prime} y_{2}^{\prime}\right)=F(x)
$$

The terms multiplying $u_{1}$ and $u_{2}$ vanish, since $y_{1}$ and $y_{2}$ each solve $y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=0$. We therefore require that

$$
\begin{equation*}
u_{1}^{\prime} y_{1}^{\prime}+u_{2}^{\prime} y_{2}^{\prime}=F \tag{8.7.5}
\end{equation*}
$$

Consequently, $y_{p}(x)=u_{1}(x) y_{1}(x)+u_{2}(x) y_{2}(x)$ is a solution to Equation (8.7.1), provided that $u_{1}$ and $u_{2}$ satisfy Equations (8.7.4) and (8.7.5). That is,

$$
\begin{equation*}
y_{1} u_{1}^{\prime}+y_{2} u_{2}^{\prime}=0 \quad \text { and } \quad y_{1}^{\prime} u_{1}^{\prime}+y_{2}^{\prime} u_{2}^{\prime}=F . \tag{8.7.6}
\end{equation*}
$$

This is a linear system of equations for the unknowns $u_{1}^{\prime}$ and $u_{2}^{\prime}$. The matrix of coefficients of this system has determinant

$$
\left|\begin{array}{ll}
y_{1} & y_{2} \\
y_{1}^{\prime} & y_{2}^{\prime}
\end{array}\right|
$$

which is the Wronskian, $W\left[y_{1}, y_{2}\right](x)$, of $y_{1}$ and $y_{2}$. Since $y_{1}$ and $y_{2}$ are linearly independent on $I, W\left[y_{1}, y_{2}\right](x)$ is nonzero on $I$ and hence the system (8.7.6) has a unique solution for $u_{1}^{\prime}$ and $u_{2}^{\prime}$. Indeed, applying Cramer's rule to (8.7.6) yields

$$
u_{1}^{\prime}(x)=-\frac{y_{2}(x) F(x)}{W\left[y_{1}, y_{2}\right](x)}, \quad u_{2}^{\prime}(x)=\frac{y_{1}(x) F(x)}{W\left[y_{1}, y_{2}\right](x)}
$$

which can be integrated directly to obtain

$$
\begin{equation*}
u_{1}(x)=-\int_{x_{0}}^{x} \frac{y_{2}(t) F(t)}{W\left[y_{1}, y_{2}\right](t)} d t, \quad u_{2}(x)=\int_{x_{0}}^{x} \frac{y_{1}(t) F(t)}{W\left[y_{1}, y_{2}\right](t)} d t \tag{8.7.7}
\end{equation*}
$$

where $x_{0} \in I$. We have therefore established the next theorem.

## Theorem 8.7.1 (Variation-of-Parameters Method)

Consider

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=F \tag{8.7.8}
\end{equation*}
$$

where $a_{1}, a_{2}$, and $F$ are assumed to be (at least) continuous on the interval $I$. Let $y_{1}$ and $y_{2}$ be linearly independent solutions to the associated homogeneous equation

$$
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=0
$$

on $I$. Then a particular solution to Equation (8.7.8) is

$$
y_{p}=u_{1} y_{1}+u_{2} y_{2}
$$

where $u_{1}$ and $u_{2}$ satisfy

$$
y_{1} u_{1}^{\prime}+y_{2} u_{2}^{\prime}=0 \quad \text { and } \quad y_{1}^{\prime} u_{1}^{\prime}+y_{2}^{\prime} u_{2}^{\prime}=F
$$

Example 8.7.2 Solve $y^{\prime \prime}+y=\sec x$.
Solution: Two linearly independent solutions to the associated homogeneous equation are $y_{1}(x)=\cos x$ and $y_{2}(x)=\sin x$. Thus, a particular solution to the given differential equation is

$$
\begin{equation*}
y_{p}(x)=u_{1} y_{1}+u_{2} y_{2}=u_{1} \cos x+u_{2} \sin x, \tag{8.7.9}
\end{equation*}
$$

where $u_{1}$ and $u_{2}$ satisfy

$$
\begin{aligned}
\cos x u_{1}^{\prime}+\sin x u_{2}^{\prime} & =0 \\
-\sin x u_{1}^{\prime}+\cos x u_{2}^{\prime} & =\sec x
\end{aligned}
$$

Applying Cramer's rule, the solution to this system is

$$
u_{1}^{\prime}=\frac{\left|\begin{array}{cc}
0 & \sin x \\
\sec x & \cos x
\end{array}\right|}{\left|\begin{array}{cc}
\cos x & \sin x \\
-\sin x & \cos x
\end{array}\right|}=-\sin x \sec x, \quad u_{2}^{\prime}=\frac{\left|\begin{array}{cc}
\cos x & 0 \\
-\sin x & \sec x
\end{array}\right|}{\left|\begin{array}{cc}
\cos x & \sin x \\
-\sin x & \cos x
\end{array}\right|}=\cos x \sec x=1 .
$$

Consequently,

$$
u_{1}(x)=-\int \sin x \sec x d x=-\int \frac{\sin x}{\cos x} d x=\ln |\cos x|
$$

and

$$
u_{2}(x)=\int 1 d x=x
$$

where we have set the integration constants to zero, since we only require one particular solution. Substitution into Equation (8.7.9) yields

$$
y_{p}(x)=\cos x \cdot \ln |\cos x|+x \sin x
$$

so that the general solution to the given differential equation is

$$
y(x)=c_{1} \cos x+c_{2} \sin x+\cos x \cdot \ln |\cos x|+x \sin x .
$$

Example 8.7.3 Solve $y^{\prime \prime}+4 y^{\prime}+4 y=e^{-2 x} \ln x, \quad x>0$.
Solution: In this case, two linearly independent solutions to the associated homogeneous equation are $y_{1}(x)=e^{-2 x}$ and $y_{2}(x)=x e^{-2 x}$, and hence, we seek a particular solution to the given differential equation of the form

$$
y_{p}(x)=u_{1} e^{-2 x}+u_{2} x e^{-2 x},
$$

where $u_{1}$ and $u_{2}$ satisfy

$$
\begin{aligned}
e^{-2 x} u_{1}^{\prime}+x e^{-2 x} u_{2}^{\prime} & =0 \\
-2 e^{-2 x} u_{1}^{\prime}+e^{-2 x}(1-2 x) u_{2}^{\prime} & =e^{-2 x} \ln x
\end{aligned}
$$

The solution to this system is

$$
u_{1}^{\prime}=-x \ln x, \quad u_{2}^{\prime}=\ln x .
$$

Integrating both of these expressions by parts (and setting the integration constants to zero), we obtain

$$
u_{1}(x)=\frac{1}{4} x^{2}(1-2 \ln x), \quad u_{2}(x)=x(\ln x-1) .
$$

Thus,

$$
y_{p}(x)=\frac{1}{4} x^{2} e^{-2 x}(1-2 \ln x)+x^{2} e^{-2 x}(\ln x-1) .
$$

That is,

$$
y_{p}(x)=\frac{1}{4} x^{2} e^{-2 x}(2 \ln x-3) .
$$

Consequently, the general solution to the given differential equation is

$$
y(x)=e^{-2 x}\left[c_{1}+c_{2} x+\frac{1}{4} x^{2}(2 \ln x-3)\right] .
$$

Sometimes we can use a combination of the variation-of-parameters method and the method of undetermined coefficients to obtain a particular solution to a differential equation. We illustrate this with an example.

Example 8.7.4 Determine the general solution to the differential equation

$$
\begin{equation*}
y^{\prime \prime}+9 y=6 \cot ^{2} 3 x+5 e^{2 x}, \quad 0<x<\pi / 6 . \tag{8.7.10}
\end{equation*}
$$

Solution: The complementary function for the given differential equation is

$$
y_{c}(x)=c_{1} \cos 3 x+c_{2} \sin 3 x .
$$

Application of the variation-of-parameters technique directly to the differential equation (8.7.10) leads to some rather nasty integrals arising from the $e^{2 x}$ term in the right-hand side of the differential equation (8.7.10). However, if we determine a particular solution to each of the differential equations

$$
\begin{equation*}
y^{\prime \prime}+9 y=6 \cot ^{2} 3 x \tag{8.7.11}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{\prime \prime}+9 y=5 e^{2 x} \tag{8.7.12}
\end{equation*}
$$

then Theorem 8.1.10 can be applied to conclude that the sum of these two solutions will itself be a particular solution to Equation (8.7.10). The key point is that Equation (8.7.12) can be solved easily using the method of undetermined coefficients, and therefore, we have alleviated the problem of evaluating the integrals mentioned previously. Consider first Equation (8.7.11). According to the variation-of-parameters method, there is a particular solution to this differential equation of the form

$$
y_{p_{1}}(x)=u_{1} \cos 3 x+u_{2} \sin 3 x,
$$

where $u_{1}$ and $u_{2}$ satisfy

$$
\begin{aligned}
\cos 3 x u_{1}^{\prime}+\sin 3 x u_{2}^{\prime} & =0, \\
-\sin 3 x u_{1}^{\prime}+\cos 3 x u_{2}^{\prime} & =2 \cot ^{2} 3 x .
\end{aligned}
$$

Solving this system of equations yields

$$
u_{1}^{\prime}=-2 \cot ^{2} 3 x \sin 3 x, \quad u_{2}^{\prime}=2 \cot ^{2} 3 x \cos 3 x .
$$

Consequently, using the trigonometric identity $\cot ^{2} \theta=\csc ^{2} \theta-1$ and integration formulas,

$$
\begin{aligned}
u_{1} & =-2 \int \cot ^{2} 3 x \sin 3 x d x=-2 \int(\csc 3 x-\sin 3 x) d x \\
& =-\frac{2}{3}[\ln (\csc 3 x-\cot 3 x)+\cos 3 x]
\end{aligned}
$$

and

$$
\begin{aligned}
u_{2} & =2 \int \cot ^{2} 3 x \cos 3 x d x=2 \int\left(\frac{\cos 3 x}{\sin ^{2} 3 x}-\cos 3 x\right) d x \\
& =-\frac{2}{3}(\csc 3 x+\sin 3 x)
\end{aligned}
$$

Therefore,

$$
y_{p_{1}}(x)=-\frac{2}{3} \cos 3 x[\ln (\csc 3 x-\cot 3 x)+\cos 3 x]-\frac{2}{3} \sin 3 x(\csc 3 x+\sin 3 x),
$$

which simplifies to

$$
y_{p_{1}}(x)=-\frac{2}{3}[\cos 3 x \ln (\csc 3 x-\cot 3 x)+2] .
$$

Next consider Equation (8.7.12). An appropriate trial solution for this differential equation is

$$
y_{p_{2}}(x)=A_{0} e^{2 x},
$$

and substitution into Equation (8.7.12) yields $A_{0}=5 / 13$. Consequently, a particular solution to Equation (8.7.12) is

$$
y_{p_{2}}(x)=\frac{5}{13} e^{2 x} .
$$

It follows directly from Theorem 8.1.10 that a particular solution to Equation (8.7.10) is

$$
y_{p}(x)=y_{p_{1}}(x)+y_{p_{2}}(x)=-\frac{2}{3}[\cos 3 x \ln (\csc 3 x-\cot 3 x)+2]+\frac{5}{13} e^{2 x} .
$$

The general solution to Equation (8.7.10) is therefore

$$
y(x)=c_{1} \cos 3 x+c_{2} \sin 3 x-\frac{2}{3}[\cos 3 x \ln (\csc 3 x-\cot 3 x)+2]+\frac{5}{13} e^{2 x} .
$$

## Green's Functions

According to Theorem 8.7.1, a particular solution to the differential equation

$$
\begin{equation*}
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=F, \quad x \in I, \tag{8.7.13}
\end{equation*}
$$

where $a_{1}, a_{2}, F$ are continuous on $I$, is

$$
\begin{equation*}
y_{p}(x)=u_{1}(x) y_{1}(x)+u_{2}(x) y_{2}(x) . \tag{8.7.14}
\end{equation*}
$$

Substituting the expressions for $u_{1}$ and $u_{2}$ obtained in (8.7.7) gives

$$
y_{p}(x)=-y_{1}(x) \int_{x_{0}}^{x} \frac{y_{2}(t) F(t)}{W\left[y_{1}, y_{2}\right](t)} d t+y_{2}(x) \int_{x_{0}}^{x} \frac{y_{1}(t) F(t)}{W\left[y_{1}, y_{2}\right](t)} d t .
$$

The two terms on the right-hand side of the preceding equation can be combined to obtain

$$
y_{p}(x)=\int_{x_{0}}^{x}\left\{\frac{y_{1}(t) y_{2}(x)-y_{2}(t) y_{1}(x)}{W\left[y_{1}, y_{2}\right](t)}\right\} F(t) d t,
$$

which we write as

$$
\begin{equation*}
y_{p}(x)=\int_{x_{0}}^{x} K(x, t) F(t) d t, \tag{8.7.15}
\end{equation*}
$$

where

$$
\begin{equation*}
K(x, t)=\frac{y_{1}(t) y_{2}(x)-y_{2}(t) y_{1}(x)}{W\left[y_{1}, y_{2}\right](t)} . \tag{8.7.16}
\end{equation*}
$$

The function $K(x, t)$ is called a Green's function for the problem. We see that it depends only on the solutions to the associated homogeneous problem and not on the nonhomogeneous term $F(x)$.

Example 8.7.5 Use a Green's function to determine a particular solution to the differential equation

$$
y^{\prime \prime}+16 y=F(x) .
$$

Solution: Two linearly independent solutions to the associated homogeneous differential equation are

$$
y_{1}(x)=\cos 4 x \quad \text { and } \quad y_{2}(x)=\sin 4 x
$$

with Wronskian

$$
W\left[y_{1}, y_{2}\right](x)=(\cos 4 x)(4 \cos 4 x)-(\sin 4 x)(-4 \sin 4 x)=4 .
$$

Substitution into (8.7.16) yields

$$
K(x, t)=\frac{1}{4}(\cos 4 t \sin 4 x-\sin 4 t \cos 4 x)=\frac{1}{4} \sin [4(x-t)] .
$$

Consequently, from (8.7.15),

$$
y_{p}(x)=\frac{1}{4} \int_{x_{0}}^{x} \sin [4(x-t)] F(t) d t .
$$

The general solution to the given differential equation can therefore be expressed as

$$
y(x)=c_{1} \cos 4 x+c_{2} \sin 4 x+\frac{1}{4} \int_{x_{0}}^{x} \sin [4(x-t)] F(t) d t .
$$

## Generalization to Higher Order

We now consider the generalization of the variation-of-parameters method to linear nonhomogeneous differential equations of arbitrary order $n$. In this case, the basic equation is

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=F(x), \tag{8.7.17}
\end{equation*}
$$

where we assume that the functions $a_{1}, a_{2}, \ldots, a_{n}$ and $F$ are at least continuous on the interval $I$. Let $\left\{y_{1}(x), y_{2}(x), \ldots, y_{n}(x)\right\}$ be a linearly independent set of solutions to the
associated homogeneous equation

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=0 \tag{8.7.18}
\end{equation*}
$$

on $I$, so that the general solution to Equation (8.7.18) on $I$ is

$$
y_{c}(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+\cdots+c_{n} y_{n}(x)
$$

We now look for a particular solution to Equation (8.7.17) of the form

$$
\begin{equation*}
y_{p}(x)=u_{1}(x) y_{1}(x)+u_{2}(x) y_{2}(x)+\cdots+u_{n}(x) y_{n}(x) . \tag{8.7.19}
\end{equation*}
$$

The idea is to substitute this expression for $y_{p}$ into Equation (8.7.17) and choose the functions $u_{1}, u_{2}, \ldots, u_{n}$ so that the resulting $y_{p}$ is indeed a solution. However, Equation (8.7.17) will only give one constraint on the functions $u_{1}, u_{2}, \ldots, u_{n}$ and their derivatives. Since we have $n$ functions, we might expect that we can impose $n-1$ further constraints on these functions. Following the steps taken in the second-order case, we differentiate $y_{p}$ a total of $n$ times, while imposing the constraint that the sum of the terms involving derivatives of the $u_{1}, u_{2}, \ldots, u_{n}$ that arise at each stage (except the last) should equal zero. For example, at the first stage, we obtain

$$
y_{p}^{\prime}=u_{1} y_{1}^{\prime}+u_{1}^{\prime} y_{1}+u_{2} y_{2}^{\prime}+u_{2}^{\prime} y_{2}+\cdots+u_{n} y_{n}^{\prime}+u_{n}^{\prime} y_{n}
$$

and so, we impose the constraint

$$
u_{1}^{\prime} y_{1}+u_{2}^{\prime} y_{2}+\cdots+u_{n}^{\prime} y_{n}=0,
$$

in which case the foregoing expression for $y_{p}^{\prime}$ reduces to

$$
y_{p}^{\prime}=u_{1} y_{1}^{\prime}+u_{2} y_{2}^{\prime}+\cdots+u_{n} y_{n}^{\prime} .
$$

Continuing in this manner leads to the following expressions for $y_{p}$ and its derivatives:

$$
\begin{array}{ll}
y_{p}=u_{1} y_{1}+u_{2} y_{2} & +\cdots+u_{n} y_{n}, \\
y_{p}^{\prime}=u_{1} y_{1}^{\prime}+u_{2} y_{2}^{\prime} & +\cdots+u_{n} y_{n}^{\prime},
\end{array}
$$

$$
\begin{equation*}
\vdots \tag{8.7.20}
\end{equation*}
$$

$$
y_{p}^{(n)}=u_{1} y_{1}^{(n)}+u_{2} y_{2}^{(n)}+\cdots+u_{n} y_{n}^{(n)}+\left[u_{1}^{\prime} y_{1}^{(n-1)}+u_{2}^{\prime} y_{2}^{(n-1)}+\cdots+u_{n}^{\prime} y_{n}^{(n-1)}\right]
$$

together with the corresponding constraint conditions

$$
\begin{array}{cccc}
u_{1}^{\prime} y_{1} & +u_{2}^{\prime} y_{2} & +\cdots+u_{n}^{\prime} y_{n} & =0, \\
u_{1}^{\prime} y_{1}^{\prime} & +u_{2}^{\prime} y_{2}^{\prime} & +\cdots+u_{n}^{\prime} y_{n}^{\prime}= & =0, \\
\vdots & & &  \tag{8.7.21}\\
u_{1}^{\prime} y_{1}^{(n-2)}+u_{2}^{\prime} y_{2}^{(n-2)}+\cdots+u_{n}^{\prime} y_{n}^{(n-2)} & =0 .
\end{array}
$$

Substitution from (8.7.20) into (8.7.17) yields the following condition in order for $y_{p}$ to be a solution [simply multiply each equation in (8.7.20) by the appropriate $a_{i}$ and add the elements in each column]:

$$
\begin{aligned}
u_{1} & {\left[y_{1}^{(n)}+a_{1} y_{1}^{(n-1)}+\cdots+a_{n-1} y_{1}^{\prime}+a_{n} y_{1}\right] } \\
& +u_{2}\left[y_{2}^{(n)}+a_{1} y_{2}^{(n-1)}+\cdots+a_{n-1} y_{2}^{\prime}+a_{n} y_{2}\right]+\cdots \\
& +u_{n}\left[y_{n}^{(n)}+a_{1} y_{n}^{(n-1)}+\cdots+a_{n-1} y_{n}^{\prime}+a_{n} y_{n}\right] \\
& +\left[u_{1}^{\prime} y_{1}^{(n-1)}+u_{2}^{\prime} y_{2}^{(n-1)}+\cdots+u_{n}^{\prime} y_{n}^{(n-1)}\right]=F(x)
\end{aligned}
$$

The terms in each of the brackets, except the last, vanish, since $y_{1}, y_{2}, \ldots, y_{n}$ are solutions of Equation (8.7.18). We are therefore left with the condition

$$
u_{1}^{\prime} y_{1}^{(n-1)}+u_{2}^{\prime} y_{2}^{(n-1)}+\cdots+u_{n}^{\prime} y_{n}^{(n-1)}=F(x) .
$$

Combining this with the constraints given in (8.7.21) leads to the following linear system of equations for determining $u_{1}^{\prime}, u_{2}^{\prime}, \ldots, u_{n}^{\prime}$ :

$$
\begin{align*}
& y_{1} u_{1}^{\prime}+y_{2} u_{2}^{\prime}+\cdots+y_{n} u_{n}^{\prime}=0, \\
& y_{1}^{\prime} u_{1}^{\prime}+y_{2}^{\prime} u_{2}^{\prime}+\cdots+y_{n}^{\prime} u_{n}^{\prime}=0, \\
& \text { : }  \tag{8.7.22}\\
& y_{1}^{(n-2)} u_{1}^{\prime}+y_{2}^{(n-2)} u_{2}^{\prime}+\cdots+y_{n}^{(n-2)} u_{n}^{\prime}=0 \text {, } \\
& y_{1}^{(n-1)} u_{1}^{\prime}+y_{2}^{(n-1)} u_{2}^{\prime}+\cdots+y_{n}^{(n-1)} u_{n}^{\prime}=F(x) \text {. }
\end{align*}
$$

The determinant of the matrix of coefficients of this system is the Wronskian of the functions $y_{1}, y_{2}, \ldots, y_{n}$, which is necessarily nonzero on $I$ since $y_{1}, y_{2}, \ldots, y_{n}$ are linearly independent on $I$. Consequently, the system (8.7.22) has a unique solution for the derivatives $u_{1}^{\prime}, u_{2}^{\prime}, \ldots, u_{n}^{\prime}$, from which we can determine $u_{1}, u_{2}, \ldots, u_{n}$ by integration. Having found the functions $u_{1}, u_{2}, \ldots, u_{n}$, we can obtain $y_{p}$ by substitution into Equation (8.7.19).

## Theorem 8.7.6 Variation-of-Parameters

Consider

$$
\begin{equation*}
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1} y^{\prime}+a_{n}(x) y=F(x), \tag{8.7.23}
\end{equation*}
$$

where $a_{1}, a_{2}, \ldots, a_{n}, F$ are assumed to be (at least) continuous on the interval $I$. Let $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ be a linearly independent set of solutions to the associated homogeneous equation

$$
y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y=0
$$

on $I$. Then a particular solution to Equation (8.7.23) is

$$
y_{p}=u_{1} y_{1}+u_{2} y_{2}+\cdots+u_{n} y_{n},
$$

where the functions $u_{1}, u_{2}, \ldots, u_{n}$ satisfy (8.7.22).

Example 8.7.7 Determine the general solution to

$$
\begin{equation*}
y^{\prime \prime \prime}-3 y^{\prime \prime}+3 y^{\prime}-y=36 e^{x} \ln x \tag{8.7.24}
\end{equation*}
$$

Solution: In this case, the auxiliary polynomial of the associated homogeneous equation is

$$
P(r)=r^{3}-3 r^{2}+3 r-1=(r-1)^{3}
$$

so that three linearly independent solutions are

$$
y_{1}(x)=e^{x}, \quad y_{2}(x)=x e^{x}, \quad y_{3}(x)=x^{2} e^{x} .
$$

According to the variation-of-parameters method, there is a particular solution to Equation (8.7.24) of the form

$$
\begin{equation*}
y_{p}(x)=e^{x} u_{1}(x)+x e^{x} u_{2}(x)+x^{2} e^{x} u_{3}(x), \tag{8.7.25}
\end{equation*}
$$

where $u_{1}, u_{2}$, and $u_{3}$ satisfy (8.7.22), which, in this case (after division by $e^{x}$ ), assumes the form

$$
\begin{aligned}
& u_{1}^{\prime}+x u_{2}^{\prime}+\quad x^{2} u_{3}^{\prime}=0, \\
& u_{1}^{\prime}+(x+1) u_{2}^{\prime}+\left(x^{2}+2 x\right) u_{3}^{\prime}=0, \\
& u_{1}^{\prime}+(x+2) u_{2}^{\prime}+\left(x^{2}+4 x+2\right) u_{3}^{\prime}=36 \ln x .
\end{aligned}
$$

Since we have more than two variables in the system it is more efficient to use Gaussian elimination, rather than Cramer's rule, to determine the solution. We therefore reduce the augmented matrix of the system to row-echelon form:

$$
\begin{aligned}
& {\left[\begin{array}{ccc|c}
1 & x & x^{2} & 0 \\
1 & x+1 & x^{2}+2 x & 0 \\
1 & x+2 & x^{2}+4 x+2 & 36 \ln x
\end{array}\right] \sim\left[\begin{array}{ccc|c}
1 & x & x^{2} & 0 \\
0 & 1 & 2 x & 0 \\
0 & 2 & 4 x+2 & 36 \ln x
\end{array}\right]} \\
& \quad \sim\left[\begin{array}{ccc|c}
1 & x & x^{2} & 0 \\
0 & 1 & 2 x & 0 \\
0 & 0 & 2 & 36 \ln x
\end{array}\right] \sim\left[\begin{array}{ccc|c}
1 & x & x^{2} & 0 \\
0 & 1 & 2 x & 0 \\
0 & 0 & 1 & 18 \ln x
\end{array}\right] .
\end{aligned}
$$

Consequently,

$$
u_{1}^{\prime}=18 x^{2} \ln x, \quad u_{2}^{\prime}=-36 x \ln x, \quad u_{3}^{\prime}=18 \ln x .
$$

By integrating, we obtain

$$
\begin{aligned}
& u_{1}(x)=18 \int x^{2} \ln x d x=2 x^{3}(3 \ln x-1), \\
& u_{2}(x)=-36 \int x \ln x d x=9 x^{2}(1-2 \ln x), \\
& u_{3}(x)=18 \int \ln x d x=18 x(\ln x-1),
\end{aligned}
$$

where we have set the integration constants to zero without loss of generality. Substituting these expressions for $u_{1}, u_{2}$, and $u_{3}$ into Equation (8.7.25) yields the particular solution

$$
y_{p}(x)=x^{3} e^{x}(6 \ln x-11) .
$$

The general solution to the given differential equation is therefore

$$
y(x)=e^{x}\left[c_{1}+c_{2} x+c_{3} x^{2}+x^{3}(6 \ln x-11)\right] .
$$

## Exercises for 8.7

## Key Terms

Variation-of-parameters, Green's function.

## Skills

- Be able to use the variation-of-parameters method to find the general solution to an $n$ th-order linear differential equation.
- Be able to use a Green's function to determine a particular solution to a given differential equation.


## True-False Review

For Questions (a)-(c), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The functions $u_{1}(x)$ and $u_{2}(x)$ arising in the particular solution (8.7.3) to (8.7.1) satisfy

$$
u_{1}^{\prime}(x) y_{1}^{\prime}(x)+u_{2}^{\prime}(x) y_{2}^{\prime}(x)=F(x),
$$

where $y_{1}$ and $y_{2}$ are linearly independent solutions to (8.7.2).
(b) The variation-of-parameters method seeks a particular solution to (8.7.17) of the form
$y_{p}(x)=u_{1}(x) y_{1}(x)+u_{2}(x) y_{2}(x)+\cdots+u_{n}(x) y_{n}(x)$,
where $y_{1}, y_{2}, \ldots, y_{n}$ are any $n$ solutions to the associated homogeneous differential equation (8.7.18).
(c) The functions $u_{1}(x), u_{2}(x), \ldots, u_{n}(x)$ arising in the particular solution (8.7.19) to the differential equation (8.7.17) are uniquely determined by the variation-ofparameters method.

## Problems

For Problems 1-22, use the variation-of-parameters method to find the general solution to the given differential equation.

1. $y^{\prime \prime}-6 y^{\prime}+9 y=4 e^{3 x} \ln x, \quad x>0$.
2. $y^{\prime \prime}+4 y^{\prime}+4 y=x^{-2} e^{-2 x}, \quad x>0$.
3. $y^{\prime \prime}+9 y=18 \sec ^{3}(3 x), \quad|x|<\pi / 6$.
4. $y^{\prime \prime}+6 y^{\prime}+9 y=\frac{2 e^{-3 x}}{x^{2}+1}$.
5. $y^{\prime \prime}-4 y=\frac{8}{e^{2 x}+1}$.
6. $y^{\prime \prime}-4 y^{\prime}+5 y=e^{2 x} \tan x, \quad 0<x<\pi / 2$.
7. $y^{\prime \prime}+9 y=\frac{36}{4-\cos ^{2}(3 x)}$.
8. $y^{\prime \prime}-10 y^{\prime}+25 y=\frac{2 e^{5 x}}{4+x^{2}}$.
9. $y^{\prime \prime}-6 y^{\prime}+13 y=4 e^{3 x} \sec ^{2}(2 x), \quad|x|<\pi / 4$.
10. $y^{\prime \prime}+y=\sec x+4 e^{x}, \quad|x|<\pi / 2$.
11. $y^{\prime \prime}+y=\csc x+2 x^{2}+5 x+1, \quad 0<x<\pi$.
12. $y^{\prime \prime}-y=2 \tanh x$.
13. $y^{\prime \prime}-2 m y^{\prime}+m^{2} y=e^{m x} /\left(1+x^{2}\right)$, $m$ constant.
14. $y^{\prime \prime}-2 y^{\prime}+y=4 e^{x} x^{-3} \ln x, \quad x>0$.
15. $y^{\prime \prime}+2 y^{\prime}+y=\frac{e^{-x}}{\sqrt{4-x^{2}}}, \quad|x|<2$.
16. $y^{\prime \prime}+2 y^{\prime}+17 y=\frac{64 e^{-x}}{3+\sin ^{2}(4 x)}$.
17. $y^{\prime \prime}+4 y^{\prime}+4 y=\frac{4 e^{-2 x}}{1+x^{2}}+2 x^{2}-1$.
18. $y^{\prime \prime}+4 y^{\prime}+4 y=15 e^{-2 x} \ln x+25 \cos x, \quad x>0$.
19. $y^{\prime \prime \prime}-3 y^{\prime \prime}+3 y^{\prime}-y=2 x^{-2} e^{x}, \quad x>0$.
20. $y^{\prime \prime \prime}-6 y^{\prime \prime}+12 y^{\prime}-8 y=36 e^{2 x} \ln x$.
21. $y^{\prime \prime \prime}+3 y^{\prime \prime}+3 y^{\prime}+y=\frac{2 e^{-x}}{1+x^{2}}$.
22. $y^{\prime \prime \prime}-6 y^{\prime \prime}+9 y^{\prime}=12 e^{3 x}$. Suggest a better method for solving this problem.

For Problems 23-26, use a Green's function to determine a particular solution to the given differential equation.
23. $y^{\prime \prime}-y=F(x)$.
24. $y^{\prime \prime}+5 y^{\prime}+4 y=F(x)$.
25. $y^{\prime \prime}+y^{\prime}-2 y=F(x)$.
26. $y^{\prime \prime}+4 y^{\prime}-12 y=F(x)$.

For Problems 27-28, use a Green's function to solve the given initial-value problem.
[Hint: Choose $x_{0}=0$.]
27. $y^{\prime \prime}-4 y^{\prime}+4 y=5 x e^{2 x}, \quad y(0)=1, \quad y^{\prime}(0)=0$.
28. $y^{\prime \prime}+y=\sec x, \quad y(0)=0, \quad y^{\prime}(0)=1$.
29. Determine a Green's function for

$$
\begin{equation*}
y^{\prime \prime}-2 a y^{\prime}+a^{2} y=F(x) \tag{8.7.26}
\end{equation*}
$$

where $a$ is a constant, and use it to find a particular solution to (8.7.26) when (in each case, $\alpha, \beta$ are constants):
(a) $F(x)=\frac{\alpha e^{a x}}{x^{2}+\beta^{2}}$.
(b) $F(x)=\frac{\alpha e^{a x}}{\sqrt{\beta^{2}-x^{2}}}, \quad|x|<\beta$.
(c) $F(x)=e^{a x} x^{\alpha} \ln x, \quad x>0$.
30. Consider the differential equation $y^{\prime \prime}+y=F(x)$, where $F$ is continuous on the interval $[a, b]$. If $x_{0} \in(a, b)$, show that the solution to the initial-value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}+y=F(x), \\
y\left(x_{0}\right)=y_{0},
\end{array} y^{\prime}\left(x_{0}\right)=y_{1}\right.
$$

is

$$
\begin{aligned}
y(x)= & y_{0} \cos \left(x-x_{0}\right)+y_{1} \sin \left(x-x_{0}\right) \\
& +\int_{x_{0}}^{x} F(t) \sin (x-t) d t
\end{aligned}
$$

31. If $F$ is continuous on the interval $[a, b]$, use the variation-of-parameters technique to show that a particular solution to

$$
(D-r)^{3} y=F(x), \quad r \text { constant }
$$

is

$$
y_{p}(x)=\frac{1}{2} \int_{a}^{x} F(t)(x-t)^{2} e^{r(x-t)} d t
$$

32. (a) Use Cramer's rule to show that the solution to the system (8.7.22) can be written in the form
$u_{k}^{\prime}=\frac{F(x) W_{k}(x)}{W\left[y_{1}, y_{2}, \ldots, y_{n}\right](x)}, \quad k=1,2, \ldots, n$, where $W_{k}(x)$ denotes the determinant that is obtained when the $k$ th column of
$W\left[y_{1}, y_{2}, \ldots, y_{n}\right](x)$ is replaced by

(b) Use your result from (a) to show that a particular solution to Equation (8.7.23) is

$$
y_{p}(x)=\int_{x_{0}}^{x} K(x, t) F(t) d t
$$

where $K(x, t)$ is given by

$$
\begin{aligned}
& K(x, t)= \\
& \frac{y_{1}(x) W_{1}(t)+y_{2}(x) W_{2}(t)+\cdots+y_{n}(x) W_{n}(t)}{W\left[y_{1}, y_{2}, \ldots, y_{n}\right](t)}
\end{aligned}
$$

and $x_{0}$ is an arbitrary point in the interval of interest.

For Problems 33-37, use the result of the preceding problem to determine a particular solution to the given differential equation.
33. $\left(D^{2}-4 D+13\right)(D-3) y=F(x)$.
34. $\left(D^{2}+8 D+16\right)(D-2) y=F(x)$.
35. $(D+1)\left(D^{2}+9\right) y=F(x)$.
36. $(D+3)(D-3)(D+5) y=F(x)$.
37. $(D-1)(D-2)(D+4) y=F(x)$.

### 8.8 A Differential Equation with Nonconstant Coefficients

In this section we consider a particular type of homogeneous differential equation that has nonconstant coefficients. The solution to this differential equation will be useful in Chapter 11 and also will enable us to give a further illustration of the power of the variation-of-parameters technique introduced in the preceding section.

## DEFINITION 8.8.1

A differential equation of the form

$$
x^{n} \frac{d^{n} y}{d x^{n}}+a_{1} x^{n-1} \frac{d^{n-1} y}{d x^{n-1}}+\cdots+a_{n-1} x \frac{d y}{d x}+a_{n} y=0
$$

where $a_{1}, a_{2}, \ldots, a_{n}$ are constants, is called a Cauchy-Euler equation.

Notice that if we replace $x$ by $k x$, where $k$ is a constant, then the form of a Cauchy-Euler equation is unaltered. Such a re-scaling of $x$ can be interpreted as a dimensional change (for example, inches to centimeters) and so Cauchy-Euler equations are sometimes called equi-dimensional equations.

We begin our analysis by restricting attention to the second-order case and will assume that $x>0$ (the extension to the interval $x<0$ is left for the exercises). Thus, consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+a_{1} x y^{\prime}+a_{2} y=0, \quad x>0 \tag{8.8.1}
\end{equation*}
$$

where $a_{1}$ and $a_{2}$ are constants. The solution technique is based on the observation that if we substitute $y(x)=x^{r}$ into Equation (8.8.1), then each of the resulting terms on the left-hand side will be multiplied by the same power of $x$, which suggests that there may be solutions of the form

$$
\begin{equation*}
y(x)=x^{r} \tag{8.8.2}
\end{equation*}
$$

for an appropriately chosen constant $r$. In order to investigate this possibility we differentiate (8.8.2) twice to obtain

$$
y^{\prime}=r x^{r-1}, \quad y^{\prime \prime}=r(r-1) x^{r-2} .
$$

Substituting these expressions into Equation (8.8.1) yields the condition

$$
x^{r}\left[r(r-1)+a_{1} r+a_{2}\right]=0,
$$

so that (8.8.2) is indeed a solution to Equation (8.8.1) provided that $r$ satisfies

$$
r(r-1)+a_{1} r+a_{2}=0 .
$$

That is,

$$
\begin{equation*}
r^{2}+\left(a_{1}-1\right) r+a_{2}=0 . \tag{8.8.3}
\end{equation*}
$$

This is referred to as the indicial equation associated with Equation (8.8.1). The roots of (8.8.3) are

$$
\begin{aligned}
& r_{1}=\frac{-\left(a_{1}-1\right)+\sqrt{\left(a_{1}-1\right)^{2}-4 a_{2}}}{2}, \\
& r_{2}=\frac{-\left(a_{1}-1\right)-\sqrt{\left(a_{1}-1\right)^{2}-4 a_{2}}}{2},
\end{aligned}
$$

so that there are three cases to consider.

1. $r_{1}, r_{2}$ real and distinct: In this case two solutions to Equation (8.8.1) are

$$
y_{1}(x)=x^{r_{1}} \quad \text { and } \quad y_{2}(x)=x^{r_{2}} .
$$

Further, since by assumption in this case $r_{1} \neq r_{2}$,

$$
\frac{y_{2}}{y_{1}}=x^{r_{2}-r_{1}} \neq \text { constant }
$$

so that $y_{1}$ and $y_{2}$ are linearly independent on $(0, \infty)$. Consequently, the general solution to Equation (8.8.1) in this case is

$$
\begin{equation*}
y(x)=c_{1} x^{r_{1}}+c_{2} x^{r_{2}} . \tag{8.8.4}
\end{equation*}
$$

2. $r_{1}=r_{2}=-\frac{\left(a_{1}-1\right)}{2}$ : In this case, we obtain only one solution to Equation (8.8.1); namely

$$
y_{1}(x)=x^{r_{1}} .
$$

We try for a second linearly independent solution to Equation (8.8.1) of the form

$$
\begin{equation*}
y_{2}(x)=x^{r_{1}} u(x), \tag{8.8.5}
\end{equation*}
$$

where $u^{\prime} \neq 0$ (this ensures linear independence of $\left\{y_{1}, y_{2}\right\}$ ). Differentiating (8.8.5) with respect to $x$ yields
$y_{2}^{\prime}(x)=x^{r_{1}} u^{\prime}+r_{1} x^{r_{1}-1} u, \quad y_{2}^{\prime \prime}(x)=x^{r_{1}} u^{\prime \prime}+2 r_{1} x^{r_{1}-1} u^{\prime}+r_{1}\left(r_{1}-1\right) x^{r_{1}-2} u$.
Substituting these expressions into Equation (8.8.1) we obtain the following equation for $u$ :
$x^{2}\left[x^{r_{1}} u^{\prime \prime}+2 r_{1} x^{r_{1}-1} u^{\prime}+r_{1}\left(r_{1}-1\right) x^{r_{1}-2} u\right]+a_{1} x\left(x^{r_{1}} u^{\prime}+r_{1} x^{r_{1}-1} u\right)+a_{2} x^{r_{1}} u=0$.
Equivalently,

$$
x^{r_{1}+2} u^{\prime \prime}+\left(2 r_{1}+a_{1}\right) x^{r_{1}+1} u^{\prime}+x^{r_{1}}\left[r_{1}\left(r_{1}-1\right)+a_{1} r_{1}+a_{2}\right] u=0 .
$$

The last term on the left-hand side vanishes, since $r_{1}$ is a root of the indicial Equation (8.8.3). Thus, substituting $r_{1}=-\frac{\left(a_{1}-1\right)}{2}$ and dividing through by $x^{r_{1}+2}$, we see that $u$ must satisfy

$$
u^{\prime \prime}+x^{-1} u^{\prime}=0 .
$$

This separable equation can be written as

$$
\frac{u^{\prime \prime}}{u^{\prime}}=-\frac{1}{x},
$$

which can be integrated directly to obtain

$$
\ln \left|u^{\prime}\right|=-\ln x+c .
$$

We can therefore choose (by setting $c=0$ )

$$
u^{\prime}=x^{-1} .
$$

Integrating once more yields

$$
u(x)=\ln x,
$$

where we have set the integration constant to zero again. Consequently, a second solution to Equation (8.8.1) in this case is

$$
y_{2}(x)=x^{r_{1}} \ln x .
$$

Since

$$
\frac{y_{2}}{y_{1}}=\ln x \neq \text { constant },
$$

it follows that $y_{1}$ and $y_{2}$ are linearly independent on $(0, \infty)$. The general solution to Equation (8.8.1) is therefore given by

$$
\begin{equation*}
y(x)=c_{1} x^{r_{1}}+c_{2} x^{r_{1}} \ln x=x^{r_{1}}\left(c_{1}+c_{2} \ln x\right) . \tag{8.8.6}
\end{equation*}
$$

3. Complex conjugate roots, $r_{1}=a+i b, r_{2}=a-i b$, where $b \neq 0$ : In this case, two complex-valued solutions to Equation (8.8.1) are

$$
\begin{aligned}
& w_{1}(x)=x^{a+i b}=e^{(a+i b) \ln x}=x^{a}[\cos (b \ln x)+i \sin (b \ln x)], \\
& w_{2}(x)=x^{a-i b}=e^{(a-i b) \ln x}=x^{a}[\cos (b \ln x)-i \sin (b \ln x)],
\end{aligned}
$$

where we have used Euler's formula. Two corresponding real-valued solutions are

$$
\begin{aligned}
& y_{1}(x)=\frac{1}{2}\left[w_{1}(x)+w_{2}(x)\right]=x^{a} \cos (b \ln x), \\
& y_{2}(x)=\frac{1}{2 i}\left[w_{1}(x)-w_{2}(x)\right]=x^{a} \sin (b \ln x) .
\end{aligned}
$$

Further,

$$
\frac{y_{2}}{y_{1}}=\tan (b \ln x) \neq \text { constant }
$$

since $b \neq 0$. Consequently, $y_{1}$ and $y_{2}$ are linearly independent on $(0, \infty)$, and so the general solution to Equation (8.8.1) in this case is

$$
\begin{equation*}
y(x)=x^{a}\left[c_{1} \cos (b \ln x)+c_{2} \sin (b \ln x)\right] . \tag{8.8.7}
\end{equation*}
$$

The preceding discussion is summarized in Table 8.8.1.

| Roots of Indicial Equation | Linearly Independent <br> Solutions to Differential Equation |
| :--- | :--- |
| Real distinct: $r_{1} \neq r_{2}$ | $y_{1}(x)=x^{r_{1}}, y_{2}(x)=x^{r_{2}}$. |
| Real repeated: $r_{1}=r_{2}$ | $y_{1}(x)=x^{r_{1}}, y_{2}(x)=x^{r_{1}} \ln x$. |
| Complex conjugate: | $y_{1}(x)=x^{a} \cos (b \ln x)$, |
| $r_{1}=a+i b, r_{2}=a-i b$ | $y_{2}(x)=x^{a} \sin (b \ln x)$. |

Table 8.8.1: Linearly independent solutions to a Cauchy-Euler equation.

Example 8.8.2 ${ }^{\text {S }}$ Solve

$$
\begin{equation*}
x^{2} y^{\prime \prime}-x y^{\prime}-8 y=0, \quad x>0 . \tag{8.8.8}
\end{equation*}
$$

Solution: Inserting $y=x^{r}$ into Equation (8.8.8) yields the indicial equation

$$
r(r-1)-r-8=0 .
$$

That is,

$$
r^{2}-2 r-8=(r-4)(r+2)=0 .
$$

Hence, two linearly independent solutions to Equation (8.8.8) are

$$
y_{1}(x)=x^{4} \quad \text { and } \quad y_{2}(x)=x^{-2} .
$$

Consequently, Equation (8.8.8) has general solution

$$
y(x)=c_{1} x^{4}+c_{2} x^{-2} .
$$

Example 8.8.3 Solve the initial-value problem

$$
\begin{align*}
& x^{2} y^{\prime \prime}-3 x y^{\prime}+13 y=0  \tag{8.8.9}\\
& y(1)=2, \quad y^{\prime}(1)=-5 . \tag{8.8.10}
\end{align*}
$$

Solution: Substituting $y=x^{r}$ into Equation (8.8.9) yields the indicial equation

$$
r^{2}-4 r+13=0
$$

which has the complex conjugate roots

$$
r=2 \pm 3 i .
$$

It follows that two linearly independent solutions to Equation (8.8.9) are

$$
y_{1}(x)=x^{2} \cos (3 \ln x) \quad \text { and } \quad y_{2}(x)=x^{2} \sin (3 \ln x)
$$

so that the general solution is

$$
y(x)=c_{1} x^{2} \cos (3 \ln x)+c_{2} x^{2} \sin (3 \ln x),
$$

which we write as

$$
y(x)=x^{2}\left[c_{1} \cos (3 \ln x)+c_{2} \sin (3 \ln x)\right] .
$$

The first initial condition in (8.8.10) requires that

$$
c_{1} \cos 0+c_{2} \sin 0=2,
$$

so that $c_{1}=2$. Inserting this value of $c_{1}$ into the general solution and differentiating with respect to $x$ yields
$y^{\prime}(x)=2 x\left[2 \cos (3 \ln x)+c_{2} \sin (3 \ln x)\right]+x^{2}\left[-6 x^{-1} \sin (3 \ln x)+3 x^{-1} c_{2} \cos (3 \ln x)\right]$.
The second initial condition in (8.8.10) therefore requires

$$
2(2+0)+\left(0+3 c_{2}\right)=-5
$$

so that $c_{2}=-3$. Consequently the solution to the initial-value problem is

$$
y(x)=x^{2}[2 \cos (3 \ln x)-3 \sin (3 \ln x)] .
$$

A sketch of the corresponding solution curve is given in Figure 8.8.1. Due to the trigonometric terms, the solution is oscillatory. The amplitude of the oscillation is growing rapidly with $x$ due to the multiplicative factor $x^{2}$. Furthermore, as $x \rightarrow 0^{+}$, the amplitude also approaches zero.


Figure 8.8.1: The solution to the initial-value problem in Example 8.8.3.

Now consider the nonhomogeneous equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+a_{1} x y^{\prime}+a_{2} y=g(x), \tag{8.8.11}
\end{equation*}
$$

where $a_{1}$ and $a_{2}$ are constants. Since the associated homogeneous equation is a CauchyEuler equation, we can determine the complementary function, and then the variation-ofparameters method can be used to determine a particular solution. We must remember, however, that the formulas derived in the variation-of-parameters technique are based around a differential equation written in the standard form

$$
y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=F(x) .
$$

Consequently, when applying the method to a differential equation of the form (8.8.11), the appropriate formulas for determining $u_{1}$ and $u_{2}$ are

$$
\begin{aligned}
& y_{1} u_{1}^{\prime}+y_{2} u_{2}^{\prime}=0, \\
& y_{1}^{\prime} u_{1}^{\prime}+y_{2}^{\prime} u_{2}^{\prime}=x^{-2} g(x) .
\end{aligned}
$$

We illustrate with an example.
Example 8.8.4 Determine the general solution to

$$
\begin{equation*}
x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=x^{2} \ln x, \quad x>0 . \tag{8.8.12}
\end{equation*}
$$

Solution: The associated homogeneous equation is the Cauchy-Euler equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=0 . \tag{8.8.13}
\end{equation*}
$$

Substituting $y=x^{r}$ into this equation yields the indicial equation

$$
r^{2}-4 r+4=0 .
$$

That is,

$$
(r-2)^{2}=0
$$

Hence two linearly independent solutions to Equation (8.8.13) are

$$
y_{1}(x)=x^{2} \quad \text { and } \quad y_{2}(x)=x^{2} \ln x .
$$

According to the variation-of-parameters technique, a particular solution to Equation (8.8.12) is

$$
\begin{equation*}
y_{p}(x)=y_{1}(x) u_{1}(x)+y_{2}(x) u_{2}(x)=x^{2} u_{1}+x^{2} \ln x u_{2}, \tag{8.8.14}
\end{equation*}
$$

where $u_{1}$ and $u_{2}$ are determined from

$$
x^{2} u_{1}^{\prime}+x^{2} \ln x u_{2}^{\prime}=0, \quad 2 x u_{1}^{\prime}+(2 x \ln x+x) u_{2}^{\prime}=\ln x .
$$

Hence,

$$
u_{1}^{\prime}=-x^{-1}(\ln x)^{2} \quad \text { and } \quad u_{2}^{\prime}=x^{-1} \ln x,
$$

which upon integration gives

$$
u_{1}(x)=-\frac{1}{3}(\ln x)^{3} \quad \text { and } \quad u_{2}(x)=\frac{1}{2}(\ln x)^{2},
$$

where we have set the integration constants to zero without loss of generality. Substitution into (8.8.14) yields

$$
y_{p}(x)=-\frac{1}{3} x^{2}(\ln x)^{3}+\frac{1}{2} x^{2}(\ln x)^{3}=\frac{1}{6} x^{2}(\ln x)^{3} .
$$

Thus, Equation (8.8.12) has general solution

$$
y(x)=c_{1} x^{2}+c_{2} x^{2} \ln x+\frac{1}{6} x^{2}(\ln x)^{3},
$$

which can be written as

$$
y(x)=\frac{1}{6} x^{2}\left[c_{3}+c_{4} \ln x+(\ln x)^{3}\right],
$$

where $c_{3}=6 c_{1}$ and $c_{4}=6 c_{2}$.

## Generalization to Higher Order

Now consider the general Cauchy-Euler equation of order $n$,

$$
\begin{equation*}
x^{n} y^{(n)}+a_{1} x^{n-1} y^{(n-1)}+\cdots+a_{n-1} x y^{\prime}+a_{n} y=0, \tag{8.8.15}
\end{equation*}
$$

where $a_{1}, a_{2}, \ldots, a_{n}$ are constants, on the interval $x>0$. We begin by substituting $y(x)=x^{r}$ into (8.8.15). The result is the indicial equation

$$
\begin{equation*}
r(r-1)(r-2) \cdots(r-n+1)+a_{1} r(r-1) \cdots(r-n+2)+\cdots+a_{n-1} r+a_{n}=0 . \tag{8.8.16}
\end{equation*}
$$

In the case that (8.8.16) has $n$ distinct roots, say $r_{1}, r_{2}, \ldots, r_{n}$, we directly obtain the $n$ solutions

$$
x^{r_{1}}, x^{r_{2}}, \ldots, x^{r_{n}},
$$

and it can be shown that these solutions are linearly independent on $(0, \infty)$. Of course, if some of the roots are complex, then we must take the real and imaginary parts of the corresponding complex-valued solutions in order to determine real-valued solutions. If, however, $r=r_{1}$ is a root of multiplicity $k$, then we cannot directly determine the appropriate number of solutions. Based on our experience in the second-order case, we might suspect that there are $k$ solutions of the form

$$
x^{r_{1}}, x^{r_{1}} \ln x, x^{r_{1}}(\ln x)^{2}, \ldots, x^{r_{1}}(\ln x)^{k-1} .
$$

We now show that this is indeed correct. The key idea is that the change of variables $x=e^{z}$, or equivalently $z=\ln x$, transforms Equation (8.8.15) into a constant coefficient equation, which can be solved via the technique of Section 8.2. To establish this we need the following lemma.

Lemma 8.8.5 If $y$ is a sufficiently smooth function of $x$ and $x=e^{z}$, then

$$
\begin{equation*}
x^{k} \frac{d^{k} y}{d x^{k}}=D(D-1)(D-2) \cdots(D-k+1) y, \quad k=1,2, \ldots, \tag{8.8.17}
\end{equation*}
$$

where $D=d / d z$.

Proof The proof of the result requires the chain rule and mathematical induction. Since $x=e^{z}$, we have $z=\ln x$, so that $d z / d x=1 / x$. Thus, by the chain rule,

$$
\frac{d y}{d x}=\frac{d y}{d z} \frac{d z}{d x}=\frac{1}{x} \frac{d y}{d z},
$$

which implies that

$$
\begin{equation*}
x \frac{d y}{d x}=D y, \tag{8.8.18}
\end{equation*}
$$

where $D=d / d z$. Thus, (8.8.17) is true when $k=1$. Now suppose that the result is true when $k=m$. That is,

$$
\begin{equation*}
x^{m} \frac{d^{m} y}{d x^{m}}=D(D-1)(D-2) \cdots(D-m+1) y . \tag{8.8.19}
\end{equation*}
$$

We must show that this implies its validity when $k=m+1$. We proceed as follows. Using the product rule we have

$$
x \frac{d}{d x}\left(x^{m} \frac{d^{m} y}{d x^{m}}\right)=x^{m+1} \frac{d^{m+1} y}{d x^{m+1}}+m x^{m} \frac{d^{m} y}{d x^{m}},
$$

which can be rearranged to obtain

$$
x^{m+1} \frac{d^{m+1} y}{d x^{m+1}}=x \frac{d}{d x}\left(x^{m} \frac{d^{m} y}{d x^{m}}\right)-m x^{m} \frac{d^{m} y}{d x^{m}} .
$$

Substituting from (8.8.18) for $x(d / d x)=D$ and from (8.8.19) for $x^{m}\left(d^{m} y / d x^{m}\right)$ into this equation yields

$$
\begin{aligned}
x^{m+1} \frac{d^{m+1} y}{d x^{m+1}}= & D[D(D-1)(D-2) \cdots(D-m+1) y] \\
& -m[D(D-1)(D-2) \cdots(D-m+1) y]
\end{aligned}
$$

that is, since we can interchange the order of the factors in a polynomial differential operator,

$$
x^{m+1} \frac{d^{m+1} y}{d x^{m+1}}=D(D-1)(D-2) \cdots(D-m+1)(D-m) y
$$

We have therefore established that the validity of (8.8.17) when $k=m$ implies its validity when $k=m+1$. Since the result is true when $k=1$ it follows, by induction, that it is valid for all positive integers $k$.

Remark Although the rule for transforming derivatives given in (8.8.17) looks quite formidable, it is quite easy to remember. We write out the first three derivatives in order to elucidate this:

$$
x \frac{d y}{d x}=D y, \quad x^{2} \frac{d^{2} y}{d x^{2}}=D(D-1) y, \quad x^{3} \frac{d^{3} y}{d x^{3}}=D(D-1)(D-2) y,
$$

where $D=d / d z$.
We can now establish the main result.

Theorem 8.8.6 The change of variables $x=e^{z}$ transforms the Cauchy-Euler equation

$$
\begin{equation*}
x^{n} \frac{d^{n} y}{d x^{n}}+a_{1} x^{n-1} \frac{d^{n-1} y}{d x^{n-1}}+\cdots+a_{n-1} x \frac{d y}{d x}+a_{n} y=0, \quad x>0, \tag{8.8.20}
\end{equation*}
$$

into the constant coefficient equation

$$
\begin{align*}
{[D(D-1)(D-2)} & \cdots(D-n+1)+a_{1} D(D-1) \\
& \left.\cdots(D-n+2)+\cdots+a_{n-1} D+a_{n}\right] y=0 . \tag{8.8.21}
\end{align*}
$$

Proof Equation (8.8.21) follows directly by substituting for each of the terms $x^{k}\left(d^{k} y / d x^{k}\right)$ in (8.8.20) using the previous lemma.

The auxiliary equation for the constant coefficient equation (8.8.21) is $r(r-1)(r-2) \cdots(r-n+1)+a_{1} r(r-1) \cdots(r-n+2)+\cdots+a_{n-1} r+a_{n}=0$, which coincides with the indicial equation (8.8.16) of the original differential equation. If $r=r_{1}$ is a root of multiplicity $k$, then it follows from our results of Section 8.2 that the corresponding linearly independent solutions to (8.8.21), and hence (8.8.20), are

$$
e^{r_{1} z}, \quad z e^{r_{1} z}, \ldots, \quad z^{k-1} e^{r_{1} z}
$$

that is, since $z=\ln x$,

$$
x^{r_{1}}, \quad x^{r_{1}} \ln x, \quad \ldots, \quad x^{r_{1}}(\ln x)^{k-1}
$$

If $r=a+i b$ is complex, then we can obtain the appropriate real-valued solutions by extracting the real and imaginary parts of the corresponding complex-valued solutions. Thus, corresponding to complex conjugate roots of the indicial equation of multiplicity $k$, we obtain the $2 k$ real-valued solutions:

$$
\begin{gathered}
x^{a} \cos (b \ln x), \quad x^{a} \sin (b \ln x), \quad x^{a} \ln x \cos (b \ln x), \quad x^{a} \ln x \sin (b \ln x), \quad \ldots, \\
x^{a}(\ln x)^{k-1} \cos (b \ln x), \quad x^{a}(\ln x)^{k-1} \sin (b \ln x) .
\end{gathered}
$$

In summary, to solve a Cauchy-Euler equation we can substitute $y(x)=x^{r}$ into the differential equation to obtain the indicial equation. Corresponding to each root, $r_{i}$, we can then determine the appropriate number of linearly independent solutions as indicated above.

Example 8.8.7 Determine the general solution to

$$
\begin{equation*}
x^{3} y^{\prime \prime \prime}+2 x^{2} y^{\prime \prime}+4 x y^{\prime}-4 y=0, \quad x>0 . \tag{8.8.22}
\end{equation*}
$$

Solution: Substituting $y(x)=x^{r}$ into (8.8.22) yields the indicial equation

$$
r(r-1)(r-2)+2 r(r-1)+4 r-4=0 ;
$$

that is,

$$
r^{3}-r^{2}+4 r-4=0,
$$

which can be factored as

$$
(r-1)\left(r^{2}+4\right)=0
$$

The roots of the indicial equation are, therefore,

$$
r=1, \quad r= \pm 2 i,
$$

so that three linearly independent solutions to (8.8.22) on $(0, \infty)$ are

$$
y_{1}(x)=x, \quad y_{2}(x)=\cos (2 \ln x), \quad y_{3}(x)=\sin (2 \ln x) .
$$

Consequently, the general solution is

$$
y(x)=c_{1} x+c_{2} \cos (2 \ln x)+c_{3} \sin (2 \ln x) .
$$

Example 8.8.8 Determine the general solution to

$$
x^{3} y^{\prime \prime \prime}-3 x^{2} y^{\prime \prime}+7 x y^{\prime}-8 y=0, \quad x>0 .
$$

Solution: In this case the substitution $y(x)=x^{r}$ yields the indicial equation

$$
r(r-1)(r-2)-3 r(r-1)+7 r-8=0 ;
$$

that is,

$$
r^{3}-6 r^{2}+12 r-8=0
$$

By inspection we see that $r=2$ is a root, and therefore the indicial equation can be written as

$$
(r-2)\left(r^{2}-4 r+4\right)=0 ;
$$

that is,

$$
(r-2)^{3}=0 .
$$

It follows that three linearly independent solutions to the given differential equation are

$$
y_{1}(x)=x^{2}, \quad y_{2}(x)=x^{2} \ln x, \quad y_{3}(x)=x^{2}(\ln x)^{2},
$$

so that the general solution is

$$
y(x)=x^{2}\left[c_{1}+c_{2} \ln x+c_{3}(\ln x)^{2}\right] .
$$

Finally we mention that on the interval $(-\infty, 0)$, the substitution $y(x)=(-x)^{r}$ can be used to obtain the indicial equation, and the solutions of the differential equation can be obtained by replacing $x$ with $-x$ in the solutions obtained previously in this section. Consequently, if we use $|x|$ in place of $x$, we will obtain solutions to a Cauchy-Euler equation that are valid for all $x \neq 0$.

## Exercises for 8.8

## Key Terms

Cauchy-Euler equation, Equi-dimensional equation, Indicial equation.

## Skills

- Be able to determine whether or not a given differential equation is a Cauchy-Euler equation.
- Be able to determine the indicial equation associated with a Cauchy-Euler equation.
- Be able to determine two linearly independent solutions to a Cauchy-Euler equation according to whether the associated indicial equation has real distinct roots, real repeated roots, or complex conjugate roots.
- Be able to find the general solution to a Cauchy-Euler equation.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A Cauchy-Euler equation is a differential equation of the form

$$
x^{2} y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=0,
$$

where $a_{1}$ and $a_{2}$ are constants.
(b) The Cauchy-Euler equation

$$
x^{2} y^{\prime \prime}-2 x y^{\prime}-18 y=0
$$

has two linearly independent solutions of the form $y(x)=x^{r}$.
(c) The Cauchy-Euler equation

$$
x^{2} y^{\prime \prime}+9 x y^{\prime}+16 y=0
$$

has two linearly independent solutions of the form $y(x)=x^{r}$.
(d) All solutions $y(x)$ to the Cauchy-Euler equation

$$
x^{2} y^{\prime \prime}+6 x y^{\prime}+6 y=0
$$

tend to 0 as $x \rightarrow+\infty$.
(e) If $y(x)=\frac{\ln x}{x}$ is obtained by the method of this section as a solution to a Cauchy-Euler equation, then the differential equation is

$$
x^{2} y^{\prime \prime}+3 x y^{\prime}+y=0
$$

(f) All nontrivial solutions to the Cauchy-Euler equation

$$
x^{2} y^{\prime \prime}-5 x y^{\prime}-7 y=0
$$

are oscillatory as a function of $x$.

## Problems

For Problems 1-8, determine the general solution to the given differential equation on $(0, \infty)$.

1. $x^{2} y^{\prime \prime}-4 x y^{\prime}+4 y=0$.
2. $x^{2} y^{\prime \prime}+3 x y^{\prime}+y=0$.
3. $x^{2} y^{\prime \prime}+5 x y^{\prime}+13 y=0$.
4. $x^{2} y^{\prime \prime}-x y^{\prime}+5 y=0$.
5. $x^{2} y^{\prime \prime}-6 y=0$.
6. $x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=0$.
7. $x^{2} y^{\prime \prime}+x y^{\prime}+16 y=0$.
8. $x^{2} y^{\prime \prime}-x y^{\prime}-35 y=0$.

For Problems 9-11, find the solution to the Cauchy-Euler equation on the interval $(0, \infty)$. In each case, $m$ and $k$ are positive constants.
9. $x^{2} y^{\prime \prime}+x y^{\prime}-m^{2} y=0$.
10. $x^{2} y^{\prime \prime}-x(2 m-1) y^{\prime}+m^{2} y=0$.
11. $x^{2} y^{\prime \prime}-x(2 m-1) y^{\prime}+\left(m^{2}+k^{2}\right) y=0$.
12. Consider the Cauchy-Euler equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x a_{1} y^{\prime}+a_{2} y=0, \quad x>0 \tag{8.8.23}
\end{equation*}
$$

(a) Show that the change of independent variable defined by $x=e^{z}$ transforms Equation (8.8.23) into the constant coefficient equation

$$
\begin{equation*}
\frac{d^{2} y}{d z^{2}}+\left(a_{1}-1\right) \frac{d y}{d z}+a_{2} y=0 \tag{8.8.24}
\end{equation*}
$$

(b) Show that if $y_{1}(z), y_{2}(z)$ are linearly independent solutions to Equation (8.8.24), then $y_{1}(\ln x), y_{2}(\ln x)$ are linearly independent solutions to Equation (8.8.23).
[Hint: From (a), we already know that $y_{1}, y_{2}$ are solutions to Equation (8.8.23). To show that they are linearly independent, verify that

$$
\left.W\left[y_{1}, y_{2}\right](x)=\frac{d z}{d x} W\left[y_{1}, y_{2}\right](z) .\right]
$$

13. Consider the Cauchy-Euler equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+a x y^{\prime}+b y=0, \quad x<0 \tag{8.8.25}
\end{equation*}
$$

Show that the substitution $y=(-x)^{r}$ yields the indicial equation

$$
r^{2}+(a-1) r+b=0
$$

Thus, linearly independent solutions to Equation (8.8.25) on $(-\infty, 0)$ can be determined by replacing $x$ with $-x$, in (8.8.4), (8.8.6), and (8.8.7). As a consequence, if we replace $x$ by $|x|$ in these solutions, we will obtain solutions to Equation (8.8.1) that are valid for all $x \neq 0$.

For Problems 14-21, solve the given differential equation on the interval $x>0$. [Remember to put the equation in standard form.]
14. $x^{2} y^{\prime \prime}+4 x y^{\prime}+2 y=4 \ln x$.
15. $x^{2} y^{\prime \prime}+4 x y^{\prime}+2 y=\cos x$.
16. $x^{2} y^{\prime \prime}+x y^{\prime}+9 y=9 \ln x$.
17. $x^{2} y^{\prime \prime}-x y^{\prime}+5 y=8 x(\ln x)^{2}$.
18. $x^{2} y^{\prime \prime}-4 x y^{\prime}+6 y=x^{4} \sin x$.
19. $x^{2} y^{\prime \prime}+6 x y^{\prime}+6 y=4 e^{2 x}$.
20. $x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=\frac{x^{2}}{\ln x}$.
21. $x^{2} y^{\prime \prime}-(2 m-1) x y^{\prime}+m^{2} y=x^{m}(\ln x)^{k}$, where $m, k$ are constants.
22. (a) Solve the initial-value problem

$$
\begin{gathered}
x^{2} y^{\prime \prime}-x y^{\prime}+5 y=0 \\
y(1)=\sqrt{2}, \quad y^{\prime}(1)=3 \sqrt{2}
\end{gathered}
$$

and show that your solution can be written in the form

$$
y(x)=2 x \cos (2 \ln x-\pi / 4)
$$

(b) Determine all zeros of $y(x)$.
(c) $\diamond$ Sketch the corresponding solution curve on the interval $[0.001,16]$, and verify the zeros in the interval [3, 16].
23. The motion of a physical system is governed by the initial-value problem

$$
\begin{gathered}
t^{2} \frac{d^{2} y}{d t^{2}}+t \frac{d y}{d t}+25 y=0 \\
y(1)=3 \sqrt{3} / 2, \quad y^{\prime}(1)=15 / 2
\end{gathered}
$$

(a) Solve the given initial-value problem, and show that your solution can be written in the form

$$
y(t)=3 \cos (5 \ln t-\pi / 6)
$$

(b) Determine all zeros of $y(t)$.
(c) $\diamond$ Sketch the corresponding solution curve on the interval [0.01, 2].
(d) Is the system performing simple harmonic motion? Justify your answer.
24. We have shown that in the case of complex conjugate roots, $r=a \pm i b, b \neq 0$, of the indicial equation, the general solution to the Cauchy-Euler equation

$$
y^{\prime \prime}+a_{1} y^{\prime}+a_{2} y=0, \quad x>0
$$

is

$$
\begin{equation*}
y(x)=x^{a}\left[c_{1} \cos (b \ln x)+c_{2} \sin (b \ln x)\right] . \tag{8.8.26}
\end{equation*}
$$

(a) Show that (8.8.26) can be written in the form

$$
y(x)=A x^{a} \cos (b \ln x-\phi)
$$

for appropriate constants $A$ and $\phi$.
(b) Determine all zeros of $y(x)$, and the distance between successive zeros. What happens to this distance as $x \rightarrow \infty$, and as $x \rightarrow 0^{+}$?
(c) Describe the behavior of the solution as $x \rightarrow \infty$ and as $x \rightarrow 0^{+}$in each of the three cases $a>0, a<0$, and $a=0$. In each case, give a general sketch of a generic solution curve.

### 8.9 Reduction of Order

Finally, in this chapter, we consider a powerful technique for determining the general solution to any second-order linear differential equation, assuming that we know just one solution to the associated homogeneous equation. This technique is usually referred to as reduction of order.

Consider

$$
\begin{equation*}
y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=F(x) \tag{8.9.1}
\end{equation*}
$$

where we assume that the functions $a_{1}, a_{2}, F(x)$ are continuous on an interval $J$. We know that the general solution to Equation (8.9.1) is of the form

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+y_{p}(x)
$$

where $y_{1}$ and $y_{2}$ are linearly independent (i.e., nonproportional) solutions to

$$
\begin{equation*}
y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=0 \tag{8.9.2}
\end{equation*}
$$

on $J$. Suppose that we have found one solution, say, $y=y_{1}(x)$ to (8.9.2). We now replace the constant $c$ with an arbitrary function $u(x)$, and try for a solution to (8.9.1) of the form

$$
\begin{equation*}
y(x)=u(x) y_{1}(x) \tag{8.9.3}
\end{equation*}
$$

The following derivation establishes that $u(x)$ can, in theory, always be determined from Equation (8.9.1). Differentiating (8.9.3) twice with respect to $x$ yields

$$
\begin{aligned}
y^{\prime} & =u^{\prime} y_{1}+u y_{1}^{\prime}, \\
y^{\prime \prime} & =u^{\prime \prime} y_{1}+2 u^{\prime} y_{1}^{\prime}+u y_{1}^{\prime \prime} .
\end{aligned}
$$

Substituting into Equation (8.9.1) gives

$$
\left(u^{\prime \prime} y_{1}+2 u^{\prime} y_{1}^{\prime}+u y_{1}^{\prime \prime}\right)+a_{1}(x)\left(u^{\prime} y_{1}+u y_{1}^{\prime}\right)+a_{2}(x)\left(u y_{1}\right)=F(x),
$$

so that (8.9.3) solves Equation (8.9.1) provided $u$ satisfies

$$
\begin{equation*}
u\left[y_{1}^{\prime \prime}+a_{1}(x) y_{1}^{\prime}+a_{2}(x) y_{1}\right]+u^{\prime \prime} y_{1}+u^{\prime}\left[2 y_{1}^{\prime}+a_{1}(x) y_{1}\right]=F(x) . \tag{8.9.4}
\end{equation*}
$$

Since $y=y_{1}(x)$ is a solution to Equation (8.9.2) the coefficient of $u$ in this expression vanishes. Consequently Equation (8.9.4) reduces to

$$
u^{\prime \prime} y_{1}+u^{\prime}\left[2 y_{1}^{\prime}+a_{1}(x) y_{1}\right]=F(x),
$$

which is a first-order linear differential equation for $u^{\prime}$. We have therefore reduced the order of the differential equation, hence the name of the technique. If we let $w=u^{\prime}$, then the preceding differential equation can be written as

$$
\begin{equation*}
w^{\prime}+\left(\frac{2 y_{1}^{\prime}}{y_{1}}+a_{1}\right) w=\frac{F(x)}{y_{1}} . \tag{8.9.5}
\end{equation*}
$$

An integrating factor for (8.9.5) is

$$
I(x)=e^{\int^{x}\left(\frac{2 y_{1}^{\prime}(s)}{y_{1}(s)}+a_{1}(s)\right) d s}=y_{1}^{2}(x) e^{\int^{x} a_{1}(s) d s}
$$

According to the technique developed in Section 1.6, multiplying Equation (8.9.5) by $I(x)$ reduces it to the integrable form

$$
\frac{d}{d x}[I(x) w(x)]=\frac{I(x) F(x)}{y_{1}(x)} .
$$

Integrating the preceding equation and dividing by $I(x)$ yields

$$
w(x)=\frac{1}{I} \int^{x} \frac{I(s) F(s)}{y_{1}(s)} d s+\frac{c_{1}}{I(x)},
$$

where $c_{1}$ is an integration constant. Since $w=u^{\prime}$, we have

$$
u^{\prime}(x)=\frac{1}{I(x)} \int^{x} \frac{I(s) F(s)}{y_{1}(s)} d s+\frac{c_{1}}{I(x)} .
$$

One more integration yields

$$
u(x)=\int^{x} \frac{1}{I(t)} \int^{t} \frac{I(s) F(s)}{y_{1}(s)} d s d t+c_{1} \int^{x} \frac{1}{I(s)} d s+c_{2}
$$

so that

$$
\begin{align*}
y(x) & =u(x) y_{1}(x) \\
& =c_{1} y_{1}(x) \int^{x} \frac{1}{I(s)} d s+c_{2} y_{1}(x)+y_{1}(x) \int^{x} \frac{1}{I(t)} \int^{t} \frac{I(s) F(s)}{y_{1}(s)} d s d t . \tag{8.9.6}
\end{align*}
$$

From this formula we can identify two linearly independent solutions to (8.9.2), namely

$$
y(x)=y_{1}(x) \quad \text { and } \quad y(x)=y_{1}(x) \int^{x} \frac{1}{I(s)} d s
$$

and the following particular solution to (8.9.1):

$$
y_{p}(x)=y_{1}(x) \int^{x} \frac{1}{I(t)} \int^{t} \frac{I(s) F(s)}{y_{1}(s)} d s d t .
$$

Consequently, Equation (8.9.6) gives the general solution to Equation (8.9.1). We have therefore established the following theorem.

Theorem 8.9.1 If $y=y_{1}(x)$ is a solution to

$$
y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=0
$$

on an interval $J$, then substituting $y(x)=y_{1}(x) u(x)$ into

$$
y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=F(x)
$$

yields its general solution.

Example 8.9.2 Determine the general solution to

$$
\begin{equation*}
x y^{\prime \prime}-2 y^{\prime}+(2-x) y=0, \quad x>0 \tag{8.9.7}
\end{equation*}
$$

given that one solution is $y_{1}(x)=e^{x}$.
Solution: To determine the general solution we substitute

$$
\begin{equation*}
y(x)=y_{1}(x) u(x)=e^{x} u(x) \tag{8.9.8}
\end{equation*}
$$

into (8.9.7). We first compute the appropriate derivatives:

$$
\begin{aligned}
y^{\prime} & =e^{x}\left(u^{\prime}+u\right), \\
y^{\prime \prime} & =e^{x}\left(u^{\prime \prime}+2 u^{\prime}+u\right)
\end{aligned}
$$

Substituting these expressions into Equation (8.9.7), we find that $u$ must satisfy

$$
x\left(u^{\prime \prime}+2 u^{\prime}+u\right)-2\left(u^{\prime}+u\right)+(2-x) u=0,
$$

which simplifies to

$$
x u^{\prime \prime}+2 u^{\prime}(x-1)=0,
$$

or equivalently,

$$
w^{\prime}+\frac{2(x-1)}{x} w=0,
$$

where $w=u^{\prime}$. We can solve the preceding differential equation either as a linear equation or a separable equation. Separating the variables yields

$$
\frac{w^{\prime}}{w}=2\left(x^{-1}-1\right)
$$

By integrating, we obtain

$$
\ln |w|=2(\ln x-x)+c,
$$

which, upon exponentiation, can be written as

$$
w=c_{1} x^{2} e^{-2 x}
$$

Therefore,

$$
u^{\prime}=c_{1} x^{2} e^{-2 x}
$$

Integration by parts gives

$$
u(x)=-\frac{1}{4} c_{1} e^{-2 x}\left(1+2 x+2 x^{2}\right)+c_{2} .
$$

Substituting into (8.9.8) yields the general solution to (8.9.7), namely,

$$
y(x)=c_{1} e^{-x}\left(1+2 x+2 x^{2}\right)+c_{2} e^{x}
$$

where we have absorbed the factor of $-1 / 4$ into $c_{1}$.

Example 8.9.3 Determine the general solution to

$$
\begin{equation*}
x^{2} y^{\prime \prime}+3 x y^{\prime}+y=4 \ln x, \quad x>0 \tag{8.9.9}
\end{equation*}
$$

given that one solution to the associated homogeneous equation is $y(x)=x^{-1}$.
Solution: We let

$$
\begin{equation*}
y(x)=x^{-1} u(x), \tag{8.9.10}
\end{equation*}
$$

where $u(x)$ is to be determined. Differentiating $y$ twice yields

$$
y^{\prime}=x^{-1} u^{\prime}-x^{-2} u, \quad y^{\prime \prime}=x^{-1} u^{\prime \prime}-2 x^{-2} u^{\prime}+2 x^{-3} u .
$$

Substituting into Equation (8.9.9) and collecting terms, we obtain the following differential equation for $u$ :

$$
u^{\prime \prime}+x^{-1} u^{\prime}=4 x^{-1} \ln x,
$$

or equivalently,

$$
\begin{equation*}
w^{\prime}+x^{-1} w=4 x^{-1} \ln x \tag{8.9.11}
\end{equation*}
$$

where $w=u^{\prime}$. An integrating factor for (8.9.11) is $I(x)=e^{\int x^{-1} d x}=x$, so that Equation (8.9.11) can be written in the equivalent form

$$
\frac{d}{d x}(x w)=4 \ln x
$$

Integrating both sides with respect to $x$ yields

$$
x w=4 x(\ln x-1)+c_{1},
$$

where $c_{1}$ is a constant. Thus,

$$
w(x)=4(\ln x-1)+c_{1} x^{-1} .
$$

Consequently,

$$
u^{\prime}(x)=4(\ln x-1)+c_{1} x^{-1},
$$

which can be integrated directly to obtain

$$
u(x)=4 x(\ln x-2)+c_{1} \ln x+c_{2}
$$

where $c_{2}$ is another integration constant. Inserting this expression for $u$ into (8.9.10) yields

$$
y(x)=4(\ln x-2)+c_{1} x^{-1} \ln x+c_{2} x^{-1},
$$

which is the general solution to Equation (8.9.9).

## Exercises for 8.9

## Skills

- Be able to carry out the reduction of order technique to find the general solution to a second-order linear differential equation.


## Problems

For Problems $1-6, y_{1}$ is a solution to the given differential equation. Use the method of reduction of order to determine a second linearly independent solution.

1. $x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=0, \quad x>0, \quad y_{1}(x)=x^{2}$.
2. $x y^{\prime \prime}+(1-2 x) y^{\prime}+(x-1) y=0, \quad x>0$, $y_{1}(x)=e^{x}$.
3. $x^{2} y^{\prime \prime}-2 x y^{\prime}+\left(x^{2}+2\right) y=0, \quad x>0$, $y_{1}(x)=x \sin x$.
4. $\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+2 y=0, \quad-1<x<1$, $y_{1}(x)=x$.
5. $y^{\prime \prime}-x^{-1} y^{\prime}+4 x^{2} y=0, \quad x>0$, $y_{1}(x)=\sin \left(x^{2}\right)$.
6. $4 x^{2} y^{\prime \prime}+4 x y^{\prime}+\left(4 x^{2}-1\right) y=0, \quad x>0$, $y_{1}(x)=x^{-1 / 2} \sin x$.
7. Consider the Cauchy-Euler equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}-(2 m-1) x y^{\prime}+m^{2} y=0, \quad x>0 \tag{8.9.12}
\end{equation*}
$$

where $m$ is a constant.
(a) Determine a particular solution to Equation (8.9.12) of the form $y_{1}(x)=x^{r}$.
(b) Use your solution from (a) and the method of reduction of order to obtain a second linearly independent solution.
8. Determine the values of the constants $a_{0}, a_{1}$, and $a_{2}$ such that

$$
y(x)=a_{0}+a_{1} x+a_{2} x^{2}
$$

is a solution to

$$
\left(4+x^{2}\right) y^{\prime \prime}-2 y=0
$$

and use the reduction of order technique to find a second linearly independent solution.
9. Consider the differential equation

$$
\begin{equation*}
x y^{\prime \prime}-(\alpha x+\beta) y^{\prime}+\alpha \beta y=0, \quad x>0 \tag{8.9.13}
\end{equation*}
$$

where $\alpha$ and $\beta$ are constants.
(a) Show that $y_{1}(x)=e^{\alpha x}$ is a solution to Equation (8.9.13).
(b) Use reduction of order to derive the second linearly independent solution

$$
y_{2}(x)=e^{\alpha x} \int x^{\beta} e^{-\alpha x} d x
$$

(c) In the particular case when $\alpha=1$ and $\beta$ is a nonnegative integer, show that a second linearly independent solution to Equation (8.9.13) is

$$
y_{2}(x)=1+x+\frac{1}{2!} x^{2}+\cdots+\frac{1}{\beta!} x^{\beta}
$$

For Problems $10-15, y_{1}$ is a solution to the associated homogeneous equation. Use the method of reduction of order to determine the general solution to the given differential equation.
10. $y^{\prime \prime}+y=\csc x, \quad 0<x<\pi, \quad y_{1}(x)=\sin x$.
11. $x y^{\prime \prime}-(2 x+1) y^{\prime}+2 y=8 x^{2} e^{2 x}, \quad x>0$, $y_{1}(x)=e^{2 x}$.
12. $x^{2} y^{\prime \prime}-3 x y^{\prime}+4 y=8 x^{4}, \quad x>0, \quad y_{1}(x)=x^{2}$.
13. $y^{\prime \prime}-6 y^{\prime}+9 y=15 e^{3 x} \sqrt{x}, \quad x>0, \quad y_{1}(x)=e^{3 x}$.
14. $y^{\prime \prime}-4 y^{\prime}+4 y=4 e^{2 x} \ln x, \quad x>0, \quad y_{1}(x)=e^{2 x}$.
15. $4 x^{2} y^{\prime \prime}+y=\sqrt{x} \ln x, \quad x>0, \quad y_{1}(x)=x^{1 / 2}$.
16. Consider the differential equation

$$
\begin{equation*}
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=r(x) \tag{8.9.14}
\end{equation*}
$$

where $p, q$, and $r$ are continuous on an interval $I$. If $y=y_{1}(x)$ is a solution to the associated homogeneous
equation, show that $y_{2}(x)=u(x) y_{1}(x)$ is a solution to Equation (8.9.14) provided $v=u^{\prime}$ is a solution to the linear differential equation

$$
v^{\prime}+\left(2 \frac{y_{1}^{\prime}}{y_{1}}+p\right) v=\frac{r}{y_{1}} .
$$

Express the solution to Equation (8.9.14) in terms of integrals. Identify two linearly independent solutions to the associated homogeneous equation and a particular solution to Equation (8.9.14).

### 8.10 Chapter Review

This chapter has studied the general theory for linear differential equations of arbitrary order $n$. To do so, we use the linear differential operator of order $n$,

$$
L=D^{n}+a_{1}(x) D^{n-1}+\cdots+a_{n-1}(x) D+a_{n}(x),
$$

where $D(y)=y^{\prime}$ for a differentiable function $y$ on an interval $I$. Thus,

$$
L y=y^{(n)}+a_{1}(x) y^{(n-1)}+\cdots+a_{n-1}(x) y^{\prime}+a_{n}(x) y .
$$

A homogeneous linear differential equation of order $n$ can thus be expressed as

$$
L y=0,
$$

and the solution set is an $n$-dimensional vector space. Therefore, the general solution to $L y=0$ can be constructed from any $n$ linearly independent solutions to the differential equation.

If $L$ is a polynomial differential operator $P(D)$ (with constant coefficients), then a real root $r$ of the equation $P(D)=0$ of multiplicity $m$ contributes linearly independent solutions

$$
e^{r x}, \quad x e^{r x}, \ldots, \quad x^{m-1} e^{r x} .
$$

On the other hand, a complex root $r=a+b i(b \neq 0)$ of multiplicity $m$ contributes $2 m$ solutions

$$
\begin{array}{rcll}
e^{a x} \cos b x, & x e^{a x} \cos b x, & \ldots, & x^{m-1} e^{a x} \cos b x, \\
e^{a x} \sin b x, & x e^{a x} \sin b x, & \ldots, & x^{m-1} e^{a x} \sin b x .
\end{array}
$$

Note that $r=a-b i$ necessarily will occur with multiplicity $m$ as well, but contributes the same $2 m$ solutions as $r=a+b i$.

The general solution to a nonhomogeneous differential equation $L_{y}=F(x)$ has the form

$$
y(x)=y_{c}(x)+y_{p}(x),
$$

where $y_{c}(x)$ is the complementary function (which solves the corresponding homogeneous differential equation) and $y_{p}(x)$ is any particular solution to the original nonhomogeneous differential equation. We have discussed two basic methods for determining a particular solution $y_{p}(x)$, undetermined coefficients and variation-of-parameters.

## Method of Undetermined Coefficients: Annihilators

When $F(x)$ has one of the forms

$$
F(x)=\left\{\begin{array}{l}
c x^{k} e^{a x} \\
c x^{k} e^{a x} \sin b x \\
c x^{k} e^{a x} \cos b x
\end{array}\right.
$$

or sums of these forms, we can find an annihilator $A(D)$ of $F$ (i.e., such that $A(D) F=$ 0 ). For instance, $A(D)=(D-a)^{k+1}$ annihilates $c x^{k} e^{a x}$, while $A(D)=\left(D^{2}-2 a D+\right.$ $\left.a^{2}+b^{2}\right)^{k+1}$ annihilates $c x^{k} e^{a x} \cos b x$ and $c x^{k} e^{a x} \sin b x$. If $F(x)$ is given by a sum of the forms above, then it is annihilated by the corresponding product of annihilators.

By operating on the differential equation $P(D) y=F(x)$ by the annihilator $A(D)$ of $F$, we obtain the homogeneous differential equation $A(D) P(D) y=0$, whose general solution can be readily obtained by determining the roots of the equation $A(D) P(D)=0$. By removing terms of the general solution to $A(D) P(D) y=0$ that coincide with the complementary function for the differential equation $P(D) y=F(x)$, the remaining terms provide the form of a particular solution $y_{p}$, also known as a trial solution, to the nonhomogeneous differential equation. This trial solution provides the correct form for a particular solution, but contains undetermined coefficients that can be computed by substituting the trial solution into the differential equation. The table at the end of Section 8.3 shows the appropriate trial solution to use if $F(x)$ is of any of the forms mentioned above.

## Method of Variation-of-Parameters

Here we attempt a particular solution to $L_{y}=F(x)$ of the form

$$
y_{p}(x)=u_{1}(x) y_{1}(x)+u_{2}(x) y_{2}(x)+\cdots+u_{n}(x) y_{n}(x),
$$

where $n$ is the degree of $P(D), y_{1}, y_{2}, \ldots, y_{n}$ are $n$ linearly independent solutions to the corresponding homogeneous differential equation $L_{y}=0$, and $u_{1}, u_{2}, \ldots, u_{n}$ are unknown functions satisfying Equations (8.7.22).

## Applications

In Sections 8.5 and 8.6, we have considered some applications of second-order nonhomogeneous linear differential equations. First, we explored the motion of a mechanical system consisting of a mass attached to a spring under the influence of a variety of possible forces. Next we saw that the mathematics of a spring-mass system coincides with that of an RLC circuit, given an appropriate renaming of the variables.

## Cauchy-Euler Equations

A second-order Cauchy-Euler differential equation has the form

$$
x^{2} y^{\prime \prime}+a_{1} x y^{\prime}+a_{2} y=0, \quad x>0
$$

and is an important example of a differential equation with nonconstant coefficients. As with the method of undetermined coefficients, the solution technique relies on using a trial solution, this time of the form $y(x)=x^{r}$, to determine two linearly independent solutions to the Cauchy-Euler equation. The text also discusses a natural generalization to higher-order Cauchy-Euler equations.

## Reduction of Order

In the final section of this chapter, a powerful method is used to generate a second linearly independent solution to a second-order nonhomogeneous differential equation, once one solution to the associated homogeneous differential equation has been obtained. The procedure described actually reduces the problem to solving a first-order linear differential equation.

## Additional Problems

In Problems 1-6, find $L y$ for the given differential operator $L$ and the given function $y$.

1. $L=D^{2}+3, \quad y(x)=e^{x^{3}}$.
2. $L=5, \quad y(x)=\frac{1}{1+x^{2}}$.
3. $L=\frac{1}{x} D^{2}+x D-2, \quad y(x)=4 \sin x$.
4. $L=x^{2} D^{3}-\sin x D, \quad y(x)=e^{2 x}+\cos x$.
5. $L=\left(x^{2}+1\right) D^{3}-(\cos x) D+5 x^{2}$, $y(x)=\ln x+8 x^{5}$.
6. $L=4 x^{2 D}, \quad y(x)=\sin ^{2}\left(x^{2}+1\right)$.

In Problems 7-13, determine the general solution to the given differential equation.
7. $y^{\prime \prime \prime}+3 y^{\prime \prime}-4 y=0$.
8. $y^{\prime \prime \prime}+11 y^{\prime \prime}+36 y^{\prime}+26 y=0$.
[Hint: $r=-1$ is a root of the auxiliary polynomial.]
9. $y^{(i v)}+13 y^{\prime \prime}+36 y=0$.
10. $y^{\prime \prime \prime}+10 y^{\prime \prime}+25 y^{\prime}=0$.
11. $(D+3)^{3}\left(D^{2}-4 D+13\right) y=0$.
12. $\left(D^{2}-2 D+2\right)^{3} y=0$.
13. $\left(D^{2}+4 D+4\right)(D-3) y=0$.

In Problems 14-17, determine the annihilator of the given function.
14. $F(x)=5 e^{-x}+4 x$.
15. $F(x)=17 e^{3 x} \sin x$.
16. $F(x)=2 x^{5} \cos 4 x$.
17. $F(x)=4 x \sin x-3 e^{-2 x}$.

In Problems 18-23, determine a trial solution for the given nonhomogeneous differential equation. In each case, check that you obtain the same trial solution with or without the use of annihilators.
18. $y^{\prime \prime}+6 y^{\prime}+9 y=4 e^{-3 x}$.
19. $y^{\prime \prime}+6 y^{\prime}+9 y=4 e^{-2 x}$.
20. $y^{\prime \prime \prime}-6 y^{\prime \prime}+25 y^{\prime}=x^{2}$.
21. $y^{\prime \prime \prime}-6 y^{\prime \prime}+25 y^{\prime}=\sin 4 x$.
22. $y^{\prime \prime \prime}+9 y^{\prime \prime}+24 y^{\prime}+16 y=8 e^{-x}+1$.
23. $y^{(v i)}+3 y^{(i v)}+3 y^{\prime \prime}+y=2 \sin x$.

For Problems 24-29, solve the given nonhomogeneous differential equation by using (a) the method of undetermined coefficients, and (b) the variation-of-parameters method.
24. The differential equation in Problem 19.
25. The differential equation in Problem 20.
26. The differential equation in Problem 21.
27. $y^{\prime \prime}-4 y=5 e^{x}$.
28. $y^{\prime \prime}+2 y^{\prime}+y=2 x e^{-x}$.
29. $y^{\prime \prime}-y=4 e^{x}$.

For Problems 30-39, state whether the annihilator method can be used to determine a particular solution to the given differential equation. If the technique cannot be used, state why not. If the technique can be used, then give an appropriate trial solution.
30. $y^{\prime \prime}+x y=\sin x$.
31. $y^{\prime \prime}+4 y=\ln x$.
32. $y^{\prime \prime}+2 y^{\prime}-3 y=5 e^{x}$.
33. $y^{\prime \prime}+y=\tan x$.
34. $y^{\prime \prime}+y=4 \cos 2 x+3 e^{x}$.
35. $y^{\prime \prime}-8 y^{\prime}+16 y=7 e^{4 x}$.
36. $x^{2} y^{\prime \prime}+5 x y^{\prime}+7 y=3 e^{x}$.
37. $y^{\prime \prime}-2 y^{\prime}+5 y=7 e^{x} \cos x+\sin x$.
38. $y^{\prime \prime}+4 y=7 \cos ^{2} x$.
39. $\frac{d^{2} y}{d t^{2}}-2 a \frac{d y}{d t}+\left(a^{2}+b^{2}\right) y=e^{a t}(4 t+\cos b t)$, where $a$ and $b$ are positive constants.

For Problems 40-45, use the annihilator method to solve the given differential equation.
40. $y^{\prime \prime}+4 y=7 e^{x}$.
41. $y^{\prime \prime}+2 y^{\prime}-3 y=2 x e^{-3 x}$.
42. $y^{\prime \prime}+4 y^{\prime}=4 x^{2}$.
43. $y^{\prime \prime}+4 y=8 \cos 2 x$.
44. $y^{\prime \prime}-8 y^{\prime}+16 y=5 e^{4 x}$.
45. $y^{\prime \prime}-y=3 e^{2 x}+\sin x$.
46. Solve the initial-value problem:

$$
y^{\prime \prime}-y^{\prime}-2 y=15 e^{2 x}, \quad y(0)=0, \quad y^{\prime}(0)=8
$$

For Problems 47-51, use the variation-of-parameters method to solve the given differential equation.
47. $y^{\prime \prime}+y=\frac{1}{\sin x}$.
48. $y^{\prime \prime}+y=\tan x$.
49. $y^{\prime \prime}-2 m y^{\prime}+m^{2} y=e^{m x} \ln x, \quad x>0$, where $m$ is a real constant.
50. $y^{\prime \prime}+2 y^{\prime}+y=x^{-1} e^{x}$.
51. $y^{\prime \prime}-2 y^{\prime}+y=e^{x} \ln x, \quad x>0$.
52. Solve Problem 49 by the reduction of order method, given that $y_{1}(x)=e^{m x}$ is a solution to the associated homogeneous differential equation.

For Problems 53-58, find the general solution to the given differential equation on the interval $(0, \infty)$.
53. $x^{2} y^{\prime \prime}+9 x y^{\prime}+16 y=0$.
54. $x^{2} y^{\prime \prime}+9 x y^{\prime}+15 y=0$.
55. $x^{2} y^{\prime \prime}-11 x y^{\prime}+37 y=0$.
56. $x^{2} y^{\prime \prime}+x y^{\prime}+25 y=0$.
57. $x^{2} y^{\prime \prime}-2 x y^{\prime}-18 y=0$.
58. $x^{2} y^{\prime \prime}-x y^{\prime}=0$.

For Problems 59-61, solve the given differential equation on the interval $x>0$. Use the variation-of-parameters technique to obtain a particular solution.
59. $x^{2} y^{\prime \prime}+9 x y^{\prime}+16 y=x^{-3}$.
60. $x^{2} y^{\prime \prime}-3 x y^{\prime}-12 y=x^{4}+5 x^{2}$.
61. $x^{2} y^{\prime \prime}-5 x y^{\prime}+10 y=x^{3}$.

For Problems 62-66, determine a particular solution to the given differential equation.
62. $y^{\prime \prime}-4 y^{\prime}-5 y=e^{3 x} \sin 2 x$.
63. $y^{\prime \prime}+4 y^{\prime}+4 y=\frac{\ln x}{x e^{2 x}}$.
64. $y^{\prime \prime}-2 y^{\prime}+26 y=e^{x} \cos 5 x$.
65. $y^{\prime \prime}-9 y^{\prime}+20 y=x^{3} e^{5 x}$.
66. $y^{\prime \prime}-8 y^{\prime}+17 y=e^{4 x} \csc x$.

## Project: Motion of a Stretched String with Fixed End-Points

Consider a taut string of length $L$ whose ends are fixed. Let $u(x, t)$ denote the displacement from its equilibrium position of the point on the string at distance $x$ from the left-hand end at time $t$. Then, the motion of the string is governed by the following initial boundary-value problem (IBVP):

$$
\begin{gather*}
\frac{\partial^{2} u}{\partial t^{2}}-c^{2} \frac{\partial^{2} u}{\partial x^{2}}=0,  \tag{8.10.1}\\
u(0, t)=0, \quad u(L, t)=0, \quad t>0,  \tag{8.10.2}\\
u(x, 0)=f(x), \quad \frac{\partial u}{\partial t}(x, 0)=g(x), \quad 0<x<L . \tag{8.10.3}
\end{gather*}
$$

The partial differential equation (8.10.1) is called the wave equation. In this equation $c$ is a positive constant. The conditions given in Equation (8.10.2) are boundary conditions


Figure 8.10.1: Snapshot of string at time $t=t_{0}$
that correspond to there being no displacement of the end-points of the string for all $t>0$, whereas Equation (8.10.3) gives the initial conditions corresponding to the problem. More specifically, the functions $f$ and $g$ denote the initial shape of the string, and the initial velocity at each point along the string at $t=0$, respectively. In this project we will derive the Fourier series solution to this initial boundary-value problem. This will require almost all of the concepts that we have been studying in Chapters 4 through 8 .

1. (Separation of variables) Begin by showing that any solutions to (8.10.1) of the form $u(x, t)=X(x) \cdot T(t)$ must satisfy

$$
\begin{equation*}
\frac{X^{\prime \prime}}{X}=\frac{\ddot{T}}{c^{2} T} \tag{8.10.4}
\end{equation*}
$$

where the prime and dot denote differentiation with respect to $x$ and $t$, respectively. Since the only way that a function of $x$ only can equal a function of $t$ only is for both functions to equal the same constant, we can conclude that

$$
\frac{X^{\prime \prime}}{X}=k \quad \text { and } \quad \frac{\ddot{T}}{c^{2} T}=k
$$

where $k$ is a constant.
2. Show that imposing the boundary conditions (8.10.2) on any function of the form $u(x, t)=X(x) \cdot T(t)$ requires that

$$
X(0)=0 \quad \text { and } \quad X(L)=0
$$

3. Combine the results from Parts 1 and 2 to conclude that solutions to (8.10.1) and (8.10.2) of the form $u(x, t)=X(x) \cdot T(t)$ are obtained by solving

$$
\begin{gather*}
X^{\prime \prime}-k X=0, \quad X(0)=0, \quad X(L)=0  \tag{8.10.5}\\
\ddot{T}-c^{2} k T=0 . \tag{8.10.6}
\end{gather*}
$$

4. Show that if $k>0$ or $k=0$ then the only solution to (8.10.5) is $u(x, t)=0$.
5. Now consider the case when $k<0$, and set $k=-\lambda^{2}$, for some real number $\lambda$. Show that in order for there to be nonzero solutions to (8.10.5) we must have

$$
\lambda^{2}=\lambda_{n}^{2}=\frac{n^{2} \pi^{2}}{L^{2}}, \quad n=1,2, \ldots
$$

Without loss of generality we can choose

$$
\lambda=\lambda_{n}=\frac{n \pi}{L}, \quad n=1,2, \ldots
$$

Show that with this choice the corresponding solutions to (8.10.5) are

$$
\begin{equation*}
X=X_{n}(x)=\sin \frac{n \pi x}{L}, \quad n=1,2, \ldots \tag{8.10.7}
\end{equation*}
$$

The scalars, $\lambda_{n}$, are called the eigenvalues of the problem, and the corresponding functions, $X_{n}$, are called the eigenfunctions of the problem.
6. With the choice of $\lambda_{n}$ given in (8.10.7), derive the corresponding general solution to (8.10.6), and thereby conclude that the separable solutions to (8.10.5) and (8.10.6) are given by

$$
\begin{equation*}
u_{n}(x, t)=\left(A_{n} \cos \frac{n \pi c t}{L}+B_{n} \frac{n \pi c t}{L}\right) \sin \frac{n \pi x}{L}, \quad n=1,2, \ldots \tag{8.10.8}
\end{equation*}
$$

7. Now let

$$
F_{k}(x, t)=\sum_{n=1}^{k} u_{n}(x, t)=\sum_{n=1}^{k}\left(A_{n} \cos \frac{n \pi c t}{L}+B_{n} \sin \frac{n \pi c t}{L}\right) \sin \frac{n \pi x}{L} .
$$

Verify by direct substitution that $u=F_{k}(x, t)$ is a solution to (8.10.1) and (8.10.2).
In Part 7, you have shown that any finite linear combination of solutions of the form (8.10.8) is also a solution to (8.10.1) and (8.10.2). However, in order to satisfy the initial conditions (8.10.3), we must now take a leap of faith and consider taking a linear combination of all of the eigenfunctions and set

$$
u(x, t)=\sum_{n=1}^{\infty} u_{n}(x, t)=\sum_{n=1}^{\infty}\left(A_{n} \cos \frac{n \pi c t}{L}+B_{n} \sin \frac{n \pi c t}{L}\right) \sin \frac{n \pi x}{L} .
$$

For the remainder of this project we will ignore convergence issues associated with taking such an infinite sum, and proceed in the knowledge that under suitable conditions all of our steps can be rigorously justified.
8. (Satisfying the initial conditions) In order to determine the solution for the string problem, we need to choose the constants $A_{n}$ and $B_{n}$ so that the initial conditions given in (8.10.3) are satisfied. Show that these conditions lead to the following equations for determining $A_{n}$ and $B_{n}$ :

$$
\begin{equation*}
\sum_{n=1}^{\infty} A_{n} \sin \frac{n \pi x}{L}=f(x), \quad \sum_{n=1}^{\infty} n B_{n} \sin \frac{n \pi x}{L}=\frac{L}{\pi c} g(x) . \tag{8.10.9}
\end{equation*}
$$

9. (Orthogonality of the eigenfuctions) Use the function inner product

$$
\left\langle X_{m}, X_{n}\right\rangle=\int_{0}^{L} X_{m}(x) \cdot X_{n}(x) d x
$$

to establish that the set of eigenfuctions $\left\{\sin \frac{n \pi x}{L}\right\}_{n=1}^{\infty}$ is an orthogonal set on the interval $[0, L]$, that is,

$$
\left\langle X_{m}, X_{n}\right\rangle=0, \quad m \neq n .
$$

Also verify that $\left\|X_{n}(x)\right\|^{2}=L / 2$.
10. Now we can return to the determination of the $A_{n}$ and $B_{n}$. Multiply the first equation in (8.10.9) by $\sin \frac{m \pi x}{L}$, integrate the resulting equation over the interval $[0, L]$ (assume it is valid to switch the integral and infinite sum), and use the results of Part 8 to conclude that

$$
A_{n}=\frac{2}{L} \int_{0}^{L} f(x) \sin \frac{n \pi x}{L} d x
$$

Use a similar strategy to establish that

$$
B_{n}=\frac{2}{n \pi c} \int_{0}^{L} g(x) \sin \frac{n \pi x}{L} d x
$$

To summarize, we have shown that the solution to the IBVP (8.10.1), (8.10.2), (8.10.3) is

$$
\begin{equation*}
u(x, t)=\sum_{n=1}^{\infty}\left(A_{n} \cos \frac{n \pi c t}{L}+B_{n} \sin \frac{n \pi c t}{L}\right) \sin \frac{n \pi x}{L} \tag{8.10.10}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{n}=\frac{2}{L} \int_{0}^{L} f(x) \sin \frac{n \pi x}{L} d x \tag{8.1.1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}=\frac{2}{n \pi c} \int_{0}^{L} g(x) \sin \frac{n \pi x}{L} d x \tag{8.10.12}
\end{equation*}
$$

11. Consider the particular case of the fixed finite string of length 1 unit that is governed by the following IBVP:

$$
\begin{aligned}
\frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial^{2} u}{\partial x^{2}} & =0 \\
u(0, t)=0, \quad u(1, t) & =0 \quad t>0
\end{aligned}
$$

$$
\begin{aligned}
u(x, 0) & =f(x) \\
& =\left\{\begin{array}{l}
0,0 \leq x \leq 1 / 3 \\
4(3 x-1)(2-3 x), \quad 1 / 3 \leq x \leq 2 / 3, \quad \frac{\partial u}{\partial t}(x, 0)=0, \quad 0<x<1 . \\
0,2 / 3 \leq x \leq 1
\end{array}\right.
\end{aligned}
$$

(a) Sketch the initial profile of the string.
(b) Use (8.10.10)-(8.10.12) to derive the following Fourier series solution to the IBVP:

$$
\begin{align*}
u(x, t)= & \frac{48}{\pi^{3}} \sum_{k=0}^{\infty} \frac{(-1)^{k+1}}{(2 k+1)^{3}}\left[(2 k+1) \pi \cos \frac{(2 k+1) \pi}{6}\right. \\
& \left.-6 \sin \frac{(2 k+1) \pi}{6}\right] \sin (2 k+1) \pi x \cos (2 k+1) \pi t \tag{8.10.13}
\end{align*}
$$

(c) Finally, consider the five-term approximation to (8.10.13) given by the partial sum

$$
\begin{aligned}
S_{5}(x, t)= & \frac{48}{\pi^{3}} \sum_{k=0}^{4} \frac{(-1)^{k+1}}{(2 k+1)^{3}}\left[(2 k+1) \pi \cos \frac{(2 k+1) \pi}{6}\right. \\
& \left.-6 \sin \frac{(2 k+1) \pi}{6}\right] \sin (2 k+1) \pi x \cos (2 k+1) \pi t
\end{aligned}
$$

Use some form of technology to plot the following approximations to the solution to the IBVP:

$$
\begin{aligned}
& S_{5}(x, 0), S_{5}(x, 1 / 3), S_{5}(x, 1 / 2), S_{5}(x, 2 / 3), S_{5}(x, 1), S_{5}(x, 4 / 3), \\
& S_{5}(x, 3 / 2), S_{5}(x, 5 / 3), S_{5}(x, 3 / 2),
\end{aligned}
$$

and use your plots to describe the displacement of the string as a function of time.

## 9

## Systems of Differential Equations

In practice, most applied problems involve more than one unknown function for their formulation and hence require the solution to a system of differential equations. Perhaps the simplest way to see how systems naturally arise is to consider the motion of an object in space. If this object has mass $m$ and is moving under the influence of a force $\mathbf{F}(t)=\left(F_{1}(t), F_{2}(t), F_{3}(t)\right)$, then, according to Newton's second law of motion, the position of the object at time $t,(x(t), y(t), z(t))$, is obtained by solving the system

$$
m \frac{d^{2} x}{d t^{2}}=F_{1}, \quad m \frac{d^{2} y}{d t^{2}}=F_{2}, \quad m \frac{d^{2} z}{d t^{2}}=F_{3} .
$$

In this chapter, we consider the formulation and solution of systems of differential equations. The majority of the chapter is concerned with linear systems of differential equations. In this case, the following familiar questions need addressing:

Question 1: How can we formulate problems in a way suitable for solution?
Question 2: How many solutions, if any, does our linear system of differential equations possess?

Question 3: How do we find the solutions that arise in Question 2?
For Question 1, we have already seen some examples in Chapters 2 and 3 of how to formulate applied problems in a fruitful way by using vectors and matrices. Answering Question 2 will once more require the vector space techniques from Chapters 4 through 7 , whereas, in the case when our linear systems have constant coefficients, we will find an elegant answer to Question 3 using eigenvalues and eigenvectors of appropriate matrices.

Before beginning the general development of the theory for systems of differential equations, we consider two physical problems that can be formulated mathematically in terms of such systems.

Consider the coupled spring-mass system that consists of two masses $m_{1}, m_{2}$ connected by two springs whose spring constants are $k_{1}$ and $k_{2}$, respectively. (See Figure 9.0.1.)


Figure 9.0.1: A coupled spring-mass system.
Let $x(t)$ and $y(t)$ denote the displacement of $m_{1}$ and $m_{2}$, respectively, from their positions when the system is in the static equilibrium position. Then, using Hooke's law and Newton's second law, it follows that the motion of the masses is governed by the system of differential equations

$$
\begin{aligned}
& m_{1} \frac{d^{2} x}{d t^{2}}=-k_{1} x+k_{2}(y-x), \\
& m_{2} \frac{d^{2} y}{d t^{2}}=-k_{2}(y-x)
\end{aligned}
$$

We would expect the problem to have a unique solution once we have specified the initial positions and velocities of the masses.

As a second example, consider the mixing problem depicted in Figure 9.0.2. Two tanks contain a solution consisting of chemical dissolved in water. A solution containing $c \mathrm{~g} / \mathrm{L}$ of the chemical flows into tank 1 at a rate of $r \mathrm{~L} / \mathrm{min}$, and the solution in tank 2 flows out at the same rate. In addition, the solution flows into tank 1 from tank 2 at a rate of $r_{12} \mathrm{~L} / \mathrm{min}$ and into tank 2 from tank 1 at a rate of $r_{21} \mathrm{~L} / \mathrm{min}$.


Figure 9.0.2: A mixing problem.

We wish to determine the amounts of chemical $A_{1}(t)$ and $A_{2}(t)$ in tanks 1 and 2 at any time $t$. A similar analysis to that used in Section 1.7 yields the following system of differential equations governing the behavior of $A_{1}$ and $A_{2}$ :

$$
\begin{aligned}
\frac{d A_{1}}{d t} & =-\frac{r_{21}}{V_{1}} A_{1}+\frac{r_{12}}{V_{2}} A_{2}+c r \\
\frac{d A_{2}}{d t} & =\frac{r_{21}}{V_{1}} A_{1}-\frac{\left(r_{12}+r\right)}{V_{2}} A_{2}
\end{aligned}
$$

where $V_{1}$ and $V_{2}$ denote the volume of solution in each tank at time $t$.
We will give a full discussion of both of the foregoing problems in Section 9.7 once we have developed the theory and solution techniques for linear systems of differential equations.

### 9.1 First-Order Linear Systems

We first focus our attention on linear systems of differential equations, sometimes called linear differential systems. Once such a system has been appropriately formulated, vector space methods can be applied to derive the complete theory regarding their solution properties.

## DEFINITION 9.1.1

A system of differential equations of the form

$$
\begin{align*}
\frac{d x_{1}}{d t} & =a_{11}(t) x_{1}(t)+a_{12}(t) x_{2}(t)+\cdots+a_{1 n}(t) x_{n}(t)+b_{1}(t), \\
\frac{d x_{2}}{d t} & =a_{21}(t) x_{1}(t)+a_{22}(t) x_{2}(t)+\cdots+a_{2 n}(t) x_{n}(t)+b_{2}(t),  \tag{9.1.1}\\
& \vdots \\
\frac{d x_{n}}{d t} & =a_{n 1}(t) x_{1}(t)+a_{n 2}(t) x_{2}(t)+\cdots+a_{n n}(t) x_{n}(t)+b_{n}(t),
\end{align*}
$$

where the $a_{i j}(t)$ and $b_{i}(t)$ are specified functions on an interval $I$, is called a firstorder linear system. If $b_{1}=b_{2}=\cdots=b_{n}=0$, then the system is called homogeneous. Otherwise, it is called nonhomogeneous.

## Remarks

1. It is important to notice the structure of a first-order linear system. The highest derivative occurring in such a system is a first derivative. Further, there is precisely one equation involving the derivative of each separate unknown function. Finally, the terms that appear on the right-hand side of the equations do not involve any derivatives and are linear in the unknown functions $x_{1}, x_{2}, \ldots, x_{n}$.
2. We will usually denote $\frac{d x_{i}}{d t}$ by $x_{i}^{\prime}$.

Example 9.1.2 An example of a nonhomogeneous first-order linear system is

$$
\begin{aligned}
& x_{1}^{\prime}=e^{t} x_{1}+t^{2} x_{2}+\sin t \\
& x_{2}^{\prime}=t x_{1}+3 x_{2}-\cos t
\end{aligned}
$$

The associated homogeneous system is

$$
\begin{aligned}
& x_{1}^{\prime}=e^{t} x_{1}+t^{2} x_{2}, \\
& x_{2}^{\prime}=t x_{1}+3 x_{2} .
\end{aligned}
$$

## DEFINITION 9.1.3

By a solution to the system (9.1.1) on an interval $I$ we mean an ordered $n$-tuple of functions $x_{1}(t), x_{2}(t), \ldots, x_{n}(t)$, which, when substituted into both sides of the system, yield the same result for all $t$ in $I$.

## Example 9.1.4 Verify that

$$
\begin{equation*}
x_{1}(t)=-2 e^{5 t}+4 e^{-t}, \quad x_{2}(t)=e^{5 t}+e^{-t} \tag{9.1.2}
\end{equation*}
$$

is a solution to the linear system of differential equations

$$
\begin{align*}
& x_{1}^{\prime}=x_{1}-8 x_{2},  \tag{9.1.3}\\
& x_{2}^{\prime}=-x_{1}+3 x_{2}, \tag{9.1.4}
\end{align*}
$$

on $(-\infty, \infty)$.
Solution: From (9.1.2) it follows that the left-hand side of Equation (9.1.3) is

$$
x_{1}^{\prime}(t)=-10 e^{5 t}-4 e^{-t},
$$

whereas the right-hand side is

$$
x_{1}(t)-8 x_{2}(t)=\left(-2 e^{5 t}+4 e^{-t}\right)-8\left(e^{5 t}+e^{-t}\right)=-10 e^{5 t}-4 e^{-t} .
$$

Consequently,

$$
x_{1}^{\prime}=x_{1}-8 x_{2},
$$

so that Equation (9.1.3) is satisfied by the given functions for all $t \in(-\infty, \infty)$. Similarly, it is easily shown that, for all $t \in(-\infty, \infty)$,

$$
x_{2}^{\prime}=-x_{1}+3 x_{2},
$$

so that Equation (9.1.4) is also satisfied. It follows that $x_{1}$ and $x_{2}$ do define a solution to the given system on $(-\infty, \infty)$.

We now derive a simple technique for solving the system (9.1.1) that can be used when the coefficients $a_{i j}(t)$ in the system are constants. Although we will develop a superior technique for such systems in the later sections, the method introduced here does have importance and will be useful in motivating some of the subsequent results. For simplicity, we will only consider $n=2$. Under the assumption that all $a_{i j}$ are constants, the system (9.1.1) reduces to

$$
\begin{aligned}
x_{1}^{\prime} & =a_{11} x_{1}+a_{12} x_{2}+b_{1}(t), \\
x_{2}^{\prime} & =a_{21} x_{1}+a_{22} x_{2}+b_{2}(t) .
\end{aligned}
$$

This system can be written in the equivalent form

$$
\begin{align*}
\left(D-a_{11}\right) x_{1}- & a_{12} x_{2} \tag{9.1.5}
\end{align*}=b_{1}(t), ~\left(D-a_{21} x_{1}+\left(D-a_{22}\right) x_{2}=b_{2}(t), ~ \$\right.
$$

where $D$ is the differential operation $d / d t$. The idea behind the solution technique is that we can now easily eliminate $x_{2}$ between these two equations by operating on Equation (9.1.5) with $D-a_{22}$, multiplying Equation (9.1.6) by $a_{12}$, and adding the resulting equations. This yields a second-order constant coefficient linear differential equation for $x_{1}$ only, which can be solved using the techniques of Chapter 8. Substituting the expression thereby obtained for $x_{1}$ into Equation (9.1.5) will then yield $x_{2} .{ }^{1}$ We illustrate the technique with an example.

Example 9.1.5 Solve the system

$$
\begin{align*}
& x_{1}^{\prime}=x_{1}+2 x_{2}  \tag{9.1.7}\\
& x_{2}^{\prime}=2 x_{1}-2 x_{2} \tag{9.1.8}
\end{align*}
$$

Solution: We begin by rewriting the system in operator form as

$$
\begin{align*}
(D-1) x_{1}-\quad 2 x_{2} & =0  \tag{9.1.9}\\
-2 x_{1}+(D+2) x_{2} & =0 \tag{9.1.10}
\end{align*}
$$

To eliminate $x_{2}$ between these two equations, we first operate on Equation (9.1.9) with $D+2$ to obtain

$$
(D+2)(D-1) x_{1}-2(D+2) x_{2}=0
$$

Adding twice Equation (9.1.10) to this equation eliminates $x_{2}$ and yields

$$
(D+2)(D-1) x_{1}-4 x_{1}=0
$$

That is,

$$
\left(D^{2}+D-6\right) x_{1}=0
$$

This constant coefficient differential equation has auxiliary polynomial

$$
P(r)=r^{2}+r-6=(r+3)(r-2)
$$

Consequently,

$$
\begin{equation*}
x_{1}(t)=c_{1} e^{-3 t}+c_{2} e^{2 t} \tag{9.1.11}
\end{equation*}
$$

We now determine $x_{2}$. From Equation (9.1.9), we have

$$
x_{2}(t)=\frac{1}{2}(D-1) x_{1}
$$

Inserting the expression for $x_{1}$ from (9.1.11) into the previous equation yields

$$
x_{2}(t)=\frac{1}{2}\left(D x_{1}-x_{1}\right)=\frac{1}{2}\left(-4 c_{1} e^{-3 t}+c_{2} e^{2 t}\right)
$$

Hence, the solution to the system of differential equations (9.1.7) and (9.1.8) is

$$
x_{1}(t)=c_{1} e^{-3 t}+c_{2} e^{2 t}, \quad x_{2}(t)=\frac{1}{2}\left(-4 c_{1} e^{-3 t}+c_{2} e^{2 t}\right)
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants.

[^50]In solving an applied problem that is governed by a system of differential equations, we usually require the particular solution to the system that corresponds to the specific problem of interest. Such a particular solution is obtained by specifying appropriate auxiliary conditions. This leads to the idea of an initial-value problem for linear systems.

## DEFINITION 9.1.6

Solving the system (9.1.1) subject to $n$ auxiliary conditions imposed at the same value of the independent variable is called an initial-value problem. Thus, the general form of the auxiliary conditions for an initial-value problem is:

$$
x_{1}\left(t_{0}\right)=\alpha_{1}, \quad x_{2}\left(t_{0}\right)=\alpha_{2}, \quad \ldots, \quad x_{n}\left(t_{0}\right)=\alpha_{n},
$$

where $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ are constants.

Example 9.1.7 Solve the initial-value problem

$$
\begin{array}{rll}
x_{1}^{\prime}=x_{1}+2 x_{2}, & & x_{2}^{\prime}=2 x_{1}-2 x_{2}, \\
x_{1}(0)=1, & & x_{2}(0)=0 .
\end{array}
$$

Solution: We have already seen in the previous example that the solution to the given system of differential equations is

$$
\begin{equation*}
x_{1}(t)=c_{1} e^{-3 t}+c_{2} e^{2 t}, \quad x_{2}(t)=\frac{1}{2}\left(-4 c_{1} e^{-3 t}+c_{2} e^{2 t}\right), \tag{9.1.12}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants. Imposing the two initial conditions yields the following equations for determining $c_{1}$ and $c_{2}$ :

$$
\begin{aligned}
c_{1}+c_{2} & =1, \\
-4 c_{1}+c_{2} & =0 .
\end{aligned}
$$

Consequently,

$$
c_{1}=\frac{1}{5} \quad \text { and } \quad c_{2}=\frac{4}{5} .
$$

Substituting for $c_{1}$ and $c_{2}$ into (9.1.12) yields the unique solution

$$
x_{1}(t)=\frac{1}{5}\left(e^{-3 t}+4 e^{2 t}\right), \quad x_{2}(t)=\frac{2}{5}\left(e^{2 t}-e^{-3 t}\right) .
$$

It might appear that restricting to first-order linear systems means that we are only considering very special types of linear differential equations. In fact this is incorrect, since most systems of $k$ differential equations that are linear in $k$ unknown functions and their derivatives can be rewritten as equivalent first-order systems by redefining the dependent variables. We illustrate with an example.

Example 9.1.8 Rewrite the linear system

$$
\begin{align*}
& \frac{d^{2} x}{d t^{2}}-4 y=e^{t}  \tag{9.1.13}\\
& \frac{d^{2} y}{d t^{2}}+t^{2} \frac{d x}{d t}=\sin t \tag{9.1.14}
\end{align*}
$$

as an equivalent first-order system.

Solution: We introduce new dependent variables relative to which Equations (9.1.13) and (9.1.14) reduce to first-order differential equations. Let

$$
\begin{equation*}
x_{1}=x, \quad x_{2}=\frac{d x}{d t}, \quad x_{3}=y, \quad x_{4}=\frac{d y}{d t} \tag{9.1.15}
\end{equation*}
$$

Then Equations (9.1.13) and (9.1.14) can be replaced by

$$
\frac{d x_{2}}{d t}-4 x_{3}=e^{t}, \quad \frac{d x_{4}}{d t}+t^{2} x_{2}=\sin t
$$

These equations must also be supplemented with equations for $x_{1}$ and $x_{3}$. From (9.1.15), we see that

$$
\frac{d x_{1}}{d t}=x_{2}, \quad \frac{d x_{3}}{d t}=x_{4}
$$

Consequently, the given system of differential equations is equivalent to the first-order linear system

$$
\frac{d x_{1}}{d t}=x_{2}, \quad \frac{d x_{2}}{d t}=4 x_{3}+e^{t}, \quad \frac{d x_{3}}{d t}=x_{4}, \quad \frac{d x_{4}}{d t}=-t^{2} x_{2}+\sin t
$$

Finally, consider the general $n$ th-order linear differential equation

$$
\begin{equation*}
x^{(n)}+a_{1}(t) x^{(n-1)}+\cdots+a_{n-1}(t) x^{\prime}+a_{n}(t) x=F(t) \tag{9.1.16}
\end{equation*}
$$

If we introduce the new variables $x_{1}, x_{2}, \ldots, x_{n}$ defined by

$$
x_{1}=x, \quad x_{2}=x^{\prime}, \quad \ldots, \quad x_{n}=x^{(n-1)}
$$

then Equation (9.1.16) can be replaced by the equivalent first-order linear system

$$
\begin{aligned}
& x_{1}^{\prime}=x_{2}, \quad x_{2}^{\prime}=x_{3}, \quad \ldots, \quad x_{n-1}^{\prime}=x_{n} \\
& x_{n}^{\prime}=-a_{n}(t) x_{1}-a_{n-1}(t) x_{2}-\cdots-a_{1}(t) x_{n}+F(t)
\end{aligned}
$$

Consequently, any $n$ th-order linear differential equation can be replaced by an equivalent system of first-order differential equations.

Example 9.1.9 Write the following differential equation as an equivalent first-order system:

$$
\frac{d^{2} x}{d t^{2}}+4 e^{t} \frac{d x}{d t}-9 t^{2} x=7 t^{2}
$$

Solution: We introduce new variables $x_{1}$ and $x_{2}$ defined by

$$
x_{1}=x, \quad x_{2}=\frac{d x}{d t}
$$

Then the given differential equation can be replaced by the first-order system

$$
\frac{d x_{1}}{d t}=x_{2}, \quad \frac{d x_{2}}{d t}=9 t^{2} x_{1}-4 e^{t} x_{2}+7 t^{2}
$$

## Exercises for 9.1

## Key Terms

First-order linear system, Homogeneous linear system, Nonhomogeneous linear system, Solution to a first-order linear system, Initial-value problem.

## Skills

- Be able to use differential operators to solve a firstorder linear system of differential equations.
- Be able to use differential operators together with initial conditions to solve an initial-value problem consisting of a first-order linear system.
- Be able to convert higher order linear systems of differential equations into a first-order linear system by introducing new variables.
- Be able to convert a first-order linear system of differential equations into a single higher-order differential equation that can be solved by the techniques of the previous chapter.


## True-False Review

For Questions (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The system of differential equations $x^{\prime}=e^{2 t} x+e^{-t} y$, $y^{\prime}=t x+5(\cos t) y$ is a first-order linear system of differential equations.
(b) The system of differential equations $x^{\prime}=t^{4} x-e^{t} y+4$, $y^{\prime}=\left(t^{2}+3\right) x-t^{2}$ is a first-order linear system of differential equations.
(c) The system of differential equations $x^{\prime}=t y+$ $5(\sin t) y-3 e^{t}, y^{\prime}=t^{2} x-7 x y-1$ is a first-order linear system of differential equations.
(d) The system of differential equations $x^{\prime}=-2 x, x^{\prime}=$ $e^{y} x+e^{t} y$, is a first-order linear system of differential equations.
(e) A third-order linear differential equation can be replaced by a first-order linear system consisting of three differential equations.
(f) A first-order linear system of two differential equations can be solved by converting it into a second-order linear differential equation.
(g) The first-order linear system $x^{\prime}=x+y, y^{\prime}=x-y$, with auxiliary conditions $x(0)=0, y(1)=1$ is an initial-value problem.
(h) The first-order linear system $x^{\prime}=-2 x-3 y, y^{\prime}=$ $5 x-y$, with auxiliary conditions $x(0)=2, y(0)=6$ is an initial-value problem.
(i) The first-order linear system $x^{\prime}=e^{t} x-t^{3} y, y^{\prime}=$ $4 x-5 t^{2} y$, with auxiliary condition $x(2)=5$, is an initial-value problem.
(j) The first-order linear system $x^{\prime}=t^{2} x+3 y, y^{\prime}=3 x-$ $t y$, with auxiliary condition $x(3)=7, y(-3)=-7$ is an initial-value problem.

## Problems

For Problems $1-8$, solve the given system of differential equations.

1. $x_{1}^{\prime}=2 x_{1}+x_{2}, \quad x_{2}^{\prime}=2 x_{1}+3 x_{2}$.
2. $x_{1}^{\prime}=2 x_{1}-3 x_{2}, \quad x_{2}^{\prime}=x_{1}-2 x_{2}$.
3. $x_{1}^{\prime}=4 x_{1}+2 x_{2}, \quad x_{2}^{\prime}=-x_{1}+x_{2}$.
4. $x_{1}^{\prime}=2 x_{1}+4 x_{2}, x_{2}^{\prime}=-4 x_{1}-6 x_{2}$.
5. $x_{1}^{\prime}=2 x_{2}, x_{2}^{\prime}=-2 x_{1}$.
6. $x_{1}^{\prime}=x_{1}-3 x_{2}, \quad x_{2}^{\prime}=3 x_{1}+x_{2}$.
7. $x_{1}^{\prime}=2 x_{1}, \quad x_{2}^{\prime}=x_{2}-x_{3}, \quad x_{3}^{\prime}=x_{2}+x_{3}$.
8. $x_{1}^{\prime}=-2 x_{1}+x_{2}+x_{3}, x_{2}^{\prime}=x_{1}-x_{2}+3 x_{3}$, $x_{3}^{\prime}=-x_{2}-3 x_{3}$.

For Problems 9-11, solve the given initial-value problem.
9. $x_{1}^{\prime}=2 x_{2}, x_{2}^{\prime}=x_{1}+x_{2}, \quad x_{1}(0)=3, x_{2}(0)=0$.
10. $x_{1}^{\prime}=2 x_{1}+5 x_{2}, \quad x_{2}^{\prime}=-x_{1}-2 x_{2}$, $x_{1}(0)=0, \quad x_{2}(0)=1$.
11. $x_{1}^{\prime}=2 x_{1}+x_{2}, \quad x_{2}^{\prime}=-x_{1}+4 x_{2}$, $x_{1}(0)=1, \quad x_{2}(0)=3$.

For Problems 12-14, solve the given nonhomogeneous system.
12. $x_{1}^{\prime}=x_{1}+2 x_{2}+5 e^{4 t}, \quad x_{2}^{\prime}=2 x_{1}+x_{2}$.
13. $x_{1}^{\prime}=-2 x_{1}+x_{2}+t, \quad x_{2}^{\prime}=-2 x_{1}+x_{2}+1$.
14. $x_{1}^{\prime}=x_{1}+x_{2}+e^{2 t}, \quad x_{2}^{\prime}=3 x_{1}-x_{2}+5 e^{2 t}$.

For Problems 15-16, convert the given system of differential equations to a first-order linear system.
15. $\frac{d x}{d t}-t y=\cos t, \frac{d^{2} y}{d t^{2}}-\frac{d x}{d t}+x=e^{t}$.
16. $\frac{d^{2} x}{d t^{2}}-3 \frac{d y}{d t}+x=\sin t, \quad \frac{d^{2} y}{d t^{2}}-t \frac{d x}{d t}-e^{t} y=t^{2}$.

For Problems 17-19, convert the given linear differential equations to a first-order linear system.
17. $y^{\prime \prime}+2 t y^{\prime}+y=\cos t$.
18. $y^{\prime \prime}+a y^{\prime}+b y=F(t), \quad a, b$ constants.
19. $y^{\prime \prime \prime}+t^{2} y^{\prime}-e^{t} y=t$.
20. The initial-value problem that governs the behavior of a coupled spring-mass system is (see the introduction
to this chapter)

$$
\begin{gathered}
m_{1} \frac{d^{2} x}{d t^{2}}=-k_{1} x+k_{2}(y-x) \\
m_{2} \frac{d^{2} y}{d t^{2}}=-k_{2}(y-x) \\
x(0)=\alpha_{1}, \quad x^{\prime}(0)=\alpha_{2}, \quad y(0)=\alpha_{3}, \quad y^{\prime}(0)=\alpha_{4}
\end{gathered}
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}$, and $\alpha_{4}$ are constants. Convert this problem into an initial-value problem for an equivalent first-order linear system. (You must give the appropriate initial conditions in the new variables.)
21. Solve the initial-value problem:

$$
\begin{gathered}
x_{1}^{\prime}=-(\tan t) x_{1}+3 \cos ^{2} t, \\
x_{2}^{\prime}=x_{1}+(\tan t) x_{2}+2 \sin t, \\
x_{1}(0)=4, \quad x_{2}(0)=0 .
\end{gathered}
$$

### 9.2 Vector Formulation

The first step in developing the general theory for first-order linear systems is to formulate the problem of solving such a system as an appropriate vector space problem. The key to this formulation is the realization that the scalar system of equations

$$
\begin{align*}
x_{1}^{\prime} & =a_{11}(t) x_{1}(t)+a_{12}(t) x_{2}(t)+\cdots+a_{1 n}(t) x_{n}(t) \\
x_{2}^{\prime} & =a_{21}(t) x_{1}(t)+a_{22}(t) x_{2}(t)+\cdots+a_{2 n}(t) x_{n}(t)  \tag{9.2.1}\\
& \vdots \\
x_{n}^{\prime} & =a_{n 1}(t) x_{1}(t)+a_{n 2}(t) x_{2}(t)+\cdots+a_{n n}(t) x_{n}(t)
\end{align*}
$$

can be written as the equivalent vector equation

$$
\begin{equation*}
\mathbf{x}^{\prime}(\mathrm{t})=\mathrm{A}(\mathrm{t}) \mathbf{x}(\mathrm{t})+\mathbf{b}(\mathrm{t}) \tag{9.2.2}
\end{equation*}
$$

where

$$
\mathbf{x}(t)=\left[\begin{array}{c}
x_{1}(t) \\
x_{2}(t) \\
\vdots \\
x_{n}(t)
\end{array}\right], \quad \mathbf{x}^{\prime}(t)=\left[\begin{array}{c}
x_{1}^{\prime}(t) \\
x_{2}^{\prime}(t) \\
\vdots \\
x_{n}^{\prime}(t)
\end{array}\right]
$$

and

$$
A(t)=\left[\begin{array}{cccc}
a_{11}(t) & a_{12}(t) & \ldots & a_{1 n}(t) \\
a_{21}(t) & a_{22}(t) & \ldots & a_{2 n}(t) \\
\vdots & \vdots & & \vdots \\
a_{n 1}(t) & a_{n 2}(t) & \ldots & a_{n n}(t)
\end{array}\right], \quad \mathbf{b}(t)=\left[\begin{array}{c}
b_{1}(t) \\
b_{2}(t) \\
\vdots \\
b_{n}(t)
\end{array}\right]
$$

Notice that $\mathbf{x}, \mathbf{x}^{\prime}$, and $\mathbf{b}$ in (9.2.2) are column $n$-vector functions. We let $V_{n}(I)$ denote the set of all column $n$-vector functions defined on an interval $I$, and define addition and scalar multiplication within this set in the same manner as for column vectors. The following result concerning $V_{n}(I)$ will be needed in the remaining sections:

Theorem 9.2.1 The set $V_{n}(I)$ is a vector space.

Proof Verifying that $V_{n}(I)$ together with the operations of addition and scalar multiplication just defined satisfies Definition 4.2.1 is left as an exercise (Problem 10).

Since $V_{n}(I)$ is a vector space, we can discuss linear dependence and linear independence of column vector functions. We first need a definition.

## DEFINITION 9.2.2

Let $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)$ be vectors in $V_{n}(I)$. Then the Wronskian of these vector functions, denoted $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right](t)$, is defined by

$$
W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right](t)=\operatorname{det}\left(\left[\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)\right]\right)
$$

Remark Notice that the Wronskian introduced in this definition refers to column vector functions in the vector space $V_{n}(I)$, whereas the Wronskian defined previously in the text refers to functions in $C^{n}(I)$. The relationship between these two Wronskians is investigated in Problem 13.

Example 9.2.3 Determine the Wronskian of the column vector functions

$$
\mathbf{x}_{1}(t)=\left[\begin{array}{c}
e^{t} \\
2 e^{t}
\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}
3 \sin t \\
\cos t
\end{array}\right] .
$$

Solution: From Definition 9.2.2, we have

$$
W\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right](t)=\left|\begin{array}{cc}
e^{t} & 3 \sin t \\
2 e^{t} & \cos t
\end{array}\right|=e^{t}(\cos t-6 \sin t) .
$$

Our next theorem indicates that the Wronskian plays a familiar role in determining the linear independence of a set of vectors in $V_{n}(I)$.

Theorem 9.2.4 Let $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)$ be vectors in $V_{n}(I)$. If $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]\left(t_{0}\right)$ is nonzero at some point $t_{0}$ in $I$, then $\left\{\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)\right\}$ is linearly independent on $I$.

Proof Consider

$$
c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t)=\mathbf{0},
$$

where $c_{1}, c_{2}, \ldots, c_{n}$ are scalars. Using Theorem 2.2.9, we can write this as the vector equation

$$
X(t) \mathbf{c}=\mathbf{0},
$$

where $\mathbf{c}=\left[\begin{array}{llll}c_{1} & c_{2} & \ldots & c_{n}\end{array}\right]^{T}$ and $X(t)=\left[\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)\right]$. Let $t_{0}$ be in $I$. If we assume that $\operatorname{det}\left(\left[X\left(t_{0}\right)\right]\right)=W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]\left(t_{0}\right) \neq 0$, Corollary 3.2.6 implies that the only solution to this $n \times n$ system of linear equations is $\mathbf{c}=\mathbf{0}$. Consequently, $\left\{\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)\right\}$ is linearly independent on $I$, as required.

Example 9.2.5 The vector functions

$$
\mathbf{x}_{1}(t)=\left[\begin{array}{c}
e^{t} \\
2 e^{t}
\end{array}\right], \quad \mathbf{x}_{2}=\left[\begin{array}{c}
3 \sin t \\
\cos t
\end{array}\right]
$$

are linearly independent on $(-\infty, \infty)$ since $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right](t)=e^{t}(\cos t-6 \sin t)$ is nonzero, for example, when $t=0$.

Example 9.2.6 Given an $n \times n$ matrix function $A(t)$, the function $T: V_{n}(I) \rightarrow V_{n}(I)$ defined by

$$
T(\mathbf{x}(t))=A(t) \mathbf{x}(t)
$$

is a linear transformation. To see this, let $\mathbf{x}(t)$ and $\mathbf{y}(t)$ be column $n$-vector functions, and let $c$ be a scalar. For clarity, we suppress the variable $t$ from the functions $A, \mathbf{x}$, and $\mathbf{y}$ in the calculations below. We have

$$
T(\mathbf{x}+\mathbf{y})=A[\mathbf{x}+\mathbf{y}]=A \mathbf{x}+A \mathbf{y}=T(\mathbf{x})+T(\mathbf{y})
$$

and

$$
T(c \mathbf{x})=A[c \mathbf{x}]=c[A \mathbf{x}]=c T(\mathbf{x}) .
$$

Likewise, the reader can verify that the function $D: V_{n}(I) \rightarrow V_{n}(I)$ defined by

$$
D(\mathbf{x}(t))=\mathbf{x}^{\prime}(t)
$$

is a linear transformation.

## Vector Differential Equations

A system of linear differential equations written in the vector form

$$
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t)
$$

will be called a vector differential equation. We emphasize that within this formulation the primary unknown is the column vector function $\mathbf{x}(t)$ whose components, $x_{1}(t), x_{2}(t), \ldots, x_{n}(t)$ are the unknowns in the corresponding linear system (9.2.1). The problem of determining all solutions to the general first-order linear system of differential equations ( 9.2 .1 ) can now be formulated as the vector space problem

Find all column vector functions $\mathbf{x}(t) \in V_{n}(I)$ satisfying the vector differential equation

$$
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t) .
$$

The vector space $V_{n}(I)$ is not finite-dimensional, since there is no finite set of linearly independent vectors that span $V_{n}(I)$. The key to solving linear differential systems comes from the realization that, if $A(t)$ is an $n \times n$ matrix function, then the set of all solutions
to the homogeneous vector differential equation

$$
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)
$$

is an $n$-dimensional subspace of $V_{n}(I)$. This is illustrated in the next example and established in general in the next section.

Example 9.2.7 Consider the homogeneous linear system of differential equations

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}+2 x_{2} \\
& x_{2}^{\prime}=2 x_{1}-2 x_{2}
\end{aligned}
$$

In Example 9.1.5, we derived the following solution to this scalar system:

$$
x_{1}(t)=c_{1} e^{-3 t}+c_{2} e^{2 t}, \quad x_{2}(t)=\frac{1}{2}\left(-4 c_{1} e^{-3 t}+c_{2} e^{2 t}\right)
$$

We can reformulate this problem as an equivalent vector differential equation:

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad A=\left[\begin{array}{rr}
1 & 2  \tag{9.2.3}\\
2 & -2
\end{array}\right]
$$

The solution vector to the vector differential equation (9.2.3) is

$$
\mathbf{x}(t)=\left[\begin{array}{c}
c_{1} e^{-3 t}+c_{2} e^{2 t} \\
\frac{1}{2}\left(-4 c_{1} e^{-3 t}+c_{2} e^{2 t}\right)
\end{array}\right]
$$

which can be written in the equivalent form

$$
\mathbf{x}(t)=c_{1}\left[\begin{array}{c}
e^{-3 t} \\
-2 e^{-3 t}
\end{array}\right]+c_{2}\left[\begin{array}{c}
e^{2 t} \\
\frac{1}{2} e^{2 t}
\end{array}\right] .
$$

Consequently, in this particular example, the set of all solutions to the vector differential equation is the two-dimensional subspace of $V_{2}(I)$ spanned by the linearly independent column vector functions ${ }^{2}$

$$
\mathbf{x}_{1}(t)=\left[\begin{array}{c}
e^{-3 t} \\
-2 e^{-3 t}
\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}
e^{2 t} \\
\frac{1}{2} e^{2 t}
\end{array}\right] .
$$

## Exercises for 9.2

## Key Terms

Vector formulation of a linear system, Wronskian of vector functions, Vector differential equation.

## Skills

- Be able to write a system of first-order linear differential equations as an equivalent vector differential equation.
- Be able to determine the Wronskian of a collection of column vector functions.
- Understand how the Wronskian of a collection of column vector functions relates to the linearly independence of those functions.


## True-False Review

For Questions (a)-(g), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.

[^51](a) In the vector equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t)$, the matrix function $A(t)$ must always be a square matrix.
(b) The Wronskians $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right](t)$ and $W\left[\mathbf{x}_{2}, \mathbf{x}_{1}\right](t)$ are the same.
(c) Three column vector functions in $V_{2}(I)$ must be linearly dependent.
(d) In order for a set of $n$ column vector functions in $V_{n}(I)$ to be linearly independent, the Wronskian of these vector functions must be nonzero for all $x$ in $I$.
(e) If $A$ is a $2 \times 2$ matrix of constants whose determinant is zero, then the vector differential equation $\mathbf{x}^{\prime}(t)=A \mathbf{x}(t)$ cannot have two linearly independent solutions.
(f) A single fourth-order linear differential equation can be rewritten as a $4 \times 4$ linear system of differential equations.
(g) If $\mathbf{x}_{0}(t)$ is a solution to the homogeneous vector differential equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)$, then $\mathbf{x}_{0}(t)+\mathbf{b}(t)$ is a solution to the nonhomogeneous vector differential equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t)$.

## Problems

For Problems $1-5$, show that the given vector functions are linearly independent on $(-\infty, \infty)$.

1. $\mathbf{x}_{1}(t)=\left[\begin{array}{r}e^{t} \\ -e^{t}\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{l}e^{t} \\ e^{t}\end{array}\right]$.
2. $\mathbf{x}_{1}(t)=\left[\begin{array}{l}t \\ t\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}t \\ t^{2}\end{array}\right]$.
3. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}t+1 \\ t-1 \\ 2 t\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}e^{t} \\ e^{2 t} \\ e^{3 t}\end{array}\right]$,
$\mathbf{x}_{3}(t)=\left[\begin{array}{c}1 \\ \sin t \\ \cos t\end{array}\right]$.
4. $\mathbf{x}_{1}(t)=\left[\begin{array}{l}t \\ t\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}|t| \\ t\end{array}\right]$.

Is there an interval on which $\mathbf{x}_{1}(t)$ and $\mathbf{x}_{2}(t)$ in this exercise are not linearly independent?
5. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}\sin t \\ \cos t \\ 1\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}t \\ 1-t \\ 1\end{array}\right]$,

$$
\mathbf{x}_{3}(t)=\left[\begin{array}{c}
\sinh t \\
\cosh t \\
1
\end{array}\right]
$$

For Problems 6-9, show that the given vector functions are linearly dependent on $(-\infty, \infty)$.
6. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}e^{t} \\ 2 e^{2 t}\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}4 e^{t} \\ 8 e^{2 t}\end{array}\right]$.
7. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}t^{2} \\ 6-t+t^{3}\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}-3 t^{2} \\ -18 t+3 t^{2}-3 t^{3}\end{array}\right]$.
8. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}t \\ t^{2} \\ -t^{3}\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}2 t \\ 3 t^{2} \\ 0\end{array}\right]$,
$\mathbf{x}_{3}(t)=\left[\begin{array}{c}-t \\ 0 \\ 3 t^{3}\end{array}\right]$.
9. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}\sin ^{2} t \\ \cos ^{2} t \\ 2\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}2 \cos ^{2} t \\ 2 \sin ^{2} t \\ 1\end{array}\right]$,
$\mathbf{x}_{3}(t)=\left[\begin{array}{l}2 \\ 2 \\ 5\end{array}\right]$.
10. Prove that $V_{n}(I)$ is a vector space.
11. Let $A(t)$ be an $n \times n$ matrix function. Prove that the set of all solutions $\mathbf{x}$ to the system $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(\mathrm{t})$ is a subspace of $V_{n}(I)$.
12. If $A=\left[\begin{array}{ll}2 & -4 \\ 1 & -3\end{array}\right]$, determine two linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ on $(-\infty, \infty)$.

Problem 13 investigates the relationship between the Wronskian defined in this section for column vector functions in $V_{n}(I)$ and the Wronskian defined previously for functions in $C^{n}(I)$.
13. Consider the differential equation

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+a \frac{d y}{d t}+b y=0 \tag{9.2.4}
\end{equation*}
$$

where $a$ and $b$ are arbitrary functions of $t$.
(a) Show that Equation (9.2.4) can be replaced by the equivalent linear system

$$
\begin{equation*}
\mathbf{x}^{\prime}=A \mathbf{x} \tag{9.2.5}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{rr}
0 & 1 \\
-b & -a
\end{array}\right] \quad \text { and } \quad x_{1}=y, x_{2}=y^{\prime}
$$

(b) If $y_{1}=f_{1}(t)$ and $y_{2}=f_{2}(t)$ are solutions to Equation (9.2.4) on an interval $I$, show that the
corresponding solutions to the system (9.2.5) are

$$
\mathbf{x}_{1}(t)=\left[\begin{array}{l}
f_{1}(t) \\
f_{1}^{\prime}(t)
\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{l}
f_{2}(t) \\
f_{2}^{\prime}(t)
\end{array}\right]
$$

(c) Show that

$$
W\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right](t)=W\left[y_{1}, y_{2}\right](t)
$$

### 9.3 General Results for First-Order Linear Differential Systems

We now show how the formulation of a linear system of differential equations as a single vector differential equation enables us to derive the underlying theory for linear differential systems as an application of the vector space results from Chapter 4. We emphasize that although the derivation of the results is based on the vector differential equation formulation, the results themselves apply to any first-order linear system, since such a system can always be formulated as a vector differential equation.

The fundamental theoretical result that will be used in deriving the underlying theory for the solution of vector differential equations is the following existence and uniqueness theorem:

Theorem 9.3.1 The initial-value problem

$$
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t), \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}
$$

where $A(t)$ and $\mathbf{b}(t)$ are continuous on an interval $I$, has a unique solution on $I$.

Proof The proof is omitted. (See, for example, F.J. Murray and K.S. Miller, Existence Theorems, New York University Press, 1954.)

## Homogeneous Vector Differential Equations

Just as for a single $n$ th-order linear differential equation, the solution to a nonhomogeneous linear differential system can, in theory, be obtained once we have solved the associated homogeneous differential system. Consequently, we begin by developing the theory for homogeneous vector differential equations:

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t) \tag{9.3.1}
\end{equation*}
$$

where $A$ is an $n \times n$ matrix function. This is where the vector space techniques are required. We first show that the set of all solutions to (9.3.1) is an $n$-dimensional subspace of the vector space of all column $n$-vector functions.

Theorem 9.3.2 The set of all solutions to $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)$, where $A(t)$ is an $n \times n$ matrix function that is continuous on an interval $I$, is a vector space of dimension $n$.

Proof Let $S$ denote the set of all solutions to $\mathbf{x}^{\prime}=A(t) \mathbf{x}(t)$. By Example 9.2.6, the functions $T(\mathbf{x})=A \mathbf{x}$ and $D(\mathbf{x})=\mathbf{x}^{\prime}$ are linear transformations, and hence, so is

$$
(D-T)(\mathbf{x})=\mathbf{x}^{\prime}-A \mathbf{x}
$$

Therefore, since $S$ is simply the kernel of the linear transformation $D-T$, it is a subspace of $V_{n}(I)$ by Theorem 6.3.5.

We now prove that the dimension of $S$ is $n$ by constructing a basis for $S$ containing $n$ vectors. We first show that there exist $n$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$. Let $\mathbf{e}_{i}$ denote the $i$ th column vector of the identity matrix $I_{n}$. Then, from Theorem 9.3.1, for every $t_{0}$ in $I$ and every $i$, the initial-value problem

$$
\left\{\begin{array}{l}
\mathbf{x}_{i}^{\prime}(t)=A(t) \mathbf{x}_{i}(t), \\
\mathbf{x}_{i}\left(t_{0}\right)=\mathbf{e}_{i},
\end{array} \quad i=1,2, \ldots, n\right.
$$

has a unique solution $\mathbf{x}_{i}(t)$. Further, $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]\left(t_{0}\right)=\operatorname{det}\left(I_{n}\right)=1 \neq 0$ for any $t_{0}$ in $I$, so that $\left\{\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)\right\}$ is linearly independent on $I$. Next we establish that these solutions span the solution space. Let $\mathbf{x}(t)$ be any real solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ on $I$. Then, since $\left\{\mathbf{x}_{1}\left(t_{0}\right), \mathbf{x}_{2}\left(t_{0}\right), \ldots, \mathbf{x}_{n}\left(t_{0}\right)\right\}$ is the standard basis for $\mathbb{R}^{n}$, we can write

$$
\mathbf{x}\left(t_{0}\right)=c_{1} \mathbf{x}_{1}\left(t_{0}\right)+c_{2} \mathbf{x}_{2}\left(t_{0}\right)+\cdots+c_{n} \mathbf{x}_{n}\left(t_{0}\right)
$$

for some scalars $c_{1}, c_{2}, \ldots, c_{n}$. It follows that $\mathbf{x}(t)$ is the unique solution to the initialvalue problem

$$
\left\{\begin{array}{l}
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)  \tag{9.3.2}\\
\mathbf{x}\left(t_{0}\right)=c_{1} \mathbf{x}_{1}\left(t_{0}\right)+c_{2} \mathbf{x}_{2}\left(t_{0}\right)+\cdots+c_{n} \mathbf{x}_{n}\left(t_{0}\right)
\end{array}\right.
$$

by Theorem 9.3.1. But

$$
\mathbf{u}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t)
$$

also satisfies the initial-value problem (9.3.2), and so, by uniqueness, we must have

$$
\mathbf{x}(t)=\mathbf{u}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t)
$$

We have therefore shown that any solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ on $I$ can be written as a linear combination of the $n$ linearly independent solutions $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)$, and hence, $\left\{\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)\right\}$ is a basis for the solution space. Consequently, the dimension of the solution space is $n$.

It follows from Theorem 9.3.2 that if $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is any set of $n$ linearly independent solutions to (9.3.1), then every solution to the system can be written as

$$
\begin{equation*}
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t) \tag{9.3.3}
\end{equation*}
$$

for appropriate constants $c_{1}, c_{2}, \ldots, c_{n}$. In keeping with the terminology that we have used throughout the text, we will refer to (9.3.3) as the general solution to the vector differential equation (9.3.1).

The following definition introduces some important terminology for homogeneous vector differential equations.

## DEFINITION 9.3.3

Let $A(t)$ be an $n \times n$ matrix function that is continuous on an interval $I$. Any set of $n$ solutions, $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$, to $\mathbf{x}^{\prime}=A \mathbf{x}$ that is linearly independent on $I$ is called a fundamental solution set on $I$. The corresponding matrix $X(t)$ defined by

$$
X(t)=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]
$$

is called a fundamental matrix for the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$.

## Remarks

1. Since the vector space of all solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ is $n$-dimensional by Theorem 9.3.2, the fundamental solution set for $\mathbf{x}^{\prime}=A \mathbf{x}$ is a basis for the space of solutions to the system.
2. If $X(t)$ is a fundamental matrix for (9.3.1) then, applying Theorem 2.2.9, the general solution (9.3.3) can be written in vector form as $\mathbf{x}(t)=X(t) \mathbf{c}$, where $\mathbf{c}=$ $\left[\begin{array}{llll}c_{1} & c_{2} & \ldots & c_{n}\end{array}\right]^{T}$. This will be our starting point when the variation-of-parameters method is derived in Section 9.6.

Now suppose that $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ are solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ on an interval $I$. We have shown in the previous section that if $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right](t) \neq 0$ at some point in $I$, then the solutions are linearly independent on $I$. We now prove a converse statement.

Theorem 9.3.4 Let $A(t)$ be an $n \times n$ matrix function that is continuous on an interval $I$. If $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is a linearly independent set of solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ on $I$, then

$$
W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right](t) \neq 0
$$

at every point in $t$ in $I$.
Proof We prove the equivalent statement that if $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]\left(t_{0}\right)=0$ at some point $t_{0}$ in $I$, then $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is linearly dependent on $I$. We proceed as follows. If $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]\left(t_{0}\right)=0$, then from Corollary 4.5.17, the set of vectors $\left\{\mathbf{x}_{1}\left(t_{0}\right), \mathbf{x}_{2}\left(t_{0}\right), \ldots, \mathbf{x}_{n}\left(t_{0}\right)\right\}$ is linearly dependent in $\mathbb{R}^{n}$. Thus, there exist scalars $c_{1}, c_{2}, \ldots, c_{n}$, not all zero, such that

$$
\begin{equation*}
c_{1} \mathbf{x}_{1}\left(t_{0}\right)+c_{2} \mathbf{x}_{2}\left(t_{0}\right)+\cdots+c_{n} \mathbf{x}_{n}\left(t_{0}\right)=\mathbf{0} . \tag{9.3.4}
\end{equation*}
$$

Now let

$$
\begin{equation*}
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t) . \tag{9.3.5}
\end{equation*}
$$

It follows from Equations (9.3.4) and (9.3.5) and Theorem 9.3.1 that $\mathbf{x}(t)$ is the unique solution to the initial-value problem

$$
\mathbf{x}^{\prime}=A(t) \mathbf{x}(t), \quad \mathbf{x}\left(t_{0}\right)=\mathbf{0} .
$$

However, this initial-value problem has the solution $\mathbf{x}(t)=\mathbf{0}$, and so, by uniqueness, we must have

$$
c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t)=\mathbf{0} .
$$

Since not all of the $c_{i}$ are zero, it follows that the set of vector functions $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is indeed linearly dependent on $I$.

Thus, to determine whether $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is a fundamental solution set for $\mathbf{x}^{\prime}=$ $A \mathbf{x}$ on an interval $I$, we can compute the Wronskian of $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ at any convenient point $t_{0}$ in $I$. If $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]\left(t_{0}\right) \neq 0$, then the solutions are linearly independent on $I$, whereas if $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]\left(t_{0}\right)=0$, then the solutions are linearly dependent on $I$.

Example 9.3.5 Consider the vector differential equation

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad \text { where } \quad A=\left[\begin{array}{rr}
1 & 2 \\
-2 & 1
\end{array}\right],
$$

and let

$$
\mathbf{x}_{1}(t)=\left[\begin{array}{c}
-e^{t} \cos 2 t \\
e^{t} \sin 2 t
\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}
e^{t} \sin 2 t \\
e^{t} \cos 2 t
\end{array}\right] .
$$

(a) Verify that $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$ is a fundamental set of solutions for the vector differential equation on any interval, and write the general solution to the vector differential equation.
(b) Solve the initial-value problem

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad \mathbf{x}(0)=\left[\begin{array}{l}
3 \\
2
\end{array}\right],
$$

and write the corresponding scalar solutions.

## Solution:

(a) Differentiating the given vector functions with respect to $t$ yields, respectively,

$$
\mathbf{x}_{1}^{\prime}=\left[\begin{array}{c}
e^{t}(-\cos 2 t+2 \sin 2 t) \\
e^{t}(\sin 2 t+2 \cos 2 t)
\end{array}\right], \quad \mathbf{x}_{2}^{\prime}=\left[\begin{array}{c}
e^{t}(\sin 2 t+2 \cos 2 t) \\
e^{t}(\cos 2 t-2 \sin 2 t)
\end{array}\right],
$$

whereas

$$
A \mathbf{x}_{1}=\left[\begin{array}{rr}
1 & 2 \\
-2 & 1
\end{array}\right]\left[\begin{array}{c}
-e^{t} \cos 2 t \\
e^{t} \sin 2 t
\end{array}\right]=\left[\begin{array}{c}
e^{t}(-\cos 2 t+2 \sin 2 t) \\
e^{t}(\sin 2 t+2 \cos 2 t)
\end{array}\right]
$$

and

$$
A \mathbf{x}_{2}=\left[\begin{array}{rr}
1 & 2 \\
-2 & 1
\end{array}\right]\left[\begin{array}{l}
e^{t} \sin 2 t \\
e^{t} \cos 2 t
\end{array}\right]=\left[\begin{array}{l}
e^{t}(\sin 2 t+2 \cos 2 t) \\
e^{t}(\cos 2 t-2 \sin 2 t)
\end{array}\right] .
$$

Hence,

$$
\mathbf{x}_{1}^{\prime}=A \mathbf{x}_{1} \quad \text { and } \quad \mathbf{x}_{2}^{\prime}=A \mathbf{x}_{2},
$$

so that $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are indeed solutions to the given vector differential equation. Furthermore, the Wronskian of these solutions is

$$
W\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right](t)=\left|\begin{array}{cc}
-e^{t} \cos 2 t & e^{t} \sin 2 t \\
e^{t} \sin 2 t & e^{t} \cos 2 t
\end{array}\right|=-e^{2 t} .
$$

Since the Wronskian is never zero, it follows that $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$ is linearly independent on any interval and so is a fundamental set of solutions for the given vector differential equation. Therefore, the general solution to the system is

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)=c_{1}\left[\begin{array}{c}
-e^{t} \cos 2 t \\
e^{t} \sin 2 t
\end{array}\right]+c_{2}\left[\begin{array}{c}
e^{t} \sin 2 t \\
e^{t} \cos 2 t
\end{array}\right] .
$$

Combining the two column vector functions on the right-hand side yields

$$
\mathbf{x}(t)=\left[\begin{array}{c}
e^{t}\left(-c_{1} \cos 2 t+c_{2} \sin 2 t\right) \\
e^{t}\left(c_{1} \sin 2 t+c_{2} \cos 2 t\right)
\end{array}\right] .
$$

(b) Imposing the given initial condition $\mathbf{x}(0)=\left[\begin{array}{l}3 \\ 2\end{array}\right]$ on the general solution above requires that

$$
\left[\begin{array}{r}
-c_{1} \\
c_{2}
\end{array}\right]=\left[\begin{array}{l}
3 \\
2
\end{array}\right],
$$

so that $c_{1}=-3$ and $c_{2}=2$. Hence,

$$
\mathbf{x}(t)=\left[\begin{array}{c}
e^{t}(3 \cos 2 t+2 \sin 2 t) \\
e^{t}(-3 \sin 2 t+2 \cos 2 t)
\end{array}\right]
$$

The corresponding scalar solutions are

$$
x_{1}(t)=e^{t}(3 \cos 2 t+2 \sin 2 t), \quad x_{2}(t)=e^{t}(-3 \sin 2 t+2 \cos 2 t)
$$

## Nonhomogeneous Vector Differential Equations

The preceding results have dealt with the case of a homogeneous vector differential equation. We end this section with the main theoretical result that will be needed for nonhomogeneous vector differential equations. In view of our previous experience with nonhomogeneous linear problems, the following theorem should not be too surprising.

Theorem 9.3.6 Let $A(t)$ be a matrix function that is continuous on an interval $I$, and let $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ be a fundamental solution set on $I$ for the vector differential equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)$. If $\mathbf{x}_{p}(t)$ is any particular solution to the nonhomogeneous vector differential equation

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t) \tag{9.3.6}
\end{equation*}
$$

on $I$, then every solution to (9.3.6) on $I$ is of the form

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n} \mathbf{x}_{n}+\mathbf{x}_{p}
$$

Proof Since $\mathbf{x}_{p}$ is a solution to $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t)$ on $I$, we have

$$
\begin{equation*}
\mathbf{x}_{p}^{\prime}(t)=A(t) \mathbf{x}_{p}(t)+\mathbf{b}(t) \tag{9.3.7}
\end{equation*}
$$

Now let $\mathbf{u}(t)$ be any other solution to $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t)$ on $I$. We then also have

$$
\begin{equation*}
\mathbf{u}^{\prime}(t)=A(t) \mathbf{u}(t)+\mathbf{b}(t) \tag{9.3.8}
\end{equation*}
$$

Subtracting (9.3.7) from (9.3.8) yields

$$
\left(\mathbf{u}-\mathbf{x}_{p}\right)^{\prime}=A\left(\mathbf{u}-\mathbf{x}_{p}\right)
$$

Thus, the vector function $\mathbf{x}=\mathbf{u}-\mathbf{x}_{p}$ is a solution to the associated homogeneous system $\mathbf{x}^{\prime}=A \mathbf{x}$ on $I$. Since $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ spans the solution space of this system, it follows that

$$
\mathbf{u}-\mathbf{x}_{p}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n} \mathbf{x}_{n}
$$

for some scalars $c_{1}, c_{2}, \ldots, c_{n}$. Consequently,

$$
\mathbf{u}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n} \mathbf{x}_{n}+\mathbf{x}_{p}
$$

and the result is proved.

Theorem 9.3.6 implies that in order to solve a nonhomogeneous vector differential equation, we must first find the general solution to the associated homogeneous system. In the next two sections, we will concentrate on homogeneous vector differential equations, and then, in Section 9.6, we will see how the variation-of-parameters technique can be used to determine a particular solution to a nonhomogeneous vector differential equation.

## Exercises for 9.3

## Key Terms

Homogeneous vector differential equations, General solution to vector differential equations, Fundamental solution set, Fundamental matrix, Nonhomogeneous vector differential equations, Particular solution.

## Skills

- Know the existence and uniqueness theorem (Theorem 9.3.1) for a vector differential equation together with an initial condition.
- Understand the theory underlying fundamental solution sets and fundamental matrices for a given vector differential equation.
- Be able to use a fundamental solution set to write down the general solution to a homogeneous vector differential equation.
- Know the relationship between the Wronskian of $n$ column $n$-vector functions that solve $\mathbf{x}^{\prime}=A \mathbf{x}$ and their linear dependence/independence.
- Be able to write down the general solution to a nonhomogeneous vector differential equation by using a fundamental solution set for the corresponding homogeneous vector differential equation and a particular solution to the vector differential equation.


## True-False Review

For Questions (a)-(d), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The set of all solutions to the vector differential equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t)$ (where $A(t)$ is an $n \times n$ matrix function and $\mathbf{b}(t) \neq \mathbf{0})$ is a vector space of dimension $n$.
(b) Any fundamental matrix for the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ is invertible.
(c) A fundamental solution set to a vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ forms a spanning set for the vector space of all solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$.
(d) If the general solution to the homogeneous vector differential equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)$ is $\mathbf{x}_{c}(t)$ and $\mathbf{x}_{p}(t)$ is a particular solution to the nonhomogeneous vector differential equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{x}_{p}(t)$, then the general solution to the nonhomogeneous vector differential equation is $\mathbf{x}_{c}(t)+\mathbf{x}_{p}(t)$.

## Problems

For Problems $1-7$, show that the given functions are solutions of the system $\mathbf{x}^{\prime}(t)=A(x) \mathbf{x}(t)$ for the given matrix $A$, and hence, find the general solution to the system (remember to check linear independence). If auxiliary conditions are given, find the particular solution that satisfies these conditions.

1. $\mathbf{x}_{1}(t)=\left[\begin{array}{l}\sin 3 t \\ \cos 3 t\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{r}-\cos 3 t \\ \sin 3 t\end{array}\right]$,
$A=\left[\begin{array}{rr}0 & 3 \\ -3 & 0\end{array}\right]$.
2. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}e^{4 t} \\ 2 e^{4 t}\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}3 e^{-t} \\ e^{-t}\end{array}\right]$,
$A=\left[\begin{array}{ll}-2 & 3 \\ -2 & 5\end{array}\right], \quad \mathbf{x}(0)=\left[\begin{array}{r}-2 \\ 1\end{array}\right]$.
3. $\mathbf{x}_{1}(t)=\left[\begin{array}{l}e^{-t} \cos 2 t \\ e^{-t} \sin 2 t\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}-e^{-t} \sin 2 t \\ e^{-t} \cos 2 t\end{array}\right]$,
$A=\left[\begin{array}{rr}1 & -2 \\ 2 & 1\end{array}\right], \quad \mathbf{x}(0)=\left[\begin{array}{l}1 \\ 3\end{array}\right]$.
4. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}e^{2 t} \\ -e^{2 t}\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}e^{2 t}(1+t) \\ -t e^{2 t}\end{array}\right]$,
$A=\left[\begin{array}{rr}3 & 1 \\ -1 & 1\end{array}\right]$.
5. $\mathbf{x}_{1}(t)=\left[\begin{array}{r}-3 \\ 9 \\ 5\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}e^{2 t} \\ 3 e^{2 t} \\ e^{2 t}\end{array}\right]$,
$\mathbf{x}_{3}(t)=\left[\begin{array}{c}e^{4 t} \\ e^{4 t} \\ e^{4 t}\end{array}\right], \quad A=\left[\begin{array}{rrr}2 & -1 & 3 \\ 3 & 1 & 0 \\ 2 & -1 & 3\end{array}\right]$.
6. $\mathbf{x}_{1}(t)=\left[\begin{array}{l}2 t \\ e^{t}\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}0 \\ 3 e^{t}\end{array}\right]$,
$A=\left[\begin{array}{cc}1 / t & 0 \\ 0 & 1\end{array}\right]$.
7. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}t \sin t \\ \cos t\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}-t \cos t \\ \sin t\end{array}\right]$,
$A=\left[\begin{array}{cc}1 / t & t \\ -1 / t & 0\end{array}\right]$.
8. If $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ are solutions to $\mathbf{x}^{\prime}=A(t) \mathbf{x}$ and $X=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]$, prove that

$$
X^{\prime}=A(t) X
$$

9. Let $X(t)$ be a fundamental matrix for $\mathbf{x}^{\prime}=A(t) \mathbf{x}$ on the interval $I$.
(a) Show that the general solution to the linear system can be written as

$$
\mathbf{x}=X(t) \mathbf{c}
$$

where $\mathbf{c}$ is a vector of constants.
(b) If $t_{0} \in I$, show that the solution to the initial-value problem

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}
$$

can be written as

$$
\mathbf{x}=X(t) X^{-1}\left(t_{0}\right) \mathbf{x}_{0}
$$

### 9.4 Vector Differential Equations: Nondefective Coefficient Matrix

The theory that we have developed in the previous section is valid for any first-order linear system. However, in practice, obtaining a fundamental solution set for a given vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ on an interval $I$ can be a difficult task, and so, we must make a simplifying assumption in order to develop solution techniques applicable to a broad class of linear systems. The assumption that we will make is that the coefficient matrix is a constant matrix. ${ }^{3}$ In the next two sections, we will consider only homogeneous linear systems

$$
\mathbf{x}^{\prime}=A \mathbf{x}
$$

where $A$ is an $n \times n$ matrix of real constants.
To motivate the new solution technique to be developed, we recall from Example 9.2 .7 that two linearly independent solutions to the vector differential equation

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad A=\left[\begin{array}{rr}
1 & 2 \\
2 & -2
\end{array}\right]
$$

are

$$
\mathbf{x}_{1}(t)=\left[\begin{array}{c}
e^{-3 t} \\
-2 e^{-3 t}
\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{c}
e^{2 t} \\
\frac{1}{2} e^{2 t}
\end{array}\right]
$$

which we write as

$$
\mathbf{x}_{1}(t)=e^{-3 t}\left[\begin{array}{r}
1 \\
-2
\end{array}\right], \quad \mathbf{x}_{2}(t)=e^{2 t}\left[\begin{array}{c}
1 \\
1 / 2
\end{array}\right]
$$

The key point to notice is that both of these solutions are of the form

$$
\begin{equation*}
\mathbf{x}(t)=e^{\lambda t} \mathbf{v} \tag{9.4.1}
\end{equation*}
$$

where $\lambda$ is a scalar and $\mathbf{v}$ is a constant vector. This suggests that the general vector differential equation

$$
\begin{equation*}
\mathbf{x}^{\prime}=A \mathbf{x} \tag{9.4.2}
\end{equation*}
$$

may also have solutions of the form (9.4.1). We now investigate this possibility. Differentiating (9.4.1) with respect to $t$ yields

$$
\mathbf{x}^{\prime}=\lambda e^{\lambda t} \mathbf{v}
$$

Thus, $\mathbf{x}(t)=e^{\lambda t} \mathbf{v}$ is a solution to (9.4.2) if and only if

$$
\lambda e^{\lambda t} \mathbf{v}=e^{\lambda t} A \mathbf{v}
$$

[^52]that is, if and only if $\lambda$ and $\mathbf{v}$ satisfy
$$
A \mathbf{v}=\lambda \mathbf{v}
$$

But this is the statement that $\lambda$ and $\mathbf{v}$ must be an eigenvalue/eigenvector pair for $A$. Consequently, we have established the following fundamental result:

Theorem 9.4.1 Let $A$ be an $n \times n$ matrix of real constants, and let $\lambda$ be an eigenvalue of $A$ with corresponding eigenvector $\mathbf{v}$. Then

$$
\mathbf{x}(t)=e^{\lambda t} \mathbf{v}
$$

is a solution to the constant coefficient vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ on any interval.

Remark Notice that we have not assumed that the eigenvalues and eigenvectors of $A$ are real; the preceding result holds in the complex case also.

We now illustrate how Theorem 9.4.1 can be used to find the general solution to constant coefficient vector differential equations.

Example 9.4.2 Find the general solution to

$$
\begin{align*}
& x_{1}^{\prime}=2 x_{1}+x_{2}, \\
& x_{2}^{\prime}=-3 x_{1}-2 x_{2} . \tag{9.4.3}
\end{align*}
$$

Solution: The corresponding vector differential equation is

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \text { where } A=\left[\begin{array}{rr}
2 & 1  \tag{9.4.4}\\
-3 & -2
\end{array}\right] .
$$

A straightforward calculation yields

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{cc}
2-\lambda & 1 \\
-3 & -2-\lambda
\end{array}\right|=\lambda^{2}-1,
$$

so that $A$ has eigenvalues $\lambda= \pm 1$.
$\underline{\text { Eigenvalue } \lambda_{1}=1: ~ I n ~ t h i s ~ c a s e, ~ t h e ~ s y s t e m ~}\left(A-\lambda_{1} I\right) \mathbf{v}=\mathbf{0}$ is

$$
\begin{aligned}
\nu_{1}+\nu_{2} & =0, \\
-3 v_{1}-3 v_{2} & =0,
\end{aligned}
$$

with solution $\mathbf{v}=r(1,-1)$. Therefore,

$$
\mathbf{x}_{1}(t)=e^{t}\left[\begin{array}{r}
1 \\
-1
\end{array}\right]
$$

is a solution to the vector differential equation (9.4.4).
$\underline{\text { Eigenvalue } \lambda_{2}=-1:}$ In this case, the system $\left(A-\lambda_{2} I\right) \mathbf{v}=\mathbf{0}$ is

$$
\begin{array}{r}
3 v_{1}+v_{2}=0, \\
-3 v_{1}-v_{2}=0,
\end{array}
$$

with solution $\mathbf{v}=s(1,-3)$. Consequently,

$$
\mathbf{x}_{2}(t)=e^{-t}\left[\begin{array}{r}
1 \\
-3
\end{array}\right]
$$

is also a solution to the vector differential equation (9.4.4).
The Wronskian of the solutions $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ obtained is

$$
W\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right](t)=\left|\begin{array}{cc}
e^{t} & e^{-t} \\
-e^{t} & -3 e^{-t}
\end{array}\right|=-2 \neq 0
$$

so that $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$ is linearly independent on any interval by Theorem 9.2.4. Hence, the general solution to (9.4.4) is

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}=c_{1} e^{t}\left[\begin{array}{r}
1 \\
-1
\end{array}\right]+c_{2} e^{-t}\left[\begin{array}{r}
1 \\
-3
\end{array}\right] .
$$

Combining the column vectors on the right-hand side yields the solution vector

$$
\mathbf{x}(t)=\left[\begin{array}{c}
c_{1} e^{t}+c_{2} e^{-t} \\
-\left(c_{1} e^{t}+3 c_{2} e^{-t}\right)
\end{array}\right] .
$$

Therefore, the solution to the linear system of differential equations (9.4.3) is

$$
x_{1}(t)=c_{1} e^{t}+c_{2} e^{-t}, \quad x_{2}(t)=-\left(c_{1} e^{t}+3 c_{2} e^{-t}\right)
$$

To find the general solution to an $n \times n$ constant coefficient vector differential equation, we need to find $n$ linearly independent solutions (see Theorem 9.3.2). The preceding example together with our experience with eigenvalues and eigenvectors suggests that we will be able to find $n$ such linearly independent solutions provided the matrix $A$ has $n$ linearly independent eigenvectors, that is; provided that $A$ is nondefective. This is indeed the case, although if the eigenvalues and eigenvectors are complex, we must do some work to obtain real-valued solutions to the system. We first give the result for the case of real eigenvalues.

Theorem 9.4.3 Let $A$ be an $n \times n$ matrix of real constants. If $A$ has $n$ real linearly independent eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$, with corresponding real eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ (not necessarily distinct), then the vector functions $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ defined by

$$
\mathbf{x}_{k}(t)=e^{\lambda_{k} t} \mathbf{v}_{k}, \quad k=1,2, \ldots, n
$$

for all $t$, are linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ on any interval. The general solution to this vector differential equation is

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n} \mathbf{x}_{n}
$$

Proof We have already shown in Theorem 9.4.1 that each $\mathbf{x}_{k}(t)$ satisfies $\mathbf{x}^{\prime}=A \mathbf{x}$ for all $t$. Further, using properties of determinants,

$$
\begin{aligned}
W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right] & =\operatorname{det}\left(\left[e^{\lambda_{1} t} \mathbf{v}_{1}, e^{\lambda_{2} t} \mathbf{v}_{2}, \ldots, e^{\lambda_{k} t} \mathbf{v}_{n}\right]\right) \\
& =e^{\left(\lambda_{1}+\lambda_{2}+\ldots+\lambda_{n}\right) t} \operatorname{det}\left(\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]\right) \\
& \neq 0
\end{aligned}
$$

since the eigenvectors are linearly independent by assumption, and hence, the solutions are linearly independent on any interval. Thus, $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is a fundamental solution set to the vector differential equation, from which we immediately deduce the last statement.

Example 9.4.4 Find the general solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ if $A=\left[\begin{array}{rrr}0 & 2 & -3 \\ -2 & 4 & -3 \\ -2 & 2 & -1\end{array}\right]$.
Solution: We first determine the eigenvalues and eigenvectors of $A$. For the given matrix, we have

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{ccc}
-\lambda & 2 & -3 \\
-2 & 4-\lambda & -3 \\
-2 & 2 & -1-\lambda
\end{array}\right|=-(\lambda+1)(\lambda-2)^{2},
$$

so that the eigenvalues are

$$
\lambda_{1}=-1(\text { with multiplicity } 1), \quad \lambda_{2}=2(\text { with multiplicity } 2) .
$$

Eigenvalue $\lambda_{1}=-1$ : It is easily shown that all eigenvectors corresponding to this eigenvalue are of the form $\mathbf{v}=r(1,1,1)$, so that we can take

$$
\mathbf{v}_{1}=(1,1,1) .
$$

Eigenvalue $\lambda_{2}=2$ : In this case, the system for the eigenvectors reduces to the single equation

$$
2 v_{1}-2 v_{2}+3 v_{3}=0
$$

which has solution $\mathbf{v}=r(1,1,0)+s(-3,0,2)$. Therefore, two linearly independent eigenvectors corresponding to $\lambda=2$ are

$$
\mathbf{v}_{2}=(1,1,0), \quad \mathbf{v}_{3}=(-3,0,2) .
$$

It follows from Theorem 9.4.3 that three linearly independent solutions to the given vector differential equation are

$$
\mathbf{x}_{1}(t)=e^{-t}\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right], \quad \mathbf{x}_{2}(t)=e^{2 t}\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right], \quad \mathbf{x}_{3}(t)=e^{2 t}\left[\begin{array}{r}
-3 \\
0 \\
2
\end{array}\right] .
$$

Consequently, the general solution to the given system is

$$
\mathbf{x}(t)=c_{1} e^{-t}\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right]+c_{3} e^{2 t}\left[\begin{array}{r}
-3 \\
0 \\
2
\end{array}\right],
$$

which can be combined to obtain the solution vector

$$
\mathbf{x}(t)=\left[\begin{array}{c}
c_{1} e^{-t}+c_{2} e^{2 t}-3 c_{3} e^{2 t} \\
c_{1} e^{-t}+c_{2} e^{2 t} \\
c_{1} e^{-t}+2 c_{3} e^{2 t}
\end{array}\right] .
$$

Theorem 9.4.3 constructs the general solution to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ in the case of a nondefective matrix $A$ real eigenvectors. For such a matrix, there is another way to arrive at the general solution

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n} \mathbf{x}_{n}
$$

to $\mathbf{x}^{\prime}=A \mathbf{x}$ that we briefly introduced in Section 7.3. Namely, we can write

$$
A=S D S^{-1}
$$

where the columns of $S$ consist of $n$ linearly independent eigenvectors of $A$,

$$
S=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right],
$$

and $D$ is a diagonal matrix containing the corresponding eigenvalues:

$$
D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

We can use the linear change of variables $\mathbf{x}=S \mathbf{y}$ to replace $\mathbf{x}^{\prime}=A \mathbf{x}$ by

$$
S \mathbf{y}^{\prime}=\left(S D S^{-1}\right) S \mathbf{y}=S D \mathbf{y}
$$

or, using the invertibility of $S$,

$$
\mathbf{y}^{\prime}=D \mathbf{y}
$$

This is an uncoupled system of differential equations that is easy to solve:

$$
\mathbf{y}=\left[\begin{array}{llll}
c_{1} e^{\lambda_{1} t} & c_{2} e^{\lambda_{2} t} & \ldots & c_{n} e^{\lambda_{n} t}
\end{array}\right]^{T} .
$$

Hence, we find that

$$
\mathbf{x}=S \mathbf{y}=c_{1} e^{\lambda_{1} t} \mathbf{v}_{1}+c_{2} e^{\lambda_{2} t} \mathbf{v}_{2}+\cdots+c_{n} e^{\lambda_{n} t} \mathbf{v}_{n},
$$

precisely the general solution guaranteed by Theorem 9.4.3.
We now consider the case when some (or all) of the eigenvalues are complex. Since we are restricting attention to systems of equations with real constant coefficients, it follows that the matrix of the system will have real entries, and hence, from Theorem 7.1.8, the eigenvalues and eigenvectors will occur in conjugate pairs. The corresponding solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ guaranteed by Theorem 9.4.1 will also be complex conjugate. However, as we now show, each conjugate pair gives rise to two real-valued solutions.

Theorem 9.4.5 Let $\mathbf{u}(t)$ and $\mathbf{v}(t)$ be real-valued vector functions. If

$$
\mathbf{w}_{1}(t)=\mathbf{u}(t)+i \mathbf{v}(t) \quad \text { and } \quad \mathbf{w}_{2}(t)=\mathbf{u}(t)-i \mathbf{v}(t)
$$

are complex conjugate solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$, then

$$
\mathbf{x}_{1}(t)=\mathbf{u}(t) \quad \text { and } \quad \mathbf{x}_{2}(t)=\mathbf{v}(t)
$$

are themselves real-valued solutions of $\mathbf{x}^{\prime}=A \mathbf{x}$.

Proof Since $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ are solutions to the vector differential equation, so is any linear combination of them. In particular,

$$
\mathbf{x}_{1}(t)=\frac{1}{2}\left[\mathbf{w}_{1}(t)+\mathbf{w}_{2}(t)\right]=\mathbf{u}(t)
$$

and

$$
\mathbf{x}_{2}(t)=\frac{1}{2 i}\left[\mathbf{w}_{1}(t)-\mathbf{w}_{2}(t)\right]=\mathbf{v}(t)
$$

are solutions to the vector differential equation.
We now explicitly derive two appropriate real-valued solutions corresponding to a complex conjugate pair of eigenvalues. Suppose that $\lambda=a+i b(b \neq 0)$ is an eigenvalue of $A$ with corresponding eigenvector $\mathbf{v}=\mathbf{r}+i \mathbf{s}$. Then, applying Theorem 9.4.1, a complex-valued solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ is

$$
\mathbf{w}(t)=e^{(a+i b) t}(\mathbf{r}+i \mathbf{s})=e^{a t}(\cos b t+i \sin b t)(\mathbf{r}+i \mathbf{s})
$$

which can be written as

$$
\mathbf{w}(t)=e^{a t}(\cos b t \mathbf{r}-\sin b t \mathbf{s})+i e^{a t}(\sin b t \mathbf{r}+\cos b t \mathbf{s})
$$

Theorem 9.4.5 implies that two real-valued solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ are

$$
\mathbf{x}_{1}(t)=e^{a t}(\cos b t \mathbf{r}-\sin b t \mathbf{s}), \quad \mathbf{x}_{2}(t)=e^{a t}(\sin b t \mathbf{r}+\cos b t \mathbf{s})
$$

It can further be shown that the set of all real-valued solutions obtained in this manner is linearly independent on any interval.

Remark Notice that we do not have to derive the solution corresponding to the conjugate eigenvalue $\bar{\lambda}=a-i b$, since it does not yield any new linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$.

Example 9.4.6 Find the general solution to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ if

$$
A=\left[\begin{array}{rr}
0 & 2 \\
-2 & 0
\end{array}\right]
$$

Solution: The characteristic polynomial of $A$ is

$$
p(\lambda)=\left|\begin{array}{rr}
-\lambda & 2 \\
-2 & -\lambda
\end{array}\right|=\lambda^{2}+4
$$

Consequently, $A$ has complex conjugate eigenvalues $\lambda= \pm 2 i$. The eigenvectors corresponding to the eigenvalues $\lambda=2 i$ are obtained by solving

$$
-2 i v_{1}+2 v_{2}=0
$$

and are therefore of the form $\mathbf{v}=r(-i, 1)$. Hence, a complex-valued solution to the given differential equation is

$$
\mathbf{w}(t)=e^{2 i t}\left[\begin{array}{r}
-i \\
1
\end{array}\right]
$$

We must now do some algebra to obtain the corresponding real-valued solutions. Using Euler's formula, we can write

$$
\begin{aligned}
\mathbf{w}(t) & =(\cos 2 t+i \sin 2 t)\left[\begin{array}{r}
-i \\
1
\end{array}\right]=\left[\begin{array}{l}
\sin 2 t-i \cos 2 t \\
\cos 2 t+i \sin 2 t
\end{array}\right] \\
& =\left[\begin{array}{c}
\sin 2 t \\
\cos 2 t
\end{array}\right]+i\left[\begin{array}{r}
-\cos 2 t \\
\sin 2 t
\end{array}\right]
\end{aligned}
$$

Applying Theorem 9.4.5, we directly obtain the two real-valued functions

$$
\mathbf{x}_{1}(t)=\left[\begin{array}{l}
\sin 2 t \\
\cos 2 t
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{2}(t)=\left[\begin{array}{r}
-\cos 2 t \\
\sin 2 t
\end{array}\right]
$$

Consequently, the general solution to the given vector differential equation is

$$
\begin{aligned}
\mathbf{x}(t) & =c_{1}\left[\begin{array}{l}
\sin 2 t \\
\cos 2 t
\end{array}\right]+c_{2}\left[\begin{array}{r}
-\cos 2 t \\
\sin 2 t
\end{array}\right] \\
& =\left[\begin{array}{l}
c_{1} \sin 2 t-c_{2} \cos 2 t \\
c_{1} \cos 2 t+c_{2} \sin 2 t
\end{array}\right] .
\end{aligned}
$$

We note that, in this case, the eigenvalues of $A$ were pure imaginary and that the components of the corresponding solution vector are oscillatory. Once more, this illustrates the importance of complex scalars when modelling oscillatory physical behavior.

As illustrated in the next example, when the real part of a complex eigenvalue is nonzero, the algebra can become a little bit more tedious.

Example 9.4.7 Find the general solution to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ if

$$
A=\left[\begin{array}{rr}
2 & -1 \\
2 & 4
\end{array}\right]
$$

Solution: The characteristic polynomial of $A$ is

$$
p(\lambda)=\left|\begin{array}{cc}
2-\lambda & -1 \\
2 & 4-\lambda
\end{array}\right|=\lambda^{2}-6 \lambda+10
$$

so that the eigenvalues are $\lambda=3 \pm i$. We need only to find the eigenvectors corresponding to one of these conjugate eigenvalues. When $\lambda=3+i$, the eigenvectors are obtained by solving

$$
\begin{aligned}
-(1+i) v_{1}-\quad \nu_{2} & =0 \\
2 \nu_{1}+(1-i) \nu_{2} & =0
\end{aligned}
$$

which yield the complex eigenvectors $\mathbf{v}=r(1,-(1+i))$. Hence a complex-valued solution to the given system is

$$
\begin{aligned}
\mathbf{w}(t) & =e^{3 t}(\cos t+i \sin t)\left[\begin{array}{c}
1 \\
-(1+i)
\end{array}\right]=e^{3 t}\left[\begin{array}{c}
\cos t+i \sin t \\
-(1+i)(\cos t+i \sin t)
\end{array}\right] \\
& =e^{3 t}\left[\begin{array}{c}
\cos t+i \sin t \\
(\sin t-\cos t)-i(\sin t+\cos t)
\end{array}\right] \\
& =e^{3 t}\left\{\left[\begin{array}{c}
\cos t \\
\sin t-\cos t
\end{array}\right]+i\left[\begin{array}{c}
\sin t \\
-(\sin t+\cos t)
\end{array}\right]\right\}
\end{aligned}
$$

From Theorem 9.4.5, the real and imaginary parts of this complex-valued solution yield the following two real-valued linearly independent solutions:

$$
\mathbf{x}_{1}(t)=e^{3 t}\left[\begin{array}{c}
\cos t \\
\sin t-\cos t
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{2}(t)=e^{3 t}\left[\begin{array}{c}
\sin t \\
-(\sin t+\cos t)
\end{array}\right] .
$$

Hence, the general solution to the given system is

$$
\begin{aligned}
\mathbf{x}(t) & =c_{1} e^{3 t}\left[\begin{array}{c}
\cos t \\
\sin t-\cos t
\end{array}\right]+c_{2} e^{3 t}\left[\begin{array}{c}
\sin t \\
-(\sin t+\cos t)
\end{array}\right] \\
& =e^{3 t}\left\{c_{1}\left[\begin{array}{c}
\cos t \\
\sin t-\cos t
\end{array}\right]+c_{2}\left[\begin{array}{c}
\sin t \\
-(\sin t+\cos t)
\end{array}\right]\right\} \\
& =\left[\begin{array}{c}
e^{3 t}\left(c_{1} \cos t+c_{2} \sin t\right) \\
e^{3 t}\left[c_{1}(\sin t-\cos t)-c_{2}(\sin t+\cos t)\right]
\end{array}\right] .
\end{aligned}
$$

The results of this section are summarized in the next theorem.

Theorem 9.4.8 Let $A$ be an $n \times n$ matrix of real constants.

1. Suppose $\lambda$ is a real eigenvalue of $A$ with corresponding linearly independent eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$. Then $k$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ are

$$
\mathbf{x}_{j}(t)=e^{\lambda t} \mathbf{v}_{j}, \quad j=1,2, \ldots, k .
$$

2. Suppose $\lambda=a+i b$ is a complex eigenvalue of $A$ with corresponding linearly independent eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$, where $\mathbf{v}_{j}=\mathbf{r}_{j}+i \mathbf{s}_{j}$. Then $k$ complexvalued solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ are

$$
\mathbf{u}_{j}(t)=e^{\lambda t} \mathbf{v}_{j}, \quad j=1,2, \ldots, k
$$

and $2 k$ real-valued linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ are

$$
\begin{array}{ll}
\mathbf{x}_{11}(t)=e^{a t}\left(\cos b t \mathbf{r}_{1}-\sin b t \mathbf{s}_{1}\right), & \mathbf{x}_{12}(t)=e^{a t}\left(\sin b t \mathbf{r}_{1}+\cos b t \mathbf{s}_{1}\right) \\
\mathbf{x}_{21}(t)=e^{a t}\left(\cos b t \mathbf{r}_{2}-\sin b t \mathbf{s}_{2}\right), & \mathbf{x}_{22}(t)=e^{a t}\left(\sin b t \mathbf{r}_{2}+\cos b t \mathbf{s}_{2}\right) \\
\vdots & \vdots \\
\mathbf{x}_{k 1}(t)=e^{a t}\left(\cos b t \mathbf{r}_{k}-\sin b t \mathbf{s}_{k}\right), & \mathbf{x}_{k 2}(t)=e^{a t}\left(\sin b t \mathbf{r}_{k}+\cos b t \mathbf{s}_{k}\right)
\end{array}
$$

Further, the set of all solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ obtained in this manner is linearly independent on any interval.

Corollary 9.4.9 If $A$ is a nondefective $n \times n$ matrix, then the solutions obtained from parts (1) and (2) of Theorem 9.4.8 yield a fundamental set of solutions $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ to $\mathbf{x}^{\prime}=A \mathbf{x}$, and the general solution to this vector differential equation is

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n} \mathbf{x}_{n}
$$

## Exercises for 9.4

## Skills

- Be able to find the general solution to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ in the case where $A$ is a constant, nondefective matrix (Theorem 9.4.8 and Corollary 9.4.9).
- In the case of a complex eigenvalue-eigenvector pair $(\lambda, \mathbf{v})$, be able to obtain two real-valued solutions for the solution $\mathbf{x}(t)=e^{\lambda t} \mathbf{v}$ to $\mathbf{x}^{\prime}=A \mathbf{x}$.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $(\lambda, \mathbf{v})$ is an eigenvalue-eigenvector pair for $A$, then $\mathbf{x}(t)=e^{\lambda t} \mathbf{v}$ is a solution to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$.
(b) Each pair of complex eigenvalues $\lambda=a \pm i b(b \neq 0)$ of a matrix $A$ gives rise to a pair of real-valued solutions to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$.
(c) If $A$ and $B$ are $n \times n$ matrices with the same characteristic equation, then the solution sets to the vector differential equations $\mathbf{x}^{\prime}=A \mathbf{x}$ and $\mathbf{x}^{\prime}=B \mathbf{x}$ are the same.
(d) If $A$ and $B$ are $n \times n$ matrices with the same collection of eigenvalue-eigenvector pairs, then the solutions to the vector differential equations $\mathbf{x}^{\prime}=A \mathbf{x}$ and $\mathbf{x}^{\prime}=B \mathbf{x}$ are the same.
(e) If $A$ is a $2 \times 2$ nondefective matrix with eigenvalues $\lambda=a \pm i b$ with $a, b>0$, then all solutions of the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ satisfy $\|\mathbf{x}(t)\| \rightarrow \infty$ as $t \rightarrow \infty$.
(f) If the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ of a $2 \times 2$ matrix $A$ are real with $\lambda_{1}<0<\lambda_{2}$, then a solution $\mathbf{x}(t)$ to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ tends towards the origin as $t \rightarrow \infty$ if and only if $\mathbf{x}(0)$ is a vector parallel to an eigenvector $\mathbf{v}_{2}$ that corresponds to $\lambda_{2}$.

## Problems

For Problems 1-16, determine the general solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}$ for the given matrix $A$.

1. $\left[\begin{array}{rr}-1 & 2 \\ 2 & 2\end{array}\right]$.
2. $\left[\begin{array}{rr}-2 & -7 \\ -1 & 4\end{array}\right]$.
3. $\left[\begin{array}{rr}0 & -4 \\ 4 & 0\end{array}\right]$.
4. $\left[\begin{array}{ll}1 & -2 \\ 5 & -5\end{array}\right]$.
5. $\left[\begin{array}{rr}-1 & 2 \\ -2 & -1\end{array}\right]$.
6. $\left[\begin{array}{rrr}2 & 0 & 0 \\ 0 & 5 & -7 \\ 0 & 2 & -4\end{array}\right]$.
7. $\left[\begin{array}{rrr}-1 & 0 & 0 \\ 1 & 5 & -1 \\ 1 & 6 & -2\end{array}\right]$.
8. $\left[\begin{array}{rrr}0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 5\end{array}\right]$.
9. $\left[\begin{array}{ccc}2 & 0 & 3 \\ 0 & -4 & 0 \\ -3 & 0 & 2\end{array}\right]$.
10. $\left[\begin{array}{rrr}3 & 2 & 6 \\ -2 & 1 & -2 \\ -1 & -2 & -4\end{array}\right]$.
11. $\left[\begin{array}{rrr}0 & -3 & 1 \\ -2 & -1 & 1 \\ 0 & 0 & 2\end{array}\right]$.
12. $\left[\begin{array}{rrr}3 & 0 & -1 \\ 0 & -3 & -1 \\ 0 & 2 & -1\end{array}\right]$.
13. $\left[\begin{array}{rrr}1 & 1 & -1 \\ 1 & 1 & 1 \\ -1 & 1 & 1\end{array}\right]$.
14. $\left[\begin{array}{lll}2 & -1 & 3 \\ 2 & -1 & 3 \\ 2 & -1 & 3\end{array}\right]$.
15. 

$\left[\begin{array}{llll}1 & 2 & 3 & 4 \\ 4 & 3 & 2 & 1 \\ 4 & 5 & 6 & 7 \\ 7 & 6 & 5 & 4\end{array}\right]$.
16. $\left[\begin{array}{rrrr}0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0\end{array}\right]$.

For Problems 17-19, solve the initial-value problem $\mathbf{x}^{\prime}=$ $A \mathbf{x}, \mathbf{x}(0)=\mathbf{x}_{0}$.
17. $A=\left[\begin{array}{rr}-1 & 4 \\ 2 & -3\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{l}3 \\ 0\end{array}\right]$.
18. $A=\left[\begin{array}{rr}-1 & -6 \\ 3 & 5\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{l}2 \\ 2\end{array}\right]$.
19. $A=\left[\begin{array}{rrr}2 & -1 & 3 \\ 3 & 1 & 0 \\ 2 & -1 & 3\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{r}-4 \\ 4 \\ 4\end{array}\right]$.
20. Solve the initial-value problem

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad \mathbf{x}(0)=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

when $A=\left[\begin{array}{rr}0 & 4 \\ -4 & 0\end{array}\right]$. Sketch the solution in the $x_{1} x_{2}-$ plane.
21. Consider the differential equation

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+b \frac{d x}{d t}+c x=0 \tag{9.4.5}
\end{equation*}
$$

where $b$ and $c$ are constants.
(a) Show that Equation (9.4.5) can be replaced by the equivalent first-order linear system $\mathbf{x}^{\prime}=A \mathbf{x}$, where $A=\left[\begin{array}{rr}0 & 1 \\ -c & -b\end{array}\right]$.
(b) Show that the characteristic polynomial of $A$ coincides with the auxiliary polynomial of Equation (9.4.5).
22. Let $\lambda=a+i b, b \neq 0$, be an eigenvalue of the $n \times n$ (real) matrix $A$ with corresponding eigenvector $\mathbf{v}=\mathbf{r}+i \mathbf{s}$. Then we have shown in the text that
two real-valued solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ are

$$
\begin{aligned}
& \mathbf{x}_{1}(t)=e^{a t}[\cos b t \mathbf{r}-\sin b t \mathbf{s}] \\
& \mathbf{x}_{2}(t)=e^{a t}[\sin b t \mathbf{r}+\cos b t \mathbf{s}] .
\end{aligned}
$$

Prove that $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are linearly independent on any interval. (You may assume that $\mathbf{r}$ and $\mathbf{s}$ are linearly independent in $\mathbb{R}^{n}$.)

The remaining problems in this section investigate general properties of solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$, where $A$ is a nondefective matrix.
23. Let $A$ be a $2 \times 2$ nondefective matrix. If all eigenvalues of $A$ have negative real part, prove that every solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ satisfies

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbf{x}(t)=\mathbf{0} \tag{9.4.6}
\end{equation*}
$$

24. Let $A$ be a $2 \times 2$ nondefective matrix. If every solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ satisfies (9.4.6), prove that all eigenvalues of $A$ have negative real part.
25. Determine the general solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ if $A=$ $\left[\begin{array}{rr}0 & b \\ -b & 0\end{array}\right]$, where $b>0$. Describe the behavior of the solutions.
26. Describe the behavior of the solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$, if $A=\left[\begin{array}{rr}a & b \\ -b & a\end{array}\right]$, where $a<0$ and $b>0$.
27. What conditions on the eigenvalues of an $n \times n$ matrix $A$ would guarantee that the system $\mathbf{x}^{\prime}=A \mathbf{x}$ has at least one solution satisfying

$$
\mathbf{x}(t)=\mathbf{x}_{0}
$$

for all $t$, where $\mathbf{x}_{0}$ is a constant vector?
28. The motion of a certain physical system is described by the system of differential equations

$$
x_{1}^{\prime}=x_{2}, \quad x_{2}^{\prime}=-b x_{1}-a x_{2}
$$

where $a$ and $b$ are positive constants and $a \neq 2 b$. Show that the motion of the system dies out as $t \rightarrow+\infty$.

### 9.5 Vector Differential Equations: Defective Coefficient Matrix

The results of the previous section enable us to solve any constant coefficient linear system of differential equations $\mathbf{x}^{\prime}=A \mathbf{x}$, provided that $A$ is nondefective. We recall from Chapter 7 that if $m$ denotes the multiplicity of an eigenvalue of $A$, then the dimension $r$ of the corresponding eigenspace satisfies the inequality

$$
1 \leq r \leq m,
$$

and the condition for $A$ to be nondefective is that $r=m$ for each eigenvalue; that is, the dimension of each eigenspace equals the multiplicity of the corresponding eigenvalue. (See Theorem 7.2.11.) We now turn our attention to the case when $A$ is defective. Then, for at least one eigenvalue $\lambda$, the dimension $r$ of the corresponding eigenspace is strictly less than the multiplicity $m$ of the eigenvalue. In this case, there are only $r$ linearly independent eigenvectors corresponding to $\lambda$, and so Theorem 9.4 .8 will only yield $r$ linearly independent solutions to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$. We must therefore find an additional $m-r$ linearly independent solutions. In order to motivate the results of this section, we consider a particular example.

Example 9.5.1 Find the general solution to

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad A=\left[\begin{array}{rr}
0 & 1  \tag{9.5.1}\\
-9 & 6
\end{array}\right] .
$$

Solution: We try using the technique from the previous section. The coefficient matrix $A$ has the single eigenvalue $\lambda=3$ of multiplicity 2 , and it is straightforward to show that there is just one corresponding linearly independent eigenvector, which we may take to be $\mathbf{v}_{0}=(1,3)$. Consequently, $A$ is defective, and we obtain only one linearly independent solution to the vector differential equation, namely,

$$
\mathbf{x}_{0}(t)=e^{3 t}\left[\begin{array}{l}
1  \tag{9.5.2}\\
3
\end{array}\right]
$$

In order to obtain a second linearly independent solution $\mathbf{x}_{1}(t)$ to the vector differential equation (9.5.1), we explicitly consider the equations of the linear system:

$$
x_{1}^{\prime}=x_{2}, \quad x_{2}^{\prime}=-9 x_{1}+6 x_{2} .
$$

Applying the solution technique introduced in Section 9.1 yields

$$
x_{1}(t)=c_{1} e^{3 t}+c_{2} t e^{3 t}, \quad x_{2}(t)=3 c_{1} e^{3 t}+c_{2} e^{3 t}(3 t+1)
$$

Consequently, the general solution to (9.5.1) is

$$
\mathbf{x}(t)=\left[\begin{array}{c}
c_{1} e^{3 t}+c_{2} t e^{3 t} \\
3 c_{1} e^{3 t}+c_{2} e^{3 t}(3 t+1)
\end{array}\right],
$$

which can be written in the equivalent form

$$
\mathbf{x}(t)=c_{1} e^{3 t}\left[\begin{array}{l}
1 \\
3
\end{array}\right]+c_{2} e^{3 t}\left\{\left[\begin{array}{l}
0 \\
1
\end{array}\right]+t\left[\begin{array}{l}
1 \\
3
\end{array}\right]\right\} .
$$

We see that two linearly independent solutions to the given system are

$$
\mathbf{x}_{0}(t)=e^{3 t}\left[\begin{array}{l}
1 \\
3
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{1}(t)=e^{3 t}\left\{\left[\begin{array}{l}
0 \\
1
\end{array}\right]+t\left[\begin{array}{l}
1 \\
3
\end{array}\right]\right\} .
$$

The solution $\mathbf{x}_{0}(t)$ coincides with the solution (9.5.2), which was derived using the eigenvalue/eigenvector technique of the previous section. The key point to notice is that, in this particular example, there is a second linearly independent solution of the form

$$
\mathbf{x}_{1}(t)=e^{\lambda t}\left(\mathbf{v}_{1}+t \mathbf{v}_{0}\right) .
$$

As a first step towards generalizing the result of the preceding example, suppose that the $n \times n$ matrix $A$ has precisely one eigenvalue, $\lambda$, of multiplicity $n$, and that the dimension of the corresponding eigenspace is $n-1$. If $\mathbf{v}_{0}^{(1)}, \mathbf{v}_{0}^{(2)}, \ldots, \mathbf{v}_{0}^{(n-1)}$ denote linearly independent eigenvectors corresponding to $\lambda$, then $n-1$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ are

$$
\mathbf{x}_{0}^{(i)}(t)=e^{\lambda t} \mathbf{v}_{0}^{(i)}, \quad i=1,2, \ldots, n-1 .
$$

Based on the previous example, we look for a further linearly independent solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ of the form

$$
\mathbf{x}_{1}(t)=e^{\lambda t}\left(\mathbf{v}_{1}+t \mathbf{v}_{0}\right),
$$

for some eigenvector $\mathbf{v}_{0}$. Differentiating this proposed solution with respect to $t$ yields

$$
\mathbf{x}_{1}^{\prime}=e^{\lambda t}\left[\left(\lambda \mathbf{v}_{1}+\mathbf{v}_{0}\right)+\lambda t \mathbf{v}_{0}\right] .
$$

Consequently, $\mathbf{x}_{1}^{\prime}=A \mathbf{x}_{1}$ provided $\mathbf{v}_{1}$ and $\mathbf{v}_{0}$ satisfy

$$
e^{\lambda t}\left[\left(\lambda \mathbf{v}_{1}+\mathbf{v}_{0}\right)+\lambda t \mathbf{v}_{0}\right]=e^{\lambda t}\left(A \mathbf{v}_{1}+t A \mathbf{v}_{0}\right) ;
$$

that is,

$$
\left(\lambda \mathbf{v}_{1}+\mathbf{v}_{0}\right)+\lambda t \mathbf{v}_{0}=A \mathbf{v}_{1}+t A \mathbf{v}_{0} .
$$

Since this equation must hold for all values of $t$ in the interval of interest, we can equate the corresponding coefficients of powers of $t$ to obtain

$$
\begin{aligned}
& A \mathbf{v}_{0}=\lambda \mathbf{v}_{0}, \\
& A \mathbf{v}_{1}=\lambda \mathbf{v}_{1}+\mathbf{v}_{0},
\end{aligned}
$$

which can be rearranged to read

$$
\begin{align*}
& (A-\lambda I) \mathbf{v}_{0}=\mathbf{0},  \tag{9.5.3}\\
& (A-\lambda I) \mathbf{v}_{1}=\mathbf{v}_{0} . \tag{9.5.4}
\end{align*}
$$

Equation (9.5.3) requires that $\mathbf{v}_{0}$ be an eigenvector of $A$ corresponding to the eigenvalue $\lambda$ as expected. Consequently, one approach to determining $\mathbf{v}_{0}$ and $\mathbf{v}_{1}$ would be to substitute the general expression for the eigenvectors $\mathbf{v}_{0}$ into the right-hand side of Equation (9.5.4) and solve the resulting system of equations for $\mathbf{v}_{1}$. Since Equation (9.5.4) is a nonhomogeneous system of equations there is no a priori reason why the system should have a solution. However, it is possible to establish that, by an appropriate choice of $\mathbf{v}_{0}$, consistency can be obtained and therefore $\mathbf{v}_{1}$ can indeed be determined. Whereas this method for obtaining $\mathbf{v}_{0}$ and $\mathbf{v}_{1}$ works well in the present situation, we prefer to introduce an equivalent method that is computationally more efficient and transparent. We proceed as follows. Left multiplying (9.5.4) by $A-\lambda I$ and using (9.5.3) yields

$$
\begin{equation*}
(A-\lambda I)^{2} \mathbf{v}_{1}=\mathbf{0} \tag{9.5.5}
\end{equation*}
$$

Any vector $\mathbf{v}_{1}$ satisfying (9.5.5) is called a generalized eigenvector of $A$ (see Definition 7.6.1). The key point is that, in the case under consideration, it is always possible to choose a vector $\mathbf{v}_{1}$ satisfying $(A-\lambda I)^{2} \mathbf{v}_{1}=\mathbf{0}$ and $(A-\lambda I) \mathbf{v}_{1} \neq \mathbf{0}$. For any such $\mathbf{v}_{1}$, we can use Equation (9.5.4) to define the corresponding $\mathbf{v}_{0}$ by

$$
\mathbf{v}_{0}=(A-\lambda I) \mathbf{v}_{1} .
$$

Then $\mathbf{v}_{0}$ is an eigenvector of $A$, since

$$
(A-\lambda I) \mathbf{v}_{0}=(A-\lambda I)^{2} \mathbf{v}_{1}=\mathbf{0} .
$$

Consequently, Equation (9.5.3) is also satisfied. To summarize,

$$
\mathbf{x}_{1}(t)=e^{\lambda t}\left(\mathbf{v}_{1}+t \mathbf{v}_{0}\right)
$$

is a solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}$ whenever $\mathbf{v}_{0}$ and $\mathbf{v}_{1}$ satisfy

$$
\begin{gathered}
(A-\lambda I)^{2} \mathbf{v}_{1}=\mathbf{0}, \quad(A-\lambda I) \mathbf{v}_{1} \neq \mathbf{0} \\
\mathbf{v}_{0}=(A-\lambda I) \mathbf{v}_{1} .
\end{gathered}
$$

Furthermore, the resulting $n$ solutions $\mathbf{x}_{0}^{(1)}, \mathbf{x}_{0}^{(2)}, \ldots, \mathbf{x}_{0}^{(n-1)}, \mathbf{x}_{1}$ are linearly independent on any interval. We illustrate this solution technique with some examples.

Example 9.5.2 Solve the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ if $A=\left[\begin{array}{ll}6 & -8 \\ 2 & -2\end{array}\right]$.
Solution: We first determine the eigenvalues and eigenvectors of $A$. We have

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{cc}
6-\lambda & -8 \\
2 & -2-\lambda
\end{array}\right|=(\lambda-2)^{2},
$$

so that there is only one eigenvalue $\lambda=2$, with multiplicity 2 . The corresponding eigenvectors are of the form $\mathbf{v}=r(2,1)$ so that the corresponding eigenspace is onedimensional and we only have a single eigenvalue/eigenvector solution to the vector differential equation. It follows from the preceding discussion that there is a second linearly independent solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ of the form

$$
\mathbf{x}_{1}(t)=e^{2 t}\left(\mathbf{v}_{1}+t \mathbf{v}_{0}\right),
$$

where $\mathbf{v}_{1}$ and $\mathbf{v}_{0}$ are determined from

$$
\begin{align*}
(A-2 I)^{2} \mathbf{v}_{1} & =\mathbf{0}, \quad(A-2 I) \mathbf{v}_{1} \neq \mathbf{0}  \tag{9.5.6}\\
\mathbf{v}_{0} & =(A-2 I) \mathbf{v}_{1} . \tag{9.5.7}
\end{align*}
$$

In this case, we have

$$
A-2 I=\left[\begin{array}{ll}
4 & -8 \\
2 & -4
\end{array}\right] \text { and }(A-2 I)^{2}=0_{2} .
$$

Consequently, the equations in (9.5.6) will be satisfied by any vector $\mathbf{v}_{1}$ such that $(A-2 I) \mathbf{v}_{1} \neq \mathbf{0}$. For simplicity, we take

$$
\mathbf{v}_{1}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

Then from Equation (9.5.7)

$$
\mathbf{v}_{0}=\left[\begin{array}{ll}
4 & -8 \\
2 & -4
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
4 \\
2
\end{array}\right] .
$$

From the expressions here for $\mathbf{v}_{0}$ and $\mathbf{v}_{1}$, we can write down two linearly independent solutions to the vector differential equation:

$$
\mathbf{x}_{0}(t)=c_{1} e^{2 t}\left[\begin{array}{l}
4 \\
2
\end{array}\right] \text { and } \mathbf{x}_{1}(t)=e^{2 t}\left\{\left[\begin{array}{l}
1 \\
0
\end{array}\right]+t\left[\begin{array}{l}
4 \\
2
\end{array}\right]\right\}=e^{2 t}\left[\begin{array}{c}
1+4 t \\
2 t
\end{array}\right] .
$$

Consequently, the general solution to the vector differential equation is

$$
\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}
4 \\
2
\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{c}
1+4 t \\
2 t
\end{array}\right]=\left[\begin{array}{c}
e^{2 t}\left[4 c_{1}+c_{2}(1+4 t)\right] \\
e^{2 t}\left(2 c_{1}+2 c_{2} t\right)
\end{array}\right] .
$$

Example 9.5.3 Determine the general solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ if $A=\left[\begin{array}{rrr}5 & 2 & -1 \\ 1 & 6 & -1 \\ 3 & 6 & 1\end{array}\right]$.
Solution: A short calculation shows that

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{ccc}
5-\lambda & 2 & -1 \\
1 & 6-\lambda & -1 \\
3 & 6 & 1-\lambda
\end{array}\right|=-(\lambda-4)^{3} .
$$

We see that $A$ has a single eigenvalue, $\lambda=4$, of multiplicity 3 . It is easily shown that the associated eigenvectors are of the form

$$
\begin{equation*}
\mathbf{v}_{0}=(-2 a+b, a, b)=a(-2,1,0)+b(1,0,1), \tag{9.5.8}
\end{equation*}
$$

which means that only two linearly independent solutions $\mathbf{x}_{0}^{(1)}$ and $\mathbf{x}_{0}^{(2)}$ can be constructed solely from the eigenvectors of $A$. Consequently, we must seek a third linearly independent solution $\mathbf{x}_{1}(t)$ to the vector differential equation of the form

$$
\mathbf{x}_{1}(t)=e^{4 t}\left(\mathbf{v}_{1}+t \mathbf{v}_{0}\right),
$$

where $\mathbf{v}_{1}$ and $\mathbf{v}_{0}$ are determined from

$$
\begin{align*}
(A-4 I)^{2} \mathbf{v}_{1} & =\mathbf{0}, \quad(A-4 I) \mathbf{v}_{1} \neq \mathbf{0} .  \tag{9.5.9}\\
\mathbf{v}_{0} & =(A-4 I) \mathbf{v}_{1} . \tag{9.5.10}
\end{align*}
$$

In this example, we have

$$
A-4 I=\left[\begin{array}{lll}
1 & 2 & -1 \\
1 & 2 & -1 \\
3 & 6 & -3
\end{array}\right] \text { and }(A-4 I)^{2}=0_{3} .
$$

By (9.5.9), we can therefore choose $\mathbf{v}_{1}$ to be any vector such that $(A-4 I) \mathbf{v}_{1} \neq \mathbf{0}$. For simplicity, we take

$$
\mathbf{v}_{1}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] .
$$

Then, from Equation (9.5.10)

$$
\mathbf{v}_{0}=\left[\begin{array}{lll}
1 & 2 & -1 \\
1 & 2 & -1 \\
3 & 6 & -3
\end{array}\right]\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
1 \\
3
\end{array}\right] .
$$

Therefore, we obtain two linearly independent solutions to the vector differential equation, namely,

$$
\mathbf{x}_{0}^{(1)}(t)=e^{4 t}\left[\begin{array}{l}
1 \\
1 \\
3
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{1}^{(1)}(t)=e^{4 t}\left\{\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]+t\left[\begin{array}{l}
1 \\
1 \\
3
\end{array}\right]\right\}=e^{4 t}\left[\begin{array}{c}
1+t \\
t \\
3 t
\end{array}\right] .
$$

Finally, we obtain a third linearly independent solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ by choosing a second eigenvector $\mathbf{v}_{0}^{(2)}$ that is nonproportional to $\mathbf{v}_{0}$. From (9.5.8), we may choose $\mathbf{v}_{0}^{(2)}=(-2,1,0)$. Thus, $\mathbf{x}_{0}^{(2)}(t)=e^{4 t}\left[\begin{array}{r}-2 \\ 1 \\ 0\end{array}\right]$. Consequently, the general solution to the given vector differential equation is

$$
\mathbf{x}(t)=c_{1} e^{4 t}\left[\begin{array}{l}
1 \\
1 \\
3
\end{array}\right]+c_{2} e^{4 t}\left[\begin{array}{c}
1+t \\
t \\
3 t
\end{array}\right]+c_{3} e^{4 t}\left[\begin{array}{r}
-2 \\
1 \\
0
\end{array}\right],
$$

or equivalently,

$$
\mathbf{x}(t)=e^{4 t}\left[\begin{array}{c}
c_{1}+c_{2}(1+t)-2 c_{3} \\
c_{1}+c_{2} t+c_{3} \\
3 c_{1}+3 c_{2} t
\end{array}\right] .
$$

Our next theorem tells us how the preceding technique generalizes to the case of an arbitrary defective coefficient matrix.

Theorem 9.5.4 Let $A$ be an $n \times n$ matrix.

1. Suppose the eigenvalue $\lambda$ has multiplicity $m$ and that the dimension of the corresponding eigenspace is $r \leq m$. Then there exist $m$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ that can be constructed in $r$ cycles (one for each $i$ with $1 \leq i \leq r$ ) of the form

$$
\begin{align*}
\mathbf{x}_{0}^{(i)}(t)= & e^{\lambda t} \mathbf{v}_{0}^{(i)},  \tag{9.5.11}\\
\mathbf{x}_{1}^{(i)}(t)= & e^{\lambda t}\left(\mathbf{v}_{1}^{(i)}+t \mathbf{v}_{0}^{(i)}\right)  \tag{9.5.12}\\
\mathbf{x}_{2}^{(i)}(t)= & e^{\lambda t}\left(\mathbf{v}_{2}^{(i)}+t \mathbf{v}_{1}^{(i)}+\frac{1}{2!} t^{2} \mathbf{v}_{0}^{(i)}\right),  \tag{9.5.13}\\
& \vdots  \tag{9.5.14}\\
\mathbf{x}_{k_{i}}^{(i)}(t)= & e^{\lambda t}\left(\mathbf{v}_{k_{i}}^{(i)}+t \mathbf{v}_{k_{i}-1}^{(i)}+\cdots+\frac{1}{k_{i}!} t^{k_{i}} \mathbf{v}_{0}^{(i)}\right),
\end{align*}
$$

where each $k_{i} \geq 0$, and $k_{1}+k_{2}+\cdots+k_{r}=m-r$. For each $i$, the vectors $\mathbf{v}_{0}^{(i)}, \mathbf{v}_{1}^{(i)}, \ldots, \mathbf{v}_{k_{i}}^{(i)}$ can be determined as follows. Choose $\mathbf{v}_{k_{i}}$ to be any vector satisfying

$$
\begin{equation*}
(A-\lambda I)^{k_{i}+1} \mathbf{v}_{k_{i}}^{(i)}=\mathbf{0}, \quad(A-\lambda I)^{k_{i}} \mathbf{v}_{k_{i}}^{(i)} \neq \mathbf{0} . \tag{9.5.15}
\end{equation*}
$$

Then:

$$
\begin{gather*}
\mathbf{v}_{k_{i}-1}^{(i)}=(A-\lambda I) \mathbf{v}_{k_{i}}^{(i)},  \tag{9.5.16}\\
\mathbf{v}_{k_{i}-2}^{(i)}=(A-\lambda I)^{2} \mathbf{v}_{k_{i}}^{(i)},  \tag{9.5.17}\\
\vdots  \tag{9.5.18}\\
\mathbf{v}_{1}^{(i)}=(A-\lambda I)^{k_{i}-1} \mathbf{v}_{k_{i}}^{(i)},  \tag{9.5.19}\\
\mathbf{v}_{0}^{(i)}=(A-\lambda I)^{k_{i}} \mathbf{v}_{k_{i}}^{(i)},
\end{gather*}
$$

The collection of all solutions $\mathbf{x}_{j}^{(i)}(t)$ (for $1 \leq i \leq r$ and $\left.0 \leq j \leq k_{i}\right)$ is a linearly independent set of $m$ solutions for $\mathbf{x}^{\prime}=A \mathbf{x}$.
2. Applying the results of (1) to each eigenvalue of $A$ generates a set of $n$ solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ that are linearly independent on any interval.

## Remarks

1. Note that if $k_{i}=0$ for each $i$ and for each eigenvalue $\lambda$, then $m=r$ for each eigenvalue $\lambda$, which is the case in which the matrix $A$ is nondefective, and the result here is compatible with the results in the previous section.
2. A proof of Theorem 9.5.4 based on the Jordan canonical form of an $n \times n$ matrix $A$ is given in Problem 20. For readers who have studied this concept (Section 7.6), observe that $r$ is the number of Jordan blocks corresponding to $\lambda$ in the Jordan canonical form of $A$, the numbers $k_{i}+1$ are the sizes of the Jordan blocks corresponding to the eigenvalue $\lambda$, and each ordered collection of vectors $\left\{\mathbf{v}_{0}^{(i)}, \mathbf{v}_{1}^{(i)}, \mathbf{v}_{2}^{(i)}, \ldots, \mathbf{v}_{k_{i}}^{(i)}\right\}$ is a cycle of generalized eigenvectors of $A$ corresponding to $\lambda$.

We conclude this section with examples to illustrate Theorem 9.5.4.

Example 9.5.5 Find the general solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ if $A=\left[\begin{array}{rrr}1 & 2 & 0 \\ 1 & 1 & 2 \\ 0 & -1 & 1\end{array}\right]$.
Solution: The given matrix has characteristic polynomial

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{ccc}
1-\lambda & 2 & 0 \\
1 & 1-\lambda & 2 \\
0 & -1 & 1-\lambda
\end{array}\right|=-(\lambda-1)^{3} .
$$

Hence, $\lambda=1$ is the only eigenvalue of $A$, of multiplicity 3 . The corresponding eigenvectors are the nonzero multiples of

$$
\mathbf{v}_{0}=\left[\begin{array}{r}
-2 \\
0 \\
1
\end{array}\right]
$$

so that the eigenspace has dimension 1. Therefore, $r=1$ in Theorem 9.5.4, and the only value of $i$ we must consider is $i=1$. Therefore, we will omit the superscript ( $i$ ) from the notation used in theorem. We obtain a solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ of the form

$$
\begin{equation*}
\mathbf{x}_{0}(t)=e^{t} \mathbf{v}_{0} \tag{9.5.20}
\end{equation*}
$$

According to Theorem 9.5.4, there exist two further linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ of the form

$$
\begin{align*}
& \mathbf{x}_{1}(t)=e^{t}\left(\mathbf{v}_{1}+t \mathbf{v}_{0}\right)  \tag{9.5.21}\\
& \mathbf{x}_{2}(t)=e^{t}\left(\mathbf{v}_{2}+t \mathbf{v}_{1}+\frac{1}{2!} t^{2} \mathbf{v}_{0}\right), \tag{9.5.22}
\end{align*}
$$

where

$$
(A-I)^{3} \mathbf{v}_{2}=\mathbf{0}, \quad(A-I)^{2} \mathbf{v}_{2} \neq \mathbf{0}
$$

and

$$
\begin{aligned}
& \mathbf{v}_{1}=(A-I) \mathbf{v}_{2}, \\
& \mathbf{v}_{0}=(A-I)^{2} \mathbf{v}_{2} .
\end{aligned}
$$

A short calculation shows that

$$
A-I=\left[\begin{array}{rrr}
0 & 2 & 0 \\
1 & 0 & 2 \\
0 & -1 & 0
\end{array}\right], \quad(A-I)^{2}=\left[\begin{array}{rrr}
2 & 0 & 4 \\
0 & 0 & 0 \\
-1 & 0 & -2
\end{array}\right], \quad(A-I)^{3}=0_{3},
$$

so we may take

$$
\mathbf{v}_{2}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right], \quad \mathbf{v}_{1}=(A-I) \mathbf{v}_{2}=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right], \quad \mathbf{v}_{0}=(A-I)^{2} \mathbf{v}_{2}=\left[\begin{array}{r}
2 \\
0 \\
-1
\end{array}\right] .
$$

Substituting these vectors into the expressions (9.5.20), (9.5.21), and (9.5.22) for $\mathbf{x}_{0}(t)$, $\mathbf{x}_{1}(t)$, and $\mathbf{x}_{2}(t)$ gives us

$$
\begin{aligned}
& \mathbf{x}_{0}(t)=e^{t}\left[\begin{array}{r}
2 \\
0 \\
-1
\end{array}\right], \\
& \mathbf{x}_{1}(t)=e^{t}\left\{\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]+t\left[\begin{array}{r}
2 \\
0 \\
-1
\end{array}\right]\right\}=\left[\begin{array}{c}
2 t e^{t} \\
e^{t} \\
-t e^{t}
\end{array}\right],
\end{aligned}
$$

and

$$
\mathbf{x}_{2}(t)=e^{t}\left\{\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]+t\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]+\frac{1}{2!} t^{2}\left[\begin{array}{r}
2 \\
0 \\
-1
\end{array}\right]\right\}=\left[\begin{array}{c}
e^{t}\left(1+t^{2}\right) \\
t e^{t} \\
-\frac{1}{2} t^{2} e^{t}
\end{array}\right] .
$$

Hence, the general solution to the vector differential equation is

$$
\begin{aligned}
\mathbf{x}(t) & =c_{1} e^{t}\left[\begin{array}{r}
2 \\
0 \\
-1
\end{array}\right]+c_{2}\left[\begin{array}{c}
2 t e^{t} \\
e^{t} \\
-t e^{t}
\end{array}\right]+c_{3}\left[\begin{array}{c}
e^{t}\left(1+t^{2}\right) \\
t e^{t} \\
-\frac{1}{2} t^{2} e^{t}
\end{array}\right] \\
& =\left[\begin{array}{c}
e^{t}\left[2 c_{1}+2 c_{2} t+c_{3}\left(1+t^{2}\right)\right] \\
e^{t}\left(c_{2}+c_{3} t\right) \\
-e^{t}\left(c_{1}+c_{2} t+\frac{1}{2} c_{3} t^{2}\right)
\end{array}\right] .
\end{aligned}
$$

Example 9.5.6 Find the general solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ if $A=\left[\begin{array}{llll}2 & 1 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 2 & 1 \\ 0 & 0 & 0 & 2\end{array}\right]$.
Solution: The matrix $A$ has characteristic polynomial

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{cccc}
2-\lambda & 1 & 0 & 0 \\
0 & 2-\lambda & 0 & 0 \\
0 & 0 & 2-\lambda & 1 \\
0 & 0 & 0 & 2-\lambda
\end{array}\right|=(2-\lambda)^{4} .
$$

Hence, $\lambda=2$ is the only eigenvalue with multiplicity 4 . The corresponding eigenvectors are of the form

$$
\mathbf{v}_{0}=a(1,0,0,0)+b(0,0,1,0)
$$

Consequently, since the eigenspace corresponding to $\lambda=2$ is two-dimensional, Theorem 9.5.4 guarantees that we have two cycles of linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$. In general, two cycles that produce four generalized eigenvectors must consist either of one cycle of length one and one cycle of length three, or two cycles of length two. In this case, however, we find that

$$
A-2 I=\left[\begin{array}{llll}
0 & 1 & 0 & 0  \tag{9.5.23}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right], \quad(A-2 I)^{2}=0_{4},
$$

so no cycles of length 3 are possible (a cycle of length 3 would have to contain a nonzero vector of the form $(A-2 I)^{2} \mathbf{v}_{2}$, which cannot exist in this case). Therefore, we must seek two cycles of length two. From (9.5.23) we see that the two linearly independent vectors

$$
\mathbf{v}_{1}^{(1)}=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right] \quad \text { and } \quad \mathbf{v}_{1}^{(2)}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

satisfy
$(A-2 I)^{2} \mathbf{v}_{1}^{(1)}=\mathbf{0}, \quad(A-2 I) \mathbf{v}_{1}^{(1)} \neq \mathbf{0}$ and $\quad(A-2 I)^{2} \mathbf{v}_{1}^{(2)}=\mathbf{0}, \quad(A-2 I) \mathbf{v}_{1}^{(2)} \neq \mathbf{0}$.
Consequently, we have

$$
\mathbf{v}_{0}^{(1)}=(A-2 I) \mathbf{v}_{1}^{(1)}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] \quad \text { and } \quad \mathbf{v}_{0}^{(2)}=(A-2 I) \mathbf{v}_{1}^{(2)}=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] .
$$

Hence, using Theorem 9.5.4, we obtain the solutions

$$
\mathbf{x}_{0}^{(1)}=e^{2 t}\left[\begin{array}{l}
1  \tag{9.5.24}\\
0 \\
0 \\
0
\end{array}\right], \quad \mathbf{x}_{1}^{(1)}=e^{2 t}\left\{\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]+t\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]\right\}=e^{2 t}\left[\begin{array}{l}
t \\
1 \\
0 \\
0
\end{array}\right]
$$

and

$$
\mathbf{x}_{0}^{(2)}=e^{2 t}\left[\begin{array}{l}
0  \tag{9.5.25}\\
0 \\
1 \\
0
\end{array}\right], \quad \mathbf{x}_{1}^{(2)}=e^{2 t}\left\{\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]+t\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]\right\}=e^{2 t}\left[\begin{array}{c}
0 \\
0 \\
t \\
1
\end{array}\right]
$$

to $\mathbf{x}^{\prime}=A \mathbf{x}$. Equations (9.5.24) and (9.5.25) provide four linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$. Therefore, the general solution to this system of differential equations is

$$
\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]+c_{3} e^{2 t}\left[\begin{array}{l}
t \\
1 \\
0 \\
0
\end{array}\right]+c_{4} e^{2 t}\left[\begin{array}{l}
0 \\
0 \\
t \\
1
\end{array}\right]=e^{2 t}\left[\begin{array}{c}
c_{1}+c_{3} t \\
c_{3} \\
c_{2}+t c_{4} \\
c_{4}
\end{array}\right] .
$$

Example 9.5.7 Find the general solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ if $A=\left[\begin{array}{llll}2 & 1 & 0 & 0 \\ 0 & 2 & 1 & 0 \\ 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 2\end{array}\right]$.
Solution: Here, $A$ has the same characteristic polynomial as in the previous example, with $\lambda=2$ occurring as an eigenvalue of multiplicity 4 . The corresponding eigenvectors in this case are of the form

$$
\begin{equation*}
\mathbf{v}_{0}=a(1,0,0,0)+b(0,0,0,1) \tag{9.5.26}
\end{equation*}
$$

and so once more we have two cycles of linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$. In this case, we observe that

$$
(A-2 I)^{2}=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \neq 0_{4}, \quad(A-2 I)^{3}=0_{4} .
$$

Therefore, in contrast to the preceding example, the matrix $(A-2 I)^{2}$ here is nonzero. Consequently, it is possible to find a vector $\mathbf{v}_{2}^{(1)}$ such that

$$
(A-2 I)^{3} \mathbf{v}_{2}^{(1)}=\mathbf{0}, \quad \text { and } \quad(A-2 I)^{2} \mathbf{v}_{2}^{(1)} \neq \mathbf{0} .
$$

An appropriate choice is

$$
\mathbf{v}_{2}^{(1)}=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] .
$$

Therefore, we have

$$
\mathbf{v}_{2}^{(1)}=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right], \quad \mathbf{v}_{1}^{(1)}=(A-2 I) \mathbf{v}_{2}^{(1)}=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right], \quad \mathbf{v}_{0}^{(1)}=(A-2 I)^{2} \mathbf{v}_{2}^{(1)}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] .
$$

Using (9.5.26), we can select an eigenvector that is nonproportional to $\mathbf{v}_{0}^{(1)}$, say

$$
\mathbf{v}_{0}^{(2)}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] .
$$

Theorem 9.5.4 supplies four linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$, namely,

$$
\begin{aligned}
& \mathbf{x}_{0}^{(1)}(t)=e^{2 t}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right], \quad \mathbf{x}_{1}^{(1)}(t)=e^{2 t}\left\{\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]+t\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]\right\}, \\
& \mathbf{x}_{2}^{(1)}(t)=e^{2 t}\left\{\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]+t\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]+\frac{t^{2}}{2!}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]\right\},
\end{aligned}
$$

and

$$
\mathbf{x}_{0}^{(2)}(t)=e^{2 t}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

We can now give the general solution:

$$
\begin{aligned}
\mathbf{x}(t)= & c_{1} e^{2 t}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]+c_{3} e^{2 t}\left\{\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]+t\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]\right\} \\
& +c_{4} e^{2 t}\left\{\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]+t\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]+\frac{t^{2}}{2!}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]\right\} \\
= & e^{2 t}\left[\begin{array}{c}
c_{1}+c_{3} t+\frac{1}{2!} c_{4} t^{2} \\
c_{3}+c_{4} t \\
c_{4} \\
c_{2}
\end{array}\right] .
\end{aligned}
$$

Remark The difference between the last two examples is somewhat subtle. In both cases, the eigenspace corresponding to $\lambda=2$ is two-dimensional, so according to Theorem 9.5.4, two cycles of (linearly independent) generalized eigenvectors can be constructed. In Example 9.5.6, however, both cycles have length two, and in Example 9.5.7, one cycle has length three while the other has length one. From a computational point of view, the reason for this difference is that $(A-\lambda I)^{2}$ is the zero matrix in the former example (so that no cycles of length greater than 2 are possible), but nonzero in the latter example (so that a cycle of length 3 is possible). Readers who have studied the Jordan canonical form (Section 7.6) should observe that $\operatorname{JCF}(A)$ contains the information about what the lengths of the cycles of generalized eigenvectors of $A$ are. These lengths are precisely the sizes of the Jordan blocks comprising $\operatorname{JCF}(A)$. Therefore, if we are given what $\operatorname{JCF}(A)$ is in advance, then the task of determining proper cycles of generalized eigenvectors of $A$ is substantially simplified.

## Exercises for 9.5

## Key Terms

Cycle of generalized eigenvectors.

## Skills

- Be able to solve the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ in the case where $A$ is a defective matrix by constructing cycles of generalized eigenvectors and forming corresponding solutions $\mathbf{x}_{k}(t)$ as in Theorem 9.5.4.


## True-False Review

For Questions (a)-(d), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $A$ is an $n \times n$ defective matrix, then the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ cannot have $n$ linearly independent solutions.
(b) A cycle of generalized eigenvectors of $A$ corresponding to an eigenvalue $\lambda$ consisting of $k$ vectors yields $k$ linearly independent solutions to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$.
(c) The number of linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ corresponding to $\lambda$ is equal to the dimension of the eigenspace $E_{\lambda}$.
(d) If $\mathbf{v}_{0}$ is an eigenvector of $A$ corresponding to $\lambda$ and $\mathbf{v}_{1}$ is a vector satisfying $(A-\lambda I) \mathbf{v}_{1}=\mathbf{v}_{0}$, then $\mathbf{x}(t)=e^{\lambda t} \mathbf{v}_{1}$ is a solution to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$.

## Problems

For Problems 1-14, determine the general solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}$ for the given matrix $A$.

1. $\left[\begin{array}{rr}1 & 1 \\ -1 & 3\end{array}\right]$.
2. $\left[\begin{array}{rr}0 & -2 \\ 2 & 4\end{array}\right]$.
3. $\left[\begin{array}{rr}-3 & -2 \\ 2 & 1\end{array}\right]$.
4. $\left[\begin{array}{rrr}0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 1 & -1\end{array}\right]$.
5. $\left[\begin{array}{lll}2 & 2 & -1 \\ 2 & 1 & -1 \\ 2 & 3 & -1\end{array}\right]$.
6. $\left[\begin{array}{rrr}-2 & 0 & 0 \\ 1 & -3 & -1 \\ -1 & 1 & -1\end{array}\right]$.
7. $\left[\begin{array}{rrr}15 & -32 & 12 \\ 8 & -17 & 6 \\ 0 & 0 & -1\end{array}\right]$.
8. $\left[\begin{array}{lll}4 & 0 & 0 \\ 1 & 4 & 0 \\ 0 & 1 & 4\end{array}\right]$.
9. $\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 3 & 2 \\ 2 & -2 & -1\end{array}\right]$.
10. $\left[\begin{array}{rrr}3 & 1 & 0 \\ -1 & 5 & 0 \\ 0 & 0 & 4\end{array}\right]$.
11. $\left[\begin{array}{rrr}-1 & 1 & 0 \\ -2 & -3 & 1 \\ 1 & 1 & -2\end{array}\right]$.
12. $\left[\begin{array}{rrrr}0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 2 & 1 \\ 0 & 1 & 0 & 2\end{array}\right]$.
13. $\left[\begin{array}{rrrr}-2 & 3 & 0 & 0 \\ 3 & -2 & 0 & 0 \\ 1 & 0 & 1 & -1 \\ 0 & 1 & 0 & 1\end{array}\right]$.
14. $\left[\begin{array}{rrrr}0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & -1 \\ 0 & 1 & 1 & 0\end{array}\right]$.

For Problems 15-16, solve the initial-value problem.
15. $\mathbf{x}^{\prime}=A \mathbf{x}, \mathbf{x}(0)=\mathbf{x}_{0}$, where

$$
A=\left[\begin{array}{rr}
-2 & -1 \\
1 & -4
\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{r}
0 \\
-1
\end{array}\right] .
$$

16. $\mathbf{x}^{\prime}=A \mathbf{x}, \mathbf{x}(0)=\mathbf{x}_{0}$, where

$$
A=\left[\begin{array}{rll}
-2 & -1 & 4 \\
0 & -1 & 0 \\
-1 & -3 & 2
\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{r}
-2 \\
1 \\
1
\end{array}\right] .
$$

17. Show that if the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ has a solution of the form

$$
\mathbf{x}(t)=e^{\lambda t}\left(\mathbf{v}_{2}+t \mathbf{v}_{1}+\frac{t^{2}}{2!} \mathbf{v}_{2}\right),
$$

then

$$
\begin{gathered}
(A-\lambda I) \mathbf{v}_{0}=\mathbf{0}, \quad(A-\lambda I) \mathbf{v}_{1}=\mathbf{v}_{0}, \quad \text { and } \\
(A-\lambda I) \mathbf{v}_{2}=\mathbf{v}_{1} .
\end{gathered}
$$

18. Let $A$ be a $2 \times 2$ real matrix. Prove that all solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ satisfy

$$
\lim _{t \rightarrow \infty} \mathbf{x}(t)=\mathbf{0}
$$

if and only if all eigenvalues of $A$ have negative real part.
19. Extend the result of the previous exercise to the system $\mathbf{x}^{\prime}=A \mathbf{x}$, where $A$ is an arbitrary (real) $n \times n$ matrix.
20. This problem outlines a proof of Theorem 9.5 .4 using results from the optional section on Jordan canonical forms, Section 7.6.
(a) Conclude from the summary preceding Example 7.6.11 that there are $r$ cycles of generalized eigenvectors of $A$ corresponding to $\lambda$. Let the lengths of these cycles be $l_{1}, l_{2}, \ldots, l_{r}$, respectively.
(b) How are $k_{i}$ and $l_{i}$ related for each $i$ ? Show that $k_{i} \geq 0$ for each $i$ and that $k_{1}+k_{2}+\cdots+k_{r}=$ $m-r$.
(c) Conclude that for each $i$ we have a cycle of generalized eigenvectors $\left\{\mathbf{v}_{0}^{(i)}, \mathbf{v}_{1}^{(i)}, \ldots, \mathbf{v}_{k_{i}}^{(i)}\right\}$ satisfying (9.5.15)-(9.5.19).
(d) By Theorem 7.6.10, the vectors in the cycle in part (c) are linearly independent. Conclude that the corresponding vector functions in (9.5.11)(9.5.14) are linearly independent.
(e) Show that the functions defined in (9.5.11)(9.5.14) whose terms satisfy (9.5.15)-(9.5.19) are solutions to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$. This proves part (1) of Theorem 9.5.4.
(f) Deduce part (2) of Theorem 9.5.4.

### 9.6 Variation-of-Parameters for Linear Systems

We now consider solving the nonhomogeneous vector differential equation

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t), \tag{9.6.1}
\end{equation*}
$$

where $A$ is an $n \times n$ matrix function and $\mathbf{b}$ is a column $n$-vector function. The homogeneous equation associated with Equation (9.6.1) is

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t) . \tag{9.6.2}
\end{equation*}
$$

According to Theorem 9.3.6, every solution to the system (9.6.1) is of the form

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t)+\mathbf{x}_{p}(t),
$$

where $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ are $n$ linearly independent solutions to the associated homogeneous system (9.6.2), and $\mathbf{x}_{p}$ is a particular solution to (9.6.1). In this section, we derive the variation-of-parameters method for determining $\mathbf{x}_{p}$, assuming that we know $n$ linearly independent solutions to (9.6.2).

## Theorem 9.6.1 (Variation-of-Parameters Method)

Let $A(t)$ be an $n \times n$ matrix function and let $\mathbf{b}(t)$ be a column $n$-vector function, both of which are continuous on an interval $I$. If $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is any linearly independent set of solutions to $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)$ and $X(t)=\left[\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)\right]$, then a particular solution to

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t) \tag{9.6.3}
\end{equation*}
$$

is

$$
\mathbf{x}_{p}(t)=X(t) \mathbf{u}(t),
$$

where $\mathbf{u}(t)$ satisfies

$$
X(t) \mathbf{u}^{\prime}(t)=\mathbf{b}(t) .
$$

Explicitly,

$$
\mathbf{x}_{p}(t)=X(t) \int^{t} X^{-1}(s) \mathbf{b}(s) d s
$$

Proof The general solution to $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)$ is

$$
\mathbf{x}_{c}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t)
$$

which can be written in the form

$$
\mathbf{x}_{c}(t)=X(t) \mathbf{c}
$$

where $X(t)=\left[\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)\right]$ and $\mathbf{c}=\left[\begin{array}{llll}c_{1} & c_{2} & \ldots & c_{n}\end{array}\right]^{T}$. We try for a particular solution to Equation (9.6.3) of the form

$$
\begin{equation*}
\mathbf{x}_{p}(t)=X(t) \mathbf{u}(t) \tag{9.6.4}
\end{equation*}
$$

where ${ }^{4} \mathbf{u}(t)=\left[\begin{array}{llll}u_{1}(t) & u_{2}(t) & \ldots & u_{n}(t)\end{array}\right]^{T}$. Substituting (9.6.4) into (9.6.3), it follows that $\mathbf{x}_{p}$ is a solution to (9.6.3) provided that $\mathbf{u}$ satisfies

$$
\begin{equation*}
(X \mathbf{u})^{\prime}=A(X \mathbf{u})+\mathbf{b} \tag{9.6.5}
\end{equation*}
$$

Applying the product rule for differentiation to the left-hand side of Equation (9.6.5), we obtain

$$
\begin{equation*}
X^{\prime} \mathbf{u}+X \mathbf{u}^{\prime}=A(X \mathbf{u})+\mathbf{b} \tag{9.6.6}
\end{equation*}
$$

By definition, we have

$$
X=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]
$$

so that

$$
\begin{equation*}
X^{\prime}=\left[\mathbf{x}_{1}^{\prime}, \mathbf{x}_{2}^{\prime}, \ldots, \mathbf{x}_{n}^{\prime}\right] \tag{9.6.7}
\end{equation*}
$$

Since each of the vector functions $\mathbf{x}_{i}$ is a solution to the associated homogeneous equation $\mathbf{x}^{\prime}=A \mathbf{x}$, we can write (9.6.7) in the form

$$
X^{\prime}=\left[A \mathbf{x}_{1}, A \mathbf{x}_{2}, \ldots, A \mathbf{x}_{n}\right]
$$

That is,

$$
X^{\prime}=A X
$$

Substituting this expression for $X^{\prime}$ into (9.6.6) yields

$$
(A X) \mathbf{u}+X \mathbf{u}^{\prime}=A(X \mathbf{u})+\mathbf{b}
$$

so that

$$
X \mathbf{u}^{\prime}=\mathbf{b}
$$

This implies that ${ }^{5}$

$$
\mathbf{u}^{\prime}=X^{-1} \mathbf{b}
$$

Consequently,

$$
\mathbf{u}(t)=\int^{t} X^{-1}(s) \mathbf{b}(s) d s
$$

(we have set the integration constant to zero without loss of generality) and hence, from (9.6.4), a particular solution to (9.6.3) is

$$
\mathbf{x}_{p}(t)=X(t) \int^{t} X^{-1}(s) \mathbf{b}(s) d s
$$

[^53]
## Remarks

1. There is no need to memorize the formula for $\mathbf{x}_{p}$ given in the previous theorem. Rather, it should be remembered that a particular solution to $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$ is

$$
\mathbf{x}_{p}(t)=X \mathbf{u}
$$

where $X$ is a fundamental matrix for the associated homogeneous vector differential equation and $\mathbf{u}^{\prime}$ is determined by solving the linear system

$$
\begin{equation*}
X \mathbf{u}^{\prime}=\mathbf{b} \tag{9.6.8}
\end{equation*}
$$

2. Whereas the proof of the previous theorem used $X^{-1}$ to obtain a simple formula for the solution to (9.6.8), in practice any of the methods for solving systems of linear equations that we have derived in the text can be applied. For $2 \times 2$ systems, Cramer's rule is quite effective. Alternatively, the inverse of $X$ can be determined very quickly using the adjoint method. For systems bigger than $2 \times 2$, it is computationally more efficient to use Gaussian elimination to solve (9.6.8) for $\mathbf{u}^{\prime}$ and then integrate the resulting vector to determine $\mathbf{u}$.

Example 9.6.2 Solve the initial-value problem

$$
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t), \quad \mathbf{x}(0)=\left[\begin{array}{l}
3 \\
0
\end{array}\right]
$$

if

$$
A=\left[\begin{array}{ll}
1 & 2 \\
4 & 3
\end{array}\right] \quad \text { and } \quad \mathbf{b}(t)=\left[\begin{array}{l}
12 e^{3 t} \\
18 e^{2 t}
\end{array}\right]
$$

Solution: We first solve the associated homogeneous equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)$. For the given matrix $A$, we find that

$$
\operatorname{det}(A-\lambda I)=(\lambda-5)(\lambda+1)
$$

so that the eigenvalues of $A$ are $\lambda_{1}=-1$ and $\lambda_{2}=5$. A quick calculation shows that the corresponding eigenvectors are, respectively,

$$
\mathbf{v}_{1}=\left[\begin{array}{r}
-1 \\
1
\end{array}\right] \quad \text { and } \quad \mathbf{v}_{2}=\left[\begin{array}{l}
1 \\
2
\end{array}\right]
$$

Consequently, two linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ are

$$
\mathbf{x}_{1}(t)=e^{-t}\left[\begin{array}{r}
-1 \\
1
\end{array}\right], \quad \mathbf{x}_{2}(t)=e^{5 t}\left[\begin{array}{l}
1 \\
2
\end{array}\right]
$$

and therefore a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$ is

$$
X(t)=\left[\begin{array}{rr}
-e^{-t} & e^{5 t} \\
e^{-t} & 2 e^{5 t}
\end{array}\right]
$$

It follows from Theorem 9.6.1 that a particular solution to $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$ is

$$
\mathbf{x}_{p}=X \mathbf{u}
$$

where

$$
X \mathbf{u}^{\prime}=\mathbf{b}
$$

Since this is a $2 \times 2$ system, we will solve for the components of $\mathbf{u}^{\prime}$ using Cramer's rule. We have

$$
\operatorname{det}(X(t))=-3 e^{4 t}
$$

so that

$$
u_{1}^{\prime}(t)=\frac{\left|\begin{array}{cc}
12 e^{3 t} & e^{5 t} \\
18 e^{2 t} & 2 e^{5 t}
\end{array}\right|}{-3 e^{4 t}}=-8 e^{4 t}+6 e^{3 t}
$$

and

$$
u_{2}^{\prime}(t)=\frac{\left|\begin{array}{rr}
-e^{-t} & 12 e^{3 t} \\
e^{-t} & 18 e^{2 t}
\end{array}\right|}{-3 e^{4 t}}=6 e^{-3 t}+4 e^{-2 t}
$$

Integrating these two expressions yields

$$
u_{1}(t)=-2 e^{4 t}+2 e^{3 t} \quad \text { and } \quad u_{2}(t)=-2 e^{-3 t}-2 e^{-2 t}
$$

where we have set the integration constants to zero. Hence,

$$
\mathbf{u}(t)=\left[\begin{array}{c}
-2 e^{4 t}+2 e^{3 t} \\
-2 e^{-2 t}-2 e^{-3 t}
\end{array}\right]
$$

It follows that a particular solution to the given vector differential equation is

$$
\mathbf{x}_{p}(t)=X(t) \mathbf{u}(t)=\left[\begin{array}{cc}
-e^{-t} & e^{5 t} \\
e^{-t} & 2 e^{5 t}
\end{array}\right]\left[\begin{array}{c}
-2 e^{4 t}+2 e^{3 t} \\
-2 e^{-2 t}-2 e^{-3 t}
\end{array}\right]=\left[\begin{array}{c}
-4 e^{2 t} \\
-2 e^{2 t}-6 e^{3 t}
\end{array}\right]
$$

Consequently, the general solution to the given nonhomogeneous vector differential equation is

$$
\mathbf{x}(t)=c_{1} e^{-t}\left[\begin{array}{r}
-1 \\
1
\end{array}\right]+c_{2} e^{5 t}\left[\begin{array}{l}
1 \\
2
\end{array}\right]-\left[\begin{array}{c}
4 e^{2 t} \\
2 e^{2 t}+6 e^{3 t}
\end{array}\right]
$$

or equivalently,

$$
\mathbf{x}(t)=\left[\begin{array}{c}
-c_{1} e^{-t}+c_{2} e^{5 t}-4 e^{2 t}  \tag{9.6.9}\\
c_{1} e^{-t}+2 c_{2} e^{5 t}-2\left(e^{2 t}+3 e^{3 t}\right)
\end{array}\right]
$$

The initial condition $\mathbf{x}(0)=\left[\begin{array}{l}3 \\ 0\end{array}\right]$ requires that

$$
c_{1}\left[\begin{array}{r}
-1 \\
1
\end{array}\right]+c_{2}\left[\begin{array}{l}
1 \\
2
\end{array}\right]-\left[\begin{array}{l}
4 \\
8
\end{array}\right]=\left[\begin{array}{l}
3 \\
0
\end{array}\right]
$$

which yields the equations

$$
-c_{1}+c_{2}=7 \quad \text { and } \quad c_{1}+2 c_{2}=8
$$

Thus, $c_{1}=-2$ and $c_{2}=5$. Substituting these values into (9.6.9) yields

$$
\mathbf{x}(t)=\left[\begin{array}{c}
2 e^{-t}+5 e^{5 t}-4 e^{2 t} \\
-2 e^{-t}+10 e^{5 t}-2\left(e^{2 t}+3 e^{3 t}\right)
\end{array}\right]
$$

## Key Terms

Variation-of-parameters, Particular solution to a nonhomogeneous vector differential equation.

## Skills

- Be able to use the variation-of-parameters technique to find a particular solution $\mathbf{x}_{p}$ to the vector differential equation $\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t)$ for a given matrix function $A$ and column vector function $\mathbf{b}(t)$.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) To apply the variation-of-parameters technique for determining a particular solution to the nonhomogeneous vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$, it is not necessary to determine any solutions to the corresponding homogeneous vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$.
(b) If $X(t)$ is a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$, then a particular solution to the nonhomogeneous vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$ is $\mathbf{x}_{p}(t)=X(t) \mathbf{u}(t)$, where $u(t)$ is any arbitrary vector function.
(c) If $X(t)$ is a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$, then $X^{\prime}(t)=A(t) X(t)$.
(d) If $\mathbf{x}_{p}$ is a particular solution to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$, then so is $c \cdot \mathbf{x}_{p}$ for any nonzero constant $c$.
(e) There is only one particular solution $\mathbf{x}_{p}$ that satisfies the nonhomogeneous vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$.
(f) The parameters $\mathbf{u}(t)$ in the equation $\mathbf{x}_{p}(t)=X(t) \mathbf{u}(t)$, where $X(t)$ is a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$, are determined by solving the system $X(t) \mathbf{u}^{\prime}(t)=\mathbf{b}(t)$ for $\mathbf{u}^{\prime}(t)$ and integrating the resulting vector function.

## Problems

For Problems 1-9, use the variation-of-parameters technique to find a particular solution $\mathbf{x}_{p}$ to $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$, for the given $A$ and $\mathbf{b}$. Also obtain the general solution to the system of differential equations.

1. $A=\left[\begin{array}{ll}4 & -3 \\ 2 & -1\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}e^{2 t} \\ e^{t}\end{array}\right]$.
2. $A=\left[\begin{array}{rr}2 & -1 \\ -1 & 2\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}0 \\ 4 e^{t}\end{array}\right]$.
3. $A=\left[\begin{array}{ll}3 & 1 \\ 0 & 3\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}t e^{3 t} \\ e^{3 t}\end{array}\right]$.
4. $A=\left[\begin{array}{rr}-1 & 1 \\ 3 & 1\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}20 e^{3 t} \\ 12 e^{t}\end{array}\right]$.
5. $A=\left[\begin{array}{ll}-1 & 2 \\ -2 & 4\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}54 t e^{3 t} \\ 9 e^{3 t}\end{array}\right]$.
6. $A=\left[\begin{array}{rr}2 & 4 \\ -2 & -2\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}8 \sin 2 t \\ 8 \cos 2 t\end{array}\right]$.
7. $A=\left[\begin{array}{rr}3 & 2 \\ -2 & -1\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}-3 e^{t} \\ 6 t e^{t}\end{array}\right]$.
8. $A=\left[\begin{array}{rrr}1 & 0 & 0 \\ 2 & -3 & 2 \\ 1 & -2 & 2\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}-e^{t} \\ 6 e^{-t} \\ e^{t}\end{array}\right]$.
9. $A=\left[\begin{array}{rrr}-1 & -2 & 2 \\ 2 & 4 & -1 \\ 0 & 0 & 3\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}-e^{3 t} \\ 4 e^{3 t} \\ 3 e^{3 t}\end{array}\right]$.
10. Let $X(t)$ be a fundamental matrix for the system $\mathbf{x}^{\prime}=A(t) \mathbf{x}(t)$, where $A(t)$ is an $n \times n$ matrix function. Show that the solution to the initial-value problem

$$
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t), \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}
$$

can be written as
$\mathbf{x}(t)=X(t) X^{-1}\left(t_{0}\right) \mathbf{x}_{0}+X(t) \int_{t_{0}}^{t} X^{-1}(s) \mathbf{b}(s) d s$.
11. Consider the nonhomogeneous system

$$
\begin{aligned}
& x_{1}^{\prime}=2 x_{1}-3 x_{2}+34 \sin t \\
& x_{2}^{\prime}=-4 x_{1}-2 x_{2}+17 \cos t
\end{aligned}
$$

Find the general solution to this system by first solving the associated homogeneous system, and then using the method of undetermined coefficients to obtain a particular solution.
[Hint: The form of the nonhomogeneous term suggests a trial solution of the form

$$
\mathbf{x}_{p}(t)=\left[\begin{array}{l}
A_{1} \cos t+B_{1} \sin t \\
A_{2} \cos t+B_{2} \sin t
\end{array}\right]
$$

where the constants $A_{1}, A_{2}, B_{1}$, and $B_{2}$ can be determined by substituting into the given system.]

### 9.7 Some Applications of Linear Systems of Differential Equations

In this section, we analyze the two problems that were briefly introduced at the beginning of this chapter. We begin with the coupled spring-mass system that consists of two masses $m_{1}$ and $m_{2}$ connected by two springs whose spring constants are $k_{1}$ and $k_{2}$, respectively. (See Figure 9.7.1.) Let $x(t)$ and $y(t)$ denote the displacement of $m_{1}$ and $m_{2}$ from their equilibrium positions, respectively. When the system is in motion, the extension of spring 1 is

$$
L_{1}(t)=x(t),
$$

whereas the net extension of spring 2 is

$$
L_{2}(t)=y(t)-x(t) .
$$

Consequently, using Hooke's law, the net forces acting on masses $m_{1}$ and $m_{2}$ at time $t$ are

$$
F_{1}(t)=-k_{1} x(t)+k_{2}[y(t)-x(t)] \text { and } F_{2}(t)=-k_{2}[y(t)-x(t)],
$$



Figure 9.7.1: A coupled spring-mass system.
respectively. Thus, applying Newton's second law to each mass yields the system of differential equations

$$
\begin{align*}
& m_{1} \frac{d^{2} x}{d t^{2}}=-k_{1} x+k_{2}(y-x),  \tag{9.7.1}\\
& m_{2} \frac{d^{2} y}{d t^{2}}=-k_{2}(y-x) . \tag{9.7.2}
\end{align*}
$$

The motion of the spring-mass system will be fully determined once we have specified appropriate initial conditions of the form

$$
\begin{equation*}
x\left(t_{0}\right)=\alpha_{1}, \quad \frac{d x}{d t}\left(t_{0}\right)=\alpha_{2}, \quad y\left(t_{0}\right)=\alpha_{3}, \quad \frac{d y}{d t}\left(t_{0}\right)=\alpha_{4}, \tag{9.7.3}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}$, and $\alpha_{4}$ are constants.
To apply the techniques that we have developed in this chapter for solving systems of differential equations, we must convert Equations (9.7.1) and (9.7.2) into a first-order
system. We introduce new variables $x_{1}, x_{2}, x_{3}$, and $x_{4}$ defined by

$$
\begin{equation*}
x_{1}=x, \quad x_{2}=x^{\prime}, \quad x_{3}=y, \quad x_{4}=y^{\prime} . \tag{9.7.4}
\end{equation*}
$$

Using (9.7.4), we can replace Equations (9.7.1) and (9.7.2) by the equivalent system

$$
x_{1}^{\prime}=x_{2}, \quad x_{2}^{\prime}=-\frac{k_{1}}{m_{1}} x_{1}+\frac{k_{2}}{m_{1}}\left(x_{3}-x_{1}\right), \quad x_{3}^{\prime}=x_{4}, \quad x_{4}^{\prime}=-\frac{k_{2}}{m_{2}}\left(x_{3}-x_{1}\right) .
$$

Rearranging terms yields the first-order linear system

$$
\begin{align*}
& x_{1}^{\prime}=x_{2},  \tag{9.7.5}\\
& x_{2}^{\prime}=-\left(\frac{k_{1}}{m_{1}}+\frac{k_{2}}{m_{1}}\right) x_{1}+\frac{k_{2}}{m_{1}} x_{3},  \tag{9.7.6}\\
& x_{3}^{\prime}=x_{4},  \tag{9.7.7}\\
& x_{4}^{\prime}=\frac{k_{2}}{m_{2}} x_{1}-\frac{k_{2}}{m_{2}} x_{3} . \tag{9.7.8}
\end{align*}
$$

In the new variables, the initial conditions (9.7.3) are

$$
x_{1}\left(t_{0}\right)=\alpha_{1}, \quad x_{2}\left(t_{0}\right)=\alpha_{2}, \quad x_{3}\left(t_{0}\right)=\alpha_{3}, \quad x_{4}\left(t_{0}\right)=\alpha_{4} .
$$

This initial-value problem for $x_{1}, x_{2}, x_{3}, x_{4}$ can be written in vector form as

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}
$$

where

$$
\mathbf{x}=\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right], \quad A=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-\frac{1}{m_{1}}\left(k_{1}+k_{2}\right) & 0 & \frac{k_{2}}{m_{1}} & 0 \\
0 & 0 & 0 & 1 \\
\frac{k_{2}}{m_{2}} & 0 & -\frac{k_{2}}{m_{2}} & 0
\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{l}
\alpha_{1} \\
\alpha_{2} \\
\alpha_{3} \\
\alpha_{4}
\end{array}\right] .
$$

We leave the analysis of the general system for the exercises and consider a particular example.

Example 9.7.1 Consider the spring-mass system with

$$
k_{1}=4 \mathrm{Nm}^{-1}, \quad k_{2}=2 \mathrm{Nm}^{-1}, \quad m_{1}=2 \mathrm{~kg}, \quad m_{2}=1 \mathrm{~kg}
$$

At $t=0$, both masses are pulled down a distance 1 meter from equilibrium and released from rest. Determine the subsequent motion of the system.
Solution: The motion of the system is governed by the initial-value problem

$$
\begin{aligned}
2 \frac{d^{2} x}{d t^{2}} & =-4 x+2(y-x) \\
\frac{d^{2} y}{d t^{2}} & =-2(y-x) \\
x(0)=1, \quad \frac{d x}{d t}(0) & =0, \quad y(0)=1, \quad \frac{d y}{d t}(0)=0
\end{aligned}
$$

Introducing new variables $x_{1}=x, x_{2}=x^{\prime}, x_{3}=y$, and $x_{4}=y^{\prime}$ yields the equivalent initial-value problem

$$
\begin{gathered}
x_{1}^{\prime}=x_{2}, \quad x_{2}^{\prime}=-3 x_{1}+x_{3}, \quad x_{3}^{\prime}=x_{4}, \quad x_{4}^{\prime}=2 x_{1}-2 x_{3} \\
x_{1}(0)=1, \quad x_{2}(0)=0, \quad x_{3}(0)=1, \quad x_{4}(0)=0 .
\end{gathered}
$$

In vector form, we have

$$
\begin{equation*}
\mathbf{x}^{\prime}=A \mathbf{x}, \quad \mathbf{x}(0)=\mathbf{x}_{0} \tag{9.7.9}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{rrrr}
0 & 1 & 0 & 0 \\
-3 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
2 & 0 & -2 & 0
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{0}=\left[\begin{array}{l}
1 \\
0 \\
1 \\
0
\end{array}\right]
$$

The characteristic polynomial of $A$ is ${ }^{6}$

$$
\begin{aligned}
\operatorname{det}(A-\lambda I) & =\left|\begin{array}{rrrr}
-\lambda & 1 & 0 & 0 \\
-3 & -\lambda & 1 & 0 \\
0 & 0 & -\lambda & 1 \\
2 & 0 & -2 & -\lambda
\end{array}\right| \\
& =\lambda^{4}+5 \lambda^{2}+4 \\
& =\left(\lambda^{2}+1\right)\left(\lambda^{2}+4\right)
\end{aligned}
$$

Thus, the eigenvalues of $A$ are

$$
\lambda= \pm i, \pm 2 i
$$

We now determine the eigenvectors.
$\underline{\text { Eigenvalue } \lambda=i:}$ The system $(A-\lambda I) \mathbf{v}_{1}=\mathbf{0}$ has augmented matrix

$$
\left[\begin{array}{rrrr|r}
-i & 1 & 0 & 0 & 0 \\
-3 & -i & 1 & 0 & 0 \\
0 & 0 & -i & 1 & 0 \\
2 & 0 & -2 & -i & 0
\end{array}\right]
$$

with reduced row-echelon form

$$
\left[\begin{array}{cccc|c}
1 & 0 & 0 & i / 2 & 0 \\
0 & 1 & 0 & -1 / 2 & 0 \\
0 & 0 & 1 & i & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Consequently, the eigenvectors are

$$
\mathbf{v}_{1}=r(-i, 1,-2 i, 2)
$$

so that a complex-valued solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ is

$$
\mathbf{u}_{1}(t)=e^{i t}\left[\begin{array}{c}
-i \\
1 \\
-2 i \\
2
\end{array}\right]=(\cos t+i \sin t)\left[\begin{array}{c}
-i \\
1 \\
-2 i \\
2
\end{array}\right]
$$

[^54]Taking the real and imaginary parts of this complex-valued solution yields the two linearly independent real-valued solutions

$$
\mathbf{x}_{1}(t)=\left[\begin{array}{c}
\sin t \\
\cos t \\
2 \sin t \\
2 \cos t
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{2}(t)=\left[\begin{array}{r}
-\cos t \\
\sin t \\
-2 \cos t \\
2 \sin t
\end{array}\right] .
$$

Eigenvalue $\lambda=2 i$ : The augmented matrix of the system $(A-\lambda I) \mathbf{v}_{2}=\mathbf{0}$ in this case is

$$
\left[\begin{array}{rrrr|r}
-2 i & 1 & 0 & 0 & 0 \\
-3 & -2 i & 1 & 0 & 0 \\
0 & 0 & -2 i & 1 & 0 \\
2 & 0 & -2 & -2 i & 0
\end{array}\right]
$$

with reduced row-echelon form

$$
\left[\begin{array}{cccc|c}
1 & 0 & 0 & -i / 2 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & i / 2 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

The corresponding eigenvectors are therefore of the form

$$
\mathbf{v}_{2}=s(i,-2,-i, 2),
$$

so that a complex-valued solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}$ is

$$
\mathbf{u}_{2}(t)=e^{2 i t}\left[\begin{array}{r}
i \\
-2 \\
-i \\
2
\end{array}\right]=(\cos 2 t+i \sin 2 t)\left[\begin{array}{r}
i \\
-2 \\
-i \\
2
\end{array}\right] .
$$

Taking the real and imaginary parts of this complex-valued solution yields the additional real-valued linearly independent solutions

$$
\mathbf{x}_{3}(t)=\left[\begin{array}{r}
-\sin 2 t \\
-2 \cos 2 t \\
\sin 2 t \\
2 \cos 2 t
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{4}(t)=\left[\begin{array}{r}
\cos 2 t \\
-2 \sin 2 t \\
-\cos 2 t \\
2 \sin 2 t
\end{array}\right] .
$$

Consequently, the vector differential equation in (9.7.9) has general solution

$$
\mathbf{x}(t)=c_{1}\left[\begin{array}{r}
\sin t \\
\cos t \\
2 \sin t \\
2 \cos t
\end{array}\right]+c_{2}\left[\begin{array}{r}
-\cos t \\
\sin t \\
-2 \cos t \\
2 \sin t
\end{array}\right]+c_{3}\left[\begin{array}{r}
-\sin 2 t \\
-2 \cos 2 t \\
\sin 2 t \\
2 \cos 2 t
\end{array}\right]+c_{4}\left[\begin{array}{r}
\cos 2 t \\
-2 \sin 2 t \\
-\cos 2 t \\
2 \sin 2 t
\end{array}\right] .
$$

Combining the vector functions yields the solution vector

$$
\mathbf{x}(t)=\left[\begin{array}{c}
c_{1} \sin t-c_{2} \cos t-c_{3} \sin 2 t+c_{4} \cos 2 t \\
c_{1} \cos t+c_{2} \sin t-2 c_{3} \cos 2 t-2 c_{4} \sin 2 t \\
2 c_{1} \sin t-2 c_{2} \cos t+c_{3} \sin 2 t-c_{4} \cos 2 t \\
2\left(c_{1} \cos t+c_{2} \sin t+c_{3} \cos 2 t+c_{4} \sin 2 t\right)
\end{array}\right] .
$$

Imposing the initial condition $\mathbf{x}(0)=\left[\begin{array}{l}1 \\ 0 \\ 1 \\ 0\end{array}\right]$, we find that $c_{1}=0, c_{2}=-\frac{2}{3}, c_{3}=0$, $c_{4}=\frac{1}{3}$. Thus,

$$
\mathbf{x}(t)=\left[\begin{array}{c}
\frac{1}{3}(2 \cos t+\cos 2 t) \\
-\frac{2}{3}(\sin t+\sin 2 t) \\
\frac{1}{3}(4 \cos t-\cos 2 t) \\
\frac{2}{3}(-2 \sin t+\sin 2 t)
\end{array}\right] .
$$

Since $x=x_{1}$ and $y=x_{3}$, it follows that the motion of the spring-mass system is given by

$$
\begin{aligned}
& x(t)=\frac{1}{3}(2 \cos t+\cos 2 t) \\
& y(t)=\frac{1}{3}(4 \cos t-\cos 2 t)
\end{aligned}
$$

The motion of both masses is periodic, with period $2 \pi$. Looking at the second and fourth components of the solution vector $\mathbf{x}$ (or by differentiating the previous expressions for $x$ and $y$ ), we see that

$$
\begin{aligned}
& x^{\prime}(t)=-\frac{2}{3}(\sin t+\sin 2 t)=-\frac{2}{3}(1+2 \cos t) \sin t \\
& y^{\prime}(t)=\frac{2}{3}(-2 \sin t+\sin 2 t)=\frac{4}{3}(\cos t-1) \sin t
\end{aligned}
$$

Consequently, on the interval [ $0,2 \pi$ ], $x^{\prime}$ has zeros when $t=0,2 \pi / 3, \pi, 4 \pi / 3$, and $2 \pi$, whereas the only zeros of $y^{\prime}$ are $0, \pi$, and $2 \pi$. Notice that both $y^{\prime \prime}$ and $y^{\prime \prime \prime}$ vanish at $t=0$ and $t=2 \pi$. Hence, the graph of $y$ is very flat in the neighborhood of these points. This motion is depicted in Figure 9.7.2.


Figure 9.7.2: The solutions for the spring-mass system in Example 9.7.1.

Next consider the mixing problem depicted in Figure 9.7.3. Two tanks contain a solution consisting of chemical dissolved in water. A solution containing $c_{\text {in }} \mathrm{g} / \mathrm{L}$ of chemical flows into tank 1 at a rate of $r_{\text {in }} \mathrm{L} / \mathrm{min}$ and solution of concentration $c_{\text {out }} \mathrm{g} / \mathrm{L}$


Figure 9.7.3: A general mixing problem.
flows out of tank 2 at a rate of $r_{\text {out }} \mathrm{L} / \mathrm{min}$. In addition, solution of concentration $c_{12} \mathrm{~g} / \mathrm{L}$ flows into tank 1 from tank 2 at a rate of $r_{12} \mathrm{~L} / \mathrm{min}$ and solution of concentration $c_{21} \mathrm{~g} / \mathrm{L}$ flows into tank 2 from tank 1 at a rate of $r_{21} \mathrm{~L} / \mathrm{min}$. We wish to determine $A_{1}(t)$ and $A_{2}(t)$, the amounts of chemical in tank 1 and tank 2, respectively. The analysis is similar to that used in Section 9.7. Assuming that the solution in each tank is well mixed, it follows immediately that

$$
c_{12}=c_{\mathrm{out}}=\frac{A_{2}}{V_{2}}, \quad c_{21}=\frac{A_{1}}{V_{1}}
$$

where $V_{i}$ denotes the volume of solution in tank $i$ at time $t$. Consider a short time interval $\Delta t$. The total amount of chemical entering tank 1 in this time interval is approximately

$$
\left(c_{\mathrm{in}} r_{\mathrm{in}}+c_{12} r_{12}\right) \Delta t \text { grams }
$$

whereas approximately

$$
c_{21} r_{21} \Delta t \text { grams }
$$

of chemical leave tank 1 in the same time interval. Consequently, the change in the amount of chemical in tank 1 in the time interval $\Delta t$, denoted $\Delta A_{1}$, is approximately

$$
\Delta A_{1} \approx\left[\left(c_{\mathrm{in}} r_{\mathrm{in}}+c_{12} r_{12}\right)-c_{21} r_{21}\right] \Delta t
$$

that is,

$$
\begin{equation*}
\Delta A_{1} \approx\left[c_{\mathrm{in}} r_{\mathrm{in}}+r_{12} \frac{A_{2}}{V_{2}}-r_{21} \frac{A_{1}}{V_{1}}\right] \Delta t \tag{9.7.10}
\end{equation*}
$$

Similarly, the change in the amount of chemical in tank 2 in the time interval $\Delta t$, denoted $\Delta A_{2}$, is approximately

$$
\Delta A_{2} \approx\left[r_{21} c_{21}-\left(r_{12} c_{12}+r_{\mathrm{out}} c_{\mathrm{out}}\right)\right] \Delta t
$$

or, equivalently,

$$
\begin{equation*}
\Delta A_{2} \approx\left[r_{21} \frac{A_{1}}{V_{1}}-\left(r_{12}+r_{\mathrm{out}}\right) \frac{A_{2}}{V_{2}}\right] \Delta t \tag{9.7.11}
\end{equation*}
$$

Dividing Equations (9.7.10) and (9.7.11) by $\Delta t$ and taking the limit as $\Delta t \rightarrow 0^{+}$yields the following system of differential equations for $A_{1}$ and $A_{2}$ :

$$
\begin{aligned}
\frac{d A_{1}}{d t} & =-r_{21} \frac{A_{1}}{V_{1}}+r_{12} \frac{A_{2}}{V_{2}}+c_{\mathrm{in}} r_{\mathrm{in}} \\
\frac{d A_{2}}{d t} & =r_{21} \frac{A_{1}}{V_{1}}-\left(r_{12}+r_{\mathrm{out}}\right) \frac{A_{2}}{V_{2}}
\end{aligned}
$$

We will now assume that $V_{1}$ and $V_{2}$ are constant. This imposes the conditions

$$
\begin{array}{r}
r_{\text {in }}+r_{12}-r_{21}=0, \\
r_{21}-r_{12}-r_{\text {out }}=0 .
\end{array}
$$

(See Problem 7.) Consequently, the foregoing system of differential equations reduces to

$$
\begin{aligned}
& \frac{d A_{1}}{d t}=-\frac{r_{21}}{V_{1}} A_{1}+\frac{r_{12}}{V_{2}} A_{2}+c_{\mathrm{in}} r_{\mathrm{in}}, \\
& \frac{d A_{2}}{d t}=\frac{r_{21}}{V_{1}} A_{1}-\frac{r_{21}}{V_{2}} A_{2} .
\end{aligned}
$$

This is a constant coefficient system for $A_{1}$ and $A_{2}$, and therefore it can be solved using the techniques that we have developed in this chapter.

Example 9.7.2 Two tanks each contain 20 L of a solution consisting of salt dissolved in water. (See Figure 9.7.4.) A solution containing $4 \mathrm{~g} / \mathrm{L}$ of salt flows into tank 1 at a rate of $3 \mathrm{~L} / \mathrm{min}$ and the solution in tank 2 flows out at the same rate. In addition, solution flows into tank 1 from tank 2 at a rate of $1 \mathrm{~L} / \mathrm{min}$ and into $\operatorname{tank} 2$ from tank 1 at a rate of $4 \mathrm{~L} / \mathrm{min}$. Initially tank 1 contained 40 g of salt and tank 2 contained 20 g of salt. Find the amount of salt in each tank at time $t$.


Figure 9.7.4: The mixing problem considered in Example 9.7.2.
Solution: The inflow and outflow rates from each tank are indicated in Figure 9.7.4. We notice that the total amount of solution flowing into $\operatorname{tank} 1$ is $4 \mathrm{~L} / \mathrm{min}$, and the same volume of solution flows out of tank 1 per minute. Consequently, the volume of solution in tank 1 remains constant at 20 L . The same is true for $\operatorname{tank} 2$. Let $A_{1}(t)$ and $A_{2}(t)$ denote the amounts of salt in tanks 1 and 2, respectively, and let $c_{i j}$ denote the concentration of salt in the solution flowing into tank $i$ from tank $j$. Now consider a short time interval $\Delta t$. The overall change in the amount of salt in tank 1 in this time interval $\Delta t$ is approximately

$$
\Delta A_{1} \approx\left(12+1 \cdot c_{12}\right) \Delta t-4 c_{21} \Delta t
$$

that is,

$$
\begin{equation*}
\Delta A_{1} \approx\left(12+\frac{1}{20} A_{2}-\frac{1}{5} A_{1}\right) \Delta t \tag{9.7.12}
\end{equation*}
$$

A similar analysis of the change in the amount of salt in tank 2 in the time interval $\Delta t$ yields

$$
\Delta A_{2} \approx\left(\frac{1}{5} A_{1}-\frac{1}{20} A_{2}-\frac{3}{20} A_{2}\right) \Delta t
$$

that is,

$$
\begin{equation*}
\Delta A_{2} \approx\left(\frac{1}{5} A_{1}-\frac{1}{5} A_{2}\right) \Delta t . \tag{9.7.13}
\end{equation*}
$$

Dividing Equations (9.7.12) and (9.7.13) by $\Delta t$ and taking the limit as $\Delta t \rightarrow 0^{+}$yields the system of differential equations

$$
\begin{aligned}
\frac{d A_{1}}{d t} & =-\frac{1}{5} A_{1}+\frac{1}{20} A_{2}+12 \\
\frac{d A_{2}}{d t} & =\frac{1}{5} A_{1}-\frac{1}{5} A_{2}
\end{aligned}
$$

We are also given the initial conditions

$$
A_{1}(0)=40 \text { and } A_{2}(0)=20 .
$$

In vector form, we must therefore solve the initial-value problem

$$
\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}, \quad \mathbf{x}(0)=\mathbf{x}_{0},
$$

where

$$
\mathbf{x}=\left[\begin{array}{l}
A_{1} \\
A_{2}
\end{array}\right], \quad A=\left[\begin{array}{rr}
-1 / 5 & 1 / 20 \\
1 / 5 & -1 / 5
\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}
12 \\
0
\end{array}\right], \quad \mathbf{x}_{0}=\left[\begin{array}{l}
40 \\
20
\end{array}\right] .
$$

The characteristic polynomial of $A$ is

$$
\operatorname{det}(A-\lambda I)=\left|\begin{array}{cc}
-1 / 5-\lambda & 1 / 20 \\
1 / 5 & -1 / 5-\lambda
\end{array}\right|=\left(\lambda+\frac{1}{5}\right)^{2}-\frac{1}{100} .
$$

Consequently, the eigenvalues of $A$ are

$$
\lambda=-\frac{1}{5} \pm \frac{1}{10} .
$$

That is,

$$
\lambda_{1}=-\frac{1}{10} \quad \text { and } \quad \lambda_{2}=-\frac{3}{10} .
$$

The corresponding eigenvectors are

$$
\mathbf{v}_{1}=(1,2) \text { and } \mathbf{v}_{2}=(1,-2),
$$

respectively, so that two linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ are

$$
\mathbf{x}_{1}(t)=e^{-t / 10}\left[\begin{array}{l}
1 \\
2
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{2}(t)=e^{-3 t / 10}\left[\begin{array}{r}
1 \\
-2
\end{array}\right] .
$$

Thus,

$$
\mathbf{x}_{c}(t)=c_{1} e^{-t / 10}\left[\begin{array}{l}
1 \\
2
\end{array}\right]+c_{2} e^{-3 t / 10}\left[\begin{array}{r}
1 \\
-2
\end{array}\right] .
$$

We now need a particular solution to $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$. According to the variation-ofparameters technique, a particular solution is

$$
\mathbf{x}_{p}=X \mathbf{u},
$$

where

$$
\begin{equation*}
X \mathbf{u}^{\prime}=\mathbf{b} \tag{9.7.14}
\end{equation*}
$$

and

$$
X(t)=\left[\begin{array}{rr}
e^{-t / 10} & e^{-3 t / 10} \\
2 e^{-t / 10} & -2 e^{-3 t / 10}
\end{array}\right] .
$$

The system (9.7.14) is

$$
\begin{aligned}
& e^{-t / 10} u_{1}^{\prime}+e^{-3 t / 10} u_{2}^{\prime}=12, \\
& e^{-t / 10} u_{1}^{\prime}-e^{-3 t / 10} u_{2}^{\prime}=0,
\end{aligned}
$$

which has solution

$$
u_{1}^{\prime}=6 e^{t / 10} \quad \text { and } \quad u_{2}^{\prime}=6 e^{3 t / 10} .
$$

By integrating, we obtain

$$
u_{1}(t)=60 e^{t / 10} \quad \text { and } \quad u_{2}(t)=20 e^{3 t / 10}
$$

where we have set the integration constants to zero without loss of generality. Consequently,

$$
\mathbf{x}_{p}(t)=\left[\begin{array}{rr}
e^{-t / 10} & e^{-3 t / 10} \\
2 e^{-t / 10} & -2 e^{-3 t / 10}
\end{array}\right]\left[\begin{array}{c}
60 e^{t / 10} \\
20 e^{3 t / 10}
\end{array}\right]=\left[\begin{array}{c}
80 \\
80
\end{array}\right] .
$$

Hence, the general solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$ is

$$
\mathbf{x}(t)=c_{1} e^{-t / 10}\left[\begin{array}{l}
1 \\
2
\end{array}\right]+c_{2} e^{-3 t / 10}\left[\begin{array}{r}
1 \\
-2
\end{array}\right]+\left[\begin{array}{l}
80 \\
80
\end{array}\right] .
$$

That is,

$$
\mathbf{x}(t)=\left[\begin{array}{c}
c_{1} e^{-t / 10}+c_{2} e^{-3 t / 10}+80 \\
2 c_{1} e^{-t / 10}-2 c_{2} e^{-3 t / 10}+80
\end{array}\right] .
$$

Imposing the initial condition $\mathbf{x}(0)=\left[\begin{array}{l}40 \\ 20\end{array}\right]$ requires

$$
\left[\begin{array}{c}
c_{1}+c_{2}+80 \\
2 c_{1}-2 c_{2}+80
\end{array}\right]=\left[\begin{array}{l}
40 \\
20
\end{array}\right] .
$$

We quickly solve this for $c_{1}$ and $c_{2}: c_{1}=-35$ and $c_{2}=-5$. Thus, the solution to the initial-value problem is

$$
\mathbf{x}(t)=-35 e^{-t / 10}\left[\begin{array}{l}
1 \\
2
\end{array}\right]-5 e^{-3 t / 10}\left[\begin{array}{r}
1 \\
-2
\end{array}\right]+\left[\begin{array}{l}
80 \\
80
\end{array}\right] .
$$

Consequently, the amounts of salt in tanks 1 and 2 at time $t$ are, respectively,

$$
\begin{aligned}
& A_{1}(t)=80-35 e^{-t / 10}-5 e^{-3 t / 10} \\
& A_{2}(t)=80-70 e^{-t / 10}+10 e^{-3 t / 10} .
\end{aligned}
$$

We see that both $A_{1}$ and $A_{2}$ approach the constant value of 80 grams as $t \rightarrow \infty$. Why is this a reasonable result?

## Exercises for 9.7

## Key Terms

Coupled spring-mass system, Mixing problem.

## Skills

- Be able to determine the motion of a coupled springmass system as a function of time.
- Be able to solve mixing problems to determine the amounts (or concentrations) of chemical present in a system of tanks as a function of time.


## True-False Review

For Questions (a)-(e), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A coupled spring-mass system consisting of two masses and two springs can be solved as a first-order linear system $\mathbf{x}^{\prime}=A \mathbf{x}$, where $A$ is a $2 \times 2$ matrix whose entries are determined by the masses and spring constants.
(b) The units of the spring constant in the metric system are Newtons per meter.
(c) In the metric system, the concentration of chemical in a tank of solution is measured in grams.
(d) In a chemical mixing problem involving two tanks, the rate at which fluid moves from tank 1 to tank 2 must be the same as the rate at which fluid moves from tank 2 to $\operatorname{tank} 1$.
(e) In a chemical mixing problem with two tanks in which no solution flows in or out of the system from the outside and the rates of flow between the two tanks $r_{12}$ and $r_{21}$ are equal, the amount of chemical in each tank remains constant over time, regardless of the initial conditions.

## Problems

1. Derive the eigenvalues and eigenvectors given in Example 9.7.1.
2. Determine the motion of the coupled spring-mass system which has

$$
\begin{gathered}
k_{1}=3 \mathrm{Nm}^{-1}, \quad k_{2}=\frac{1}{2} \mathrm{Nm}^{-1}, \\
m_{1}=\frac{1}{2} \mathrm{~kg}, \quad m_{2}=\frac{1}{12} \mathrm{~kg}
\end{gathered}
$$

given that at $t=0$ both masses are set in motion from their equilibrium positions with a velocity of $1 \mathrm{~m} / \mathrm{s}$.
3. Determine the general motion of the coupled springmass system that has

$$
\begin{gathered}
k_{1}=3 \mathrm{Nm}^{-1}, \quad k_{2}=4 \mathrm{Nm}^{-1}, \\
m_{1}=1 \mathrm{~kg}, \quad m_{2}=4 / 3 \mathrm{~kg} .
\end{gathered}
$$

4. Determine the general motion of the coupled springmass system which has

$$
k_{1}=2 k_{2}, \quad m_{1}=2 m_{2} .
$$

[Hint: Let $\omega^{2}=k_{2} /\left(2 m_{2}\right)$.]
5. Consider the general coupled spring-mass system whose motion is governed by the system (9.7.5)(9.7.8). Show that the coefficient matrix of the system has characteristic equation

$$
\lambda^{4}+\left[\frac{k_{2}}{m_{2}}+\frac{\left(k_{1}+k_{2}\right)}{m_{1}}\right] \lambda^{2}+\frac{k_{1} k_{2}}{m_{1} m_{2}}=0
$$

and that the corresponding eigenvalues are of the form

$$
\lambda= \pm i \omega_{1}, \pm i \omega_{2},
$$

where $\omega_{1}$ and $\omega_{2}$ are positive real numbers.
6. Two masses $m_{1}$ and $m_{2}$ rest on a horizontal frictionless plane. The masses are attached to fixed walls by springs whose spring constants are $k_{1}$ and $k_{3}$. (See Figure 9.7.5.) The masses are connected by a spring whose spring constant is $k_{2}$. Determine a first-order system of differential equations that governs the motion of the system.


Figure 9.7.5: Three-spring system.
7. Show that the assumption that $V_{1}$ and $V_{2}$ are constant in the general mixing problem considered in the text imposes the conditions

$$
\begin{aligned}
r_{\text {in }}+r_{12} & =r_{21}, \\
r_{21}-r_{12} & =r_{\text {out }} .
\end{aligned}
$$

8. Solve the initial-value problem arising in Example 9.7.2 using the technique derived in Section 9.1.
9. Solve the mixing problem depicted in Figure 9.7.6,


Figure 9.7.6: Mixing problem in Problem 9.
given that at $t=0$, the volume of solution in both tanks is 60 L , and tank 1 contains 60 grams of chemical whereas tank 2 contains 200 grams of chemical.
10. In the mixing problem shown in Figure 9.7.7, there is no inflow from or outflow to the outside. For this reason, the system is said to be closed. If tank 1 contains 6 L of solution and tank 2 contains 12 L of solution, determine the amount of chemical in each tank at time $t$, given that initially tank 1 contains 5 grams of chemical and tank 2 contains 25 grams of chemical.


Figure 9.7.7: Mixing problem in Problem 10.
11. Consider the general closed system depicted in Figure 9.7.8.


Figure 9.7.8: Mixing problem in Problem 11.
(a) Derive the system of differential equations that governs the behavior of $A_{1}$ and $A_{2}$.
(b) Define the constant $\beta$ by $V_{2}=\beta V_{1}$, where $V_{1}$ and $V_{2}$ denote the volume of solution in tank 1 and tank 2 , respectively. Show that the eigenvalues of the coefficient matrix of the system derived in (a) are

$$
\lambda_{1}=0 \quad \text { and } \quad \lambda_{2}=-\frac{1+\beta}{\beta V_{1}} r_{21} .
$$

(c) Determine $A_{1}$ and $A_{2}$, given that $A_{1}(0)=\alpha_{1}$ and $A_{2}(0)=\alpha_{2}$, where $\alpha_{1}$ and $\alpha_{2}$ are positive constants.
(d) Show that

$$
\lim _{t \rightarrow+\infty} \frac{A_{1}}{V_{1}}=\lim _{t \rightarrow+\infty} \frac{A_{2}}{V_{2}}=\frac{\alpha_{1}+\alpha_{2}}{(1+\beta) V_{1}} .
$$

Is this result reasonable?

### 9.8 Matrix Exponential Function and Systems of Differential Equations

The matrix exponential function was first introduced in Section 7.4. Recall that for an $n \times n$ matrix $A$, the matrix exponential function is defined by

$$
\begin{equation*}
e^{A t}=I_{n}+A t+\frac{1}{2!}(A t)^{2}+\frac{1}{3!}(A t)^{3}+\cdots+\frac{1}{k!}(A t)^{k}+\cdots, \tag{9.8.1}
\end{equation*}
$$

where the infinite series here can be shown to converge for all real numbers $t$. In this section, we investigate the relationship between the matrix exponential function $e^{A t}$ and the solutions to the corresponding vector differential equation

$$
\mathbf{x}^{\prime}=A \mathbf{x} .
$$

We begin by defining the derivative of $e^{A t}$. It can be shown that the infinite series (9.8.1) defining $e^{A t}$ can be differentiated term by term and the resulting series converges for all
$t \in(-\infty, \infty)$. Thus, through differentiating (9.8.1), we have

$$
\frac{d}{d t}\left(e^{A t}\right)=A+A^{2} t+\frac{1}{2!} A^{3} t^{2}+\cdots+\frac{1}{(k-1)!} A^{k} t^{k-1}+\cdots
$$

That is,

$$
\frac{d}{d t}\left(e^{A t}\right)=A\left[I+A t+\frac{1}{2!}(A t)^{2}+\frac{1}{3!}(A t)^{3}+\cdots+\frac{1}{k!}(A t)^{k}+\cdots\right] .
$$

Hence,

$$
\begin{equation*}
\frac{d}{d t}\left(e^{A t}\right)=A e^{A t} \tag{9.8.2}
\end{equation*}
$$

Now recall from Chapter 1 that for all values of the constants $a$ and $x_{0}$, the unique solution to the initial-value problem

$$
\frac{d x}{d t}=a x, \quad x(0)=x_{0}
$$

is

$$
x(t)=x_{0} e^{a t} .
$$

Our next theorem shows that the same formula holds for the vector differential equation

$$
\mathbf{x}^{\prime}=A \mathbf{x}
$$

provided we replace $e^{a t}$ by $e^{A t}$. This is a very elegant result that has far-reaching consequences in both the computation of $e^{A t}$ and the analysis of vector differential equations.

Theorem 9.8.1 Let $\mathbf{x}_{0}$ be an arbitrary vector. Then the unique solution to the initial-value problem

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad \mathbf{x}(0)=\mathbf{x}_{0}
$$

is

$$
\mathbf{x}(t)=e^{A t} \mathbf{x}_{0} .
$$

Proof If $\mathbf{x}(t)=e^{A t} \mathbf{x}_{0}$, then by (9.8.2), we have $\mathbf{x}^{\prime}(t)=A e^{A t} \mathbf{x}_{0}$. That is,

$$
\mathbf{x}^{\prime}=A \mathbf{x}
$$

Further, setting $t=0$,

$$
\mathbf{x}(0)=e^{0 \cdot A} \mathbf{x}_{0}=I \mathbf{x}_{0}=\mathbf{x}_{0} .
$$

Consequently, $\mathbf{x}(t)=e^{A t} \mathbf{x}_{0}$ is a solution to the given initial-value problem. The uniqueness of the solution follows from Theorem 9.3.1.

We now investigate how the result of Theorem 9.8.1, combined with our previous techniques for solving $\mathbf{x}^{\prime}=A \mathbf{x}$, can be used to determine $e^{A t}$. To this end, let $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ be linearly independent solutions to the vector differential equation

$$
\begin{equation*}
\mathbf{x}^{\prime}=A \mathbf{x}, \tag{9.8.3}
\end{equation*}
$$

where $A$ is an $n \times n$ matrix of constants. We recall from Section 9.3 that the corresponding matrix function

$$
X(t)=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]
$$

is called a fundamental matrix for (9.8.3) and that the general solution to (9.8.3) can be written as

$$
\mathbf{x}(t)=X(t) \mathbf{c}
$$

where $\mathbf{c}$ is a column vector of arbitrary constants. If $X(t)$ is any fundamental matrix for (9.8.3) and $B$ is any invertible matrix of constants, then the matrix function

$$
Y(t)=X(t) B
$$

is also a fundamental matrix for (9.8.3), since its columns are linear combinations of the column vectors of $X$ and hence are linearly independent solutions of (9.8.3). (The linear independence follows since $Y(t)$ is invertible.) We focus our attention on a particular fundamental matrix.

## DEFINITION 9.8.2

The unique fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$ that satisfies

$$
X(0)=I_{n}
$$

is called the transition matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$ based at $t=0$, and it is denoted by $X_{0}(t)$.

In terms of the transition matrix, the solution to the initial-value problem

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \quad \mathbf{x}(0)=\mathbf{x}_{0}
$$

is just

$$
\mathbf{x}(t)=X_{0}(t) \mathbf{x}_{0}
$$

so that the transition matrix does indeed describe the transition of the system from its state at time $t=0$ to its state at time $t$. Further, if $X(t)$ is any fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$, then the transition matrix can be determined from (see Problem 1)

$$
\begin{equation*}
X_{0}(t)=X(t) X^{-1}(0) \tag{9.8.4}
\end{equation*}
$$

We now prove that $X_{0}(t)$ is in fact $e^{A t}$. From Equation (9.8.2), we have

$$
\frac{d}{d t}\left(e^{A t}\right)=A e^{A t}
$$

so that the column vectors of $e^{A t}$ are solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$. Further, setting $t=0$ yields

$$
\begin{equation*}
e^{0 \cdot A}=I_{n}, \tag{9.8.5}
\end{equation*}
$$

which implies that

$$
\operatorname{det}\left(e^{0 \cdot A}\right)=1 \neq 0
$$

Hence, the column vectors of $e^{A t}$ are linearly independent on any interval. Consequently, $e^{A t}$ is a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$. Finally, combining (9.8.5) with the uniqueness of the transition matrix leads to the required conclusion, namely

$$
\begin{equation*}
e^{A t}=X_{0}(t) \tag{9.8.6}
\end{equation*}
$$

Thus, if $A$ is an $n \times n$ matrix and $X(t)$ is any fundamental matrix for the corresponding vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$, then Equations (9.8.4) and (9.8.6) imply that

$$
\begin{equation*}
e^{A t}=X(t) X^{-1}(0) \tag{9.8.7}
\end{equation*}
$$

Consequently, to determine $e^{A t}$, we can use the techniques from Sections 9.3 and 9.4 to find a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$, and then $e^{A t}$ can be obtained directly from Equation (9.8.7).

Example 9.8.3 Determine $e^{A t}$ if $A=\left[\begin{array}{ll}6 & -8 \\ 2 & -2\end{array}\right]$.
Solution: We first find a fundamental matrix for

$$
\mathbf{x}^{\prime}=A \mathbf{x}
$$

This system has been solved in Example 9.5.2, where it was found that two linearly independent solutions are ${ }^{7}$

$$
\mathbf{x}_{1}(t)=e^{2 t}\left[\begin{array}{l}
2 \\
1
\end{array}\right] \quad \text { and } \quad \mathbf{x}_{2}(t)=e^{2 t}\left[\begin{array}{c}
1+4 t \\
2 t
\end{array}\right]
$$

Thus, a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$ is

$$
X(t)=\left[\begin{array}{cc}
2 e^{2 t} & (1+4 t) e^{2 t} \\
e^{2 t} & 2 t e^{2 t}
\end{array}\right]
$$

whose inverse at $t=0$ is

$$
X^{-1}(0)=\left[\begin{array}{rr}
0 & 1 \\
1 & -2
\end{array}\right]
$$

Consequently,

$$
e^{A t}=X(t) X^{-1}(0)=\left[\begin{array}{cc}
2 e^{2 t} & (1+4 t) e^{2 t} \\
e^{2 t} & 2 t e^{2 t}
\end{array}\right]\left[\begin{array}{rr}
0 & 1 \\
1 & -2
\end{array}\right]
$$

That is,

$$
e^{A t}=\left[\begin{array}{cc}
(1+4 t) e^{2 t} & -8 t e^{2 t} \\
2 t e^{2 t} & (1-4 t) e^{2 t}
\end{array}\right],
$$

which can be written as

$$
e^{A t}=e^{2 t}\left[\begin{array}{cc}
1+4 t & -8 t \\
2 t & 1-4 t
\end{array}\right] .
$$

We have seen how to take a set of $n$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$, where $A$ is an $n \times n$ matrix, and compute the matrix exponential function $e^{A t}$. We now indicate how this process can be reversed. That is, given the matrix exponential function $e^{A t}$, we derive $n$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ as follows.

We begin by writing

$$
A=\lambda I+(A-\lambda I),
$$

where $\lambda$ is a (possibly complex) scalar. By writing $B=\lambda I$ and $C=A-\lambda I$ and noting that $B C=C B$, it follows from property (1) of the matrix exponential function (see Section 7.4) that for every $\mathbf{v}$ in $\mathbb{C}^{n}$

$$
e^{A t} \mathbf{v}=e^{[\lambda I t+(A-\lambda I) t]} \mathbf{v}=e^{\lambda I t} e^{(A-\lambda I) t} \mathbf{v}
$$

[^55]Further, by Problem 8 in Section 7.4,

$$
e^{\lambda I t}=\operatorname{diag}\left(e^{\lambda t}, e^{\lambda t}, \ldots, e^{\lambda t}\right)=e^{\lambda t} I
$$

so that

$$
\begin{equation*}
e^{A t} \mathbf{v}=e^{\lambda t}\left[\mathbf{v}+t(A-\lambda I) \mathbf{v}+\frac{t^{2}}{2!}(A-\lambda I)^{2} \mathbf{v}+\ldots\right] \tag{9.8.8}
\end{equation*}
$$

Theorem 9.8.1 guarantees that $e^{A t} \mathbf{v}$ is a solution to $\mathbf{x}^{\prime}=A \mathbf{x}$, but in general, the preceding series for $e^{A t} \mathbf{v}$ contains an infinite number of terms and hence is intractable. However, if we can find vectors $\mathbf{v}$ such that

$$
\begin{equation*}
(A-\lambda I)^{k} \mathbf{v}=\mathbf{0} \tag{9.8.9}
\end{equation*}
$$

for some positive integer $k$, then the series will terminate after a finite number of terms. Nonzero vectors $\mathbf{v}$ satisfying (9.8.9) for some positive $k$ were introduced in Section 7.6 as generalized eigenvectors of $A$, and as was indicated there, if $\lambda$ occurs with multiplicity $m$ in the characteristic polynomial of $A$, then $A$ has $m$ linearly independent generalized eigenvectors corresponding to $\lambda$. Proceeding with each of these generalized eigenvectors $\mathbf{v}$, we get a solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ in the form

$$
e^{A t} \mathbf{v}=e^{\lambda t}\left[\mathbf{v}+t(A-\lambda I) \mathbf{v}+\frac{t^{2}}{2!}(A-\lambda I)^{2} \mathbf{v}+\cdots+\frac{t^{k-1}}{(k-1)!}(A-\lambda I)^{k-1} \mathbf{v}\right]
$$

each of which is a solution with a finite number of terms. Therefore, we have obtained $m$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ corresponding to $\lambda$. Proceeding in this manner for each eigenvalue, we can obtain $n$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$. This will determine a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$ from which $e^{A t}$ can be determined in the usual manner.

Remark Note, too, that for each $\mathbf{v} \neq \mathbf{0}$ such that (9.8.9) holds with $k=1, \mathbf{v}$ is an eigenvector of $A$ and the series (9.8.8) has only one term. In that case, we obtain the result of Theorem 9.4.1, namely, that $e^{A t} \mathbf{v}=e^{\lambda t} \mathbf{v}$ is a solution to $\mathbf{x}^{\prime}=A \mathbf{x}$ whenever $\lambda$ and $\mathbf{v}$ are an eigenvalue-eigenvector pair for $A$. Hence, if $A$ is nondefective, Equation (9.8.8) yields $n$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ in the usual manner.

Example 9.8.4 Let $A=\left[\begin{array}{rrr}6 & 8 & 1 \\ -1 & -3 & 3 \\ -1 & -1 & 1\end{array}\right]$.
(a) Determine a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$, and thereby determine the general solution to the vector differential equation.
(b) Determine $e^{A t}$.

## Solution:

(a) The characteristic polynomial of $A$ is

$$
p(\lambda)=-(\lambda-3)^{2}(\lambda+2)
$$

Hence, $A$ has eigenvalues $\lambda_{1}=3$ (multiplicity 2 ), and $\lambda_{2}=-2$.

Eigenvalue $\lambda_{1}=3$ : In this case, we determine two linearly independent solutions to

$$
\begin{equation*}
(A-3 I)^{2} \mathbf{v}=\mathbf{0} \tag{9.8.10}
\end{equation*}
$$

The coefficient matrix of this system is

$$
(A-3 I)^{2}=\left[\begin{array}{rrr}
3 & 8 & 1 \\
-1 & -6 & 3 \\
-1 & -1 & -2
\end{array}\right]\left[\begin{array}{rrr}
3 & 8 & 1 \\
-1 & -6 & 3 \\
-1 & -1 & -2
\end{array}\right]=\left[\begin{array}{rrr}
0 & -25 & 25 \\
0 & 25 & -25 \\
0 & 0 & 0
\end{array}\right],
$$

so that the system (9.8.10) reduces to the single equation

$$
v_{2}-v_{3}=0
$$

which has two free variables. We set $v_{1}=r$ and $v_{3}=s$, in which case $v_{2}=s$. Hence, Equation (9.8.10) has solution

$$
\mathbf{v}=r(1,0,0)+s(0,1,1)
$$

Consequently, two linearly independent solutions to Equation (9.8.10) are

$$
\mathbf{v}_{1}=(1,0,0) \text { and } \mathbf{v}_{2}=(0,1,1)
$$

Since $(A-3 I)^{2} \mathbf{v}_{1}=\mathbf{0}, e^{A t} \mathbf{v}_{1}$ reduces to

$$
\begin{aligned}
e^{A t} \mathbf{v}_{1} & =e^{3 t}\left[\mathbf{v}_{1}+t(A-3 I) \mathbf{v}_{1}\right] \\
& =e^{3 t}\left\{\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]+t\left[\begin{array}{rrr}
3 & 8 & 1 \\
-1 & -6 & 3 \\
-1 & -1 & -2
\end{array}\right]\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]\right\} \\
& =e^{3 t}\left\{\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]+t\left[\begin{array}{r}
3 \\
-1 \\
-1
\end{array}\right]\right\} .
\end{aligned}
$$

Hence, one solution to the given system is

$$
\mathbf{x}_{1}(t)=e^{A t} \mathbf{v}_{1}=e^{3 t}\left[\begin{array}{c}
1+3 t \\
-t \\
-t
\end{array}\right]
$$

Similarly,

$$
\begin{aligned}
e^{A t} \mathbf{v}_{2} & =e^{3 t}\left[\mathbf{v}_{2}+t(A-3 I) \mathbf{v}_{2}\right] \\
& =e^{3 t}\left\{\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right]+t\left[\begin{array}{rrr}
3 & 8 & 1 \\
-1 & -6 & 3 \\
-1 & -1 & -2
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right]\right\} \\
& =e^{3 t}\left\{\left[\begin{array}{l}
0 \\
1 \\
1
\end{array}\right]+t\left[\begin{array}{r}
9 \\
-3 \\
-3
\end{array}\right]\right\} .
\end{aligned}
$$

Thus, a second linearly independent solution to the given system is

$$
\mathbf{x}_{2}(t)=e^{A t} \mathbf{v}_{2}=e^{3 t}\left[\begin{array}{c}
9 t \\
1-3 t \\
1-3 t
\end{array}\right]
$$

Eigenvalue $\lambda_{2}=-2$ : It is easily shown that the eigenvectors corresponding to $\lambda_{2}=-2$ are all scalar multiples of

$$
\mathbf{v}_{3}=(-1,1,0)
$$

Hence, a third linearly independent solution to the given system is

$$
\mathbf{x}_{3}(t)=e^{A t} \mathbf{v}_{3}=e^{-2 t}\left[\begin{array}{r}
-1 \\
1 \\
0
\end{array}\right] .
$$

Consequently, a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$ is

$$
X(t)=\left[e^{A t} \mathbf{v}_{1}, e^{A t} \mathbf{v}_{2}, e^{A t} \mathbf{v}_{3}\right]=\left[\begin{array}{ccc}
e^{3 t}(1+3 t) & 9 t e^{3 t} & -e^{-2 t}  \tag{9.8.11}\\
-t e^{3 t} & e^{3 t}(1-3 t) & e^{-2 t} \\
-t e^{3 t} & e^{3 t}(1-3 t) & 0
\end{array}\right]
$$

so that the given vector differential equation has general solution

$$
\mathbf{x}(t)=X(t) \mathbf{c}=\left[\begin{array}{ccc}
e^{3 t}(1+3 t) & 9 t e^{3 t} & -e^{-2 t} \\
-t e^{3 t} & e^{33 t}(1-3 t) & e^{-2 t} \\
-t e^{3 t} & e^{3 t}(1-3 t) & 0
\end{array}\right]\left[\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right] .
$$

(b) From Equation (9.8.11), we have

$$
X(0)=\left[\begin{array}{rrr}
1 & 0 & -1 \\
0 & 1 & 1 \\
0 & 1 & 0
\end{array}\right],
$$

and, using the Gauss-Jordan method, we find that

$$
X^{-1}(0)=\left[\begin{array}{rrr}
1 & 1 & -1 \\
0 & 0 & 1 \\
0 & 1 & -1
\end{array}\right] .
$$

Consequently,

$$
e^{A t}=X(t) X^{-1}(0)=\left[\begin{array}{ccc}
e^{3 t}(1+3 t) & 9 t e^{3 t} & -e^{-2 t} \\
-t e^{3 t} & e^{3 t}(1-3 t) & e^{-2 t} \\
-t e^{3 t} & e^{3 t}(1-3 t) & 0
\end{array}\right]\left[\begin{array}{rrr}
1 & 1 & -1 \\
0 & 0 & 1 \\
0 & 1 & -1
\end{array}\right] .
$$

That is,

$$
e^{A t}=\left[\begin{array}{ccc}
e^{3 t}(1+3 t) & e^{3 t}(1+3 t)-e^{-2 t} & e^{3 t}(6 t-1)+e^{-2 t} \\
-t e^{3 t} & e^{-2 t}-t e^{3 t} & e^{3 t}(1-2 t)-e^{-2 t} \\
-t e^{3 t} & -t e^{3 t} & e^{3 t}(1-2 t)
\end{array}\right] .
$$

Remark The main use of the matrix exponential is theoretical, but as the examples in this section show, it is also a useful computational tool.

We end this section by showing that the results obtained in this chapter are a generalization of those from Chapter 1. Consider the initial-value problem

$$
\frac{d x}{d t}-a x=b(t), \quad x(0)=x_{0},
$$

where $a$ is a constant. Using the technique developed in Section 1.6 for solving linear differential equations, it is easily shown that the solution to the initial-value problem is

$$
\begin{equation*}
x(t)=e^{a t}\left[\int_{0}^{t} e^{-a s} b(s) d x+x_{0}\right] . \tag{9.8.12}
\end{equation*}
$$

Now consider the corresponding initial-value problem for vector differential equations, namely,

$$
\begin{equation*}
\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}(t), \quad \mathbf{x}(0)=\mathbf{x}_{0} \tag{9.8.13}
\end{equation*}
$$

According to the variation-of-parameters method, a particular solution to the system is

$$
\mathbf{x}_{p}(t)=X(t) \int_{0}^{t} X^{-1}(s) \mathbf{b}(s) d s
$$

where $X(t)$ is any fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$. Further, the complementary function for (9.8.13) is

$$
\mathbf{x}_{c}(t)=X(t) \mathbf{c}
$$

If we use the matrix exponential function $e^{A t}$ as the fundamental matrix, then combining $\mathbf{x}_{c}$ and $\mathbf{x}_{p}$, the general solution to the system (9.8.13) assumes the form

$$
\begin{equation*}
\mathbf{x}(t)=e^{A t} \mathbf{c}+e^{A t} \int_{0}^{t} e^{-A s} \mathbf{b}(s) d s \tag{9.8.14}
\end{equation*}
$$

Imposing the initial condition $\mathbf{x}(0)=\mathbf{x}_{0}$ yields

$$
\mathbf{c}=\mathbf{x}_{0}
$$

Substituting into (9.8.14) and simplifying, we finally obtain

$$
\mathbf{x}(t)=e^{A t}\left[\mathbf{x}_{0}+\int_{0}^{t} e^{-A s} \mathbf{b}(s) d s\right]
$$

which is a generalization of (9.8.12) to systems.

## Exercises for 9.8

## Key Terms

Transition matrix.

## Skills

- Be able to compute the derivative of the matrix exponential function.
- Be able to use a fundamental matrix for the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ to compute the matrix exponential function.
- Be able to use the matrix exponential function to find a fundamental matrix and the solution to the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text.

If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The derivative of the matrix exponential function $e^{A t}$ with respect to the variable $t$ is $A e^{A t}$.
(b) The transition matrix $X_{0}(t)$ for the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$ is precisely the same as the matrix exponential function $e^{A t}$.
(c) If the matrix exponential function $e^{A t}$ is known, then one can explicitly solve the initial-value problem

$$
\mathbf{x}^{\prime}=A \mathbf{x}, \mathbf{x}(0)=\mathbf{x}_{0}
$$

(d) The transition matrix for a linear system is always invertible.
(e) The matrix exponential function $e^{A t}$ can be written as $e^{A t}=X(t) X^{-1}(0)$ for any fundamental matrix $X(t)$ for the vector differential equation $\mathbf{x}^{\prime}=A \mathbf{x}$.
(f) If $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is linearly independent in $\mathbb{R}^{n}$, then so is $\left\{e^{A t} \mathbf{v}_{1}, e^{A t} \mathbf{v}_{2}, \ldots, e^{A t} \mathbf{v}_{n}\right\}$ for all $n \times n$ matrices $A$.

## Problems

1. If $X(t)$ is any fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$, show that the transition matrix based at $t=0$ is given by

$$
X_{0}=X(t) X^{-1}(0)
$$

For Problems 2-4, use the techniques from Section 9.4 and Section 9.5 to determine a fundamental matrix for $\mathbf{x}^{\prime}=A \mathbf{x}$, and hence, find $e^{A t}$.
2. $A=\left[\begin{array}{ll}2 & 1 \\ 0 & 2\end{array}\right]$.
3. $A=\left[\begin{array}{rr}1 & 2 \\ 0 & -1\end{array}\right]$.
4. $A=\left[\begin{array}{rrr}3 & 0 & 0 \\ 0 & 3 & -1 \\ 0 & 1 & 1\end{array}\right]$.

For Problems 5-7, find $n$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ of the form $e^{A t} \mathbf{v}$, and hence find $e^{A t}$.
5. $A=\left[\begin{array}{rr}-3 & -2 \\ 2 & 1\end{array}\right]$.
6. $A=\left[\begin{array}{ll}3 & -1 \\ 4 & -1\end{array}\right]$.
7. $A=\left[\begin{array}{rrr}2 & 0 & 0 \\ 0 & 1 & -8 \\ 0 & 2 & -7\end{array}\right]$.

For Problems $8-10$, solve $\mathbf{x}^{\prime}=A \mathbf{x}$ by determining $n$ linearly independent solutions of the form $\mathbf{x}(t)=e^{A t} \mathbf{v}$.
8. $A=\left[\begin{array}{rrr}0 & 1 & 3 \\ 2 & 3 & -2 \\ 1 & 1 & 2\end{array}\right]$. You may assume that $p(\lambda)=$ $-(\lambda+1)(\lambda-3)^{2}$.
9. $A=\left[\begin{array}{rrr}-8 & 6 & -3 \\ -12 & 10 & -3 \\ -12 & 12 & -2\end{array}\right]$. You may assume that $p(\lambda)=$ $-(\lambda+2)^{2}(\lambda-4)$.
10. $A=\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ 0 & 6 & -7 & 3 \\ 0 & 0 & 3 & -1 \\ 0 & -4 & 9 & -3\end{array}\right]$. You may assume that $p(\lambda)=(\lambda-1)(\lambda-2)^{3}$.
11. The matrix $A=\left[\begin{array}{rrrr}0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & -1 \\ 0 & 1 & 1 & 0\end{array}\right]$ has characteristic polynomial $p(\lambda)=\left(\lambda^{2}+1\right)^{2}$. Determine two complex-valued solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ of the form $\mathbf{x}=e^{A t} \mathbf{v}$, and hence, find four linearly independent real-valued solutions to the differential system.

### 9.9 The Phase Plane for Linear Autonomous Systems

So far in this chapter, we have developed the general theory for linear systems of differential equations, and we have derived particular solution techniques for solving such systems in the case of constant coefficients. If we drop either the constant coefficient assumption or the linearity assumption, in general, it is not possible to explicitly solve the resulting systems. Consequently, we need to resort either to a qualitative analysis of the system or to numerical techniques. In the final two sections of this chapter, we give a brief introduction to the qualitative approach in the case of systems of the form

$$
\begin{align*}
& \frac{d x}{d t}=F(x, y)  \tag{9.9.1}\\
& \frac{d y}{d t}=G(x, y) \tag{9.9.2}
\end{align*}
$$

where $F$ and $G$ depend only on $x$ and $y$. Such a system, in which $t$ does not explicitly occur in $F$ and $G$, is called an autonomous system. We can interpret the two equations in the system as determining the components of the velocity of a particle that is moving in the $x y$-plane. As $t$ increases, the particle moves along a curve in the $x y$-plane called
a trajectory. ${ }^{8}$ The $x y$-plane itself is referred to as the phase plane, and the totality of all trajectories gives the phase portrait. Note that each trajectory has a natural direction associated with it, namely, the direction that the particle moves along a trajectory as $t$ increases. From Equations (9.9.1) and (9.9.2), we see that the differential equation determining the trajectories is

$$
\frac{d y}{d x}=\frac{G(x, y)}{F(x, y)}
$$

Even if we cannot solve this differential equation, it is possible to obtain much qualitative information about the behavior of the trajectories by constructing, either by hand or using technology, the slope field associated with it.

For the system of equations (9.9.1) and (9.9.2), any values of $x$ and $y$ for which both $F$ and $G$ vanish are called equilibrium points. If $\left(x_{0}, y_{0}\right)$ is an equilibrium point, then $x(t)=x_{0}, y(t)=y_{0}$ is a solution to the system (9.9.1) and (9.9.2) and is called an equilibrium solution. We will see that equilibrium points play a key role in the analysis of the phase plane.

Example 9.9.1 Determine all equilibrium points for the system

$$
x^{\prime}=x+y, \quad y^{\prime}=2 x-3 y
$$

Solution: To determine any equilibrium points, we must solve

$$
x+y=0, \quad 2 x-3 y=0
$$

Since the determinant of the matrix of coefficients of this homogeneous linear system is nonzero, the only solution is $(0,0)$. Hence, $(0,0)$ is the only equilibrium point.

Example 9.9.2 Determine all equilibrium points for the system

$$
x^{\prime}=2 x+y, \quad y^{\prime}=4 x+2 y
$$

Solution: Here, we must solve

$$
2 x+y=0, \quad 4 x+2 y=0
$$

In this case, any point $(x, y)$ in the plane that lies along the line $y=-2 x$ will be an equilibrium point, since the second equation is simply a multiple of the first one.

Remark As the preceding example illustrates, it is possible for a system of differential equations to have an infinite number of equilibrium points. However, we will restrict our attention from now on to the case when there is a unique equilibrium point.

Before analyzing the general autonomous system (9.9.1) and (9.9.2), we need to look at the simpler case when $F$ and $G$ are linear functions of $x$ and $y$. The system then reduces to the general homogeneous constant coefficient system

$$
\begin{equation*}
\frac{d x}{d t}=a x+b y, \quad \frac{d y}{d t}=c x+d y \tag{9.9.3}
\end{equation*}
$$

[^56]where $a, b, c$, and $d$ are constants. Consequently, the differential equation for determining the trajectories (or slope field) is
$$
\frac{d y}{d x}=\frac{c x+d y}{a x+b y},
$$
which falls into the first-order homogeneous type that we studied in Chapter 1. Whereas in many cases it is possible to solve this differential equation using the change of variables $y=x V$, we can more easily determine the general behavior in the phase plane by working with the equivalent vector differential equation and using results already obtained in this chapter. Consequently, we write (9.9.3) as the vector differential equation
\[

\mathbf{x}^{\prime}=A \mathbf{x}, \quad A=\left[$$
\begin{array}{ll}
a & b  \tag{9.9.4}\\
c & d
\end{array}
$$\right] .
\]

The goal is to determine the general qualitative behavior of the solution curves $\mathbf{x}(t)=$ $(x(t), y(t))$ to (9.9.4).

The equilibrium points of the system (9.9.4) are solutions to the $2 \times 2$ homogeneous linear system $A \mathbf{x}=\mathbf{0}$. The Invertible Matrix Theorem therefore guarantees that there will be a unique equilibrium point if and only if $A$ is invertible, in which case the corresponding equilibrium point is $\mathbf{x}=(0,0)$. Therefore,
we will assume for the remainder of this section that the matrix $A$ in question is invertible.

As we now show, the eigenvalues and eigenvectors of $A$ play a basic role in the structure of the phase plane. Note that since $A$ is invertible, all eigenvalues of $A$ are nonzero. Suppose that $\lambda \neq 0$ is a real eigenvalue of $A$, with corresponding eigenvector $v$. Then a solution to (9.9.4) is

$$
\mathbf{x}(t)=e^{\lambda t} \mathbf{v} .
$$

Since $\mathbf{v}$ is a constant vector, the corresponding trajectories are two half-lines that emanate from the equilibrium point $(0,0)$ and are parallel to the eigenvector $\mathbf{v}$. The initial conditions would determine which half-line corresponded to a particular motion. If $\lambda>0$, then due to the $e^{\lambda t}$ term, the direction along the trajectory is away from the origin. (See Figure 9.9.1.) Interpreting $(x(t), y(t))$ as the coordinates of a particle at time $t$, these trajectories correspond to a particle emitted from the equilibrium point at $t=-\infty$ and moving outwards along the appropriate half-line. If $\lambda<0$, then the direction along the trajectory is toward the origin. (See Figure 9.9.2.) In this case, we can interpret the trajectory as corresponding to a point particle moving along the half-line towards the origin, but which does not reach the origin in a finite time.


Figure 9.9.1: Trajectories corresponding to a positive eigenvalue and real eigenvector solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}$.


Figure 9.9.2: Trajectories corresponding to a negative eigenvalue and real eigenvector solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}$.

As the above discussion suggests, the eigenvalue-eigenvector pairs for $A$ play a fundamental role in the general analysis of the phase plane. The eigenvalues of $A$ are the solutions to the equation

$$
0=\operatorname{det}(A-\lambda I)=(a-\lambda)(d-\lambda)-b c=\lambda^{2}-(a+d) \lambda+(a d-b c),
$$

which can be written as

$$
\lambda^{2}-\operatorname{tr}(A) \lambda+\operatorname{det}(A)=0,
$$

where we recall that $\operatorname{tr}(A)$ is the trace of $A$, the sum of the elements on the main diagonal of $A$. This quadratic equation has roots $\lambda_{1}, \lambda_{2}$ where

$$
\lambda_{1}=\frac{\operatorname{tr}(A)+\sqrt{[\operatorname{tr}(A)]^{2}-4 \operatorname{det}(A)}}{2}, \quad \lambda_{2}=\frac{\operatorname{tr}(A)-\sqrt{[\operatorname{tr}(A)]^{2}-4 \operatorname{det}(A)}}{2} .
$$

The following three cases arise:

1. $\lambda_{1}, \lambda_{2}$ are real and distinct. This occurs if and only if $[\operatorname{tr}(A)]^{2}>4 \operatorname{det}(A)$.
2. $\lambda_{1}=\lambda_{2}$. This occurs if and only if $[\operatorname{tr}(A)]^{2}=4 \operatorname{det}(A)$.
3. $\lambda_{1}$ and $\lambda_{2}$ are complex conjugates. This occurs if and only if $[\operatorname{tr}(A)]^{2}<4 \operatorname{det}(A)$.

We now analyze the phase plane in each case.
Case 1: $\lambda_{1}$ and $\lambda_{2}$ are real and distinct.
Let $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ denote corresponding eigenvectors. ${ }^{9}$ Then we have the basic solutions

$$
\mathbf{x}_{1}=\left[\begin{array}{l}
x_{1}(t)  \tag{9.9.5}\\
y_{1}(t)
\end{array}\right]=e^{\lambda_{1} t} \mathbf{v}_{1} \quad \text { and } \quad \mathbf{x}_{2}=\left[\begin{array}{l}
x_{2}(t) \\
y_{2}(t)
\end{array}\right]=e^{\lambda_{2} t} \mathbf{v}_{2}
$$

to the system (9.9.4). That is, $\mathbf{x}_{1}^{\prime}=A \mathbf{x}_{1}$ and $\mathbf{x}_{2}^{\prime}=A \mathbf{x}_{2}$, so that any vector function of the form

$$
\left[\begin{array}{l}
x(t)  \tag{9.9.6}\\
y(t)
\end{array}\right]=c_{1} e^{\lambda_{1} t} \mathbf{v}_{1}+c_{2} e^{\lambda_{2} t} \mathbf{v}_{2}
$$

is also a solution to (9.9.4). In fact, as the next theorem indicates, every solution to (9.9.4) has this form:

Theorem 9.9.3 If $\mathbf{x}_{1}(t)$ and $\mathbf{x}_{2}(t)$ are two linearly independent solutions to (9.9.4), then every solution to (9.9.4) is of the form

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants.

[^57]Proof This follows at once from Theorem 9.3.2.
The two solutions in (9.9.5) give rise to four half-line trajectories, as previously discussed. Since trajectories cannot intersect, the phase plane is divided into four regions. The specific behavior of the remaining trajectories depends on the relationship between $\lambda_{1}$ and $\lambda_{2}$.
(a) $\lambda_{2}<\lambda_{1}<0$ : The general properties of the trajectories are summarized as follows:

1. Since $\lambda_{1}$ and $\lambda_{2}$ are both negative, $\lim _{t \rightarrow \infty}\left[\begin{array}{l}x(t) \\ y(t)\end{array}\right]=\mathbf{0}$, so that as $t \rightarrow \infty$, all trajectories approach the equilibrium point $(0,0)$.
2. Writing (9.9.6) as

$$
\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=e^{\lambda_{1} t}\left[c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2} e^{\left(\lambda_{2}-\lambda_{1}\right) t}\right]
$$

and using the fact that $\lambda_{2}-\lambda_{1}<0$ in this case, we see that for large $t$, and $c_{1} \neq 0$, the second term in the brackets is negligible compared to the first term. Consequently, apart from the trajectories corresponding to the eigenvector solution $\left[\begin{array}{l}x_{2}(t) \\ y_{2}(t)\end{array}\right]=e^{\lambda_{2} t} \mathbf{v}_{2}$, all trajectories are parallel to $\mathbf{v}_{1}$ as $t \rightarrow \infty$.
3. Writing (9.9.6) as

$$
\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=e^{\lambda_{2} t}\left[c_{1} \mathbf{v}_{1} e^{\left(\lambda_{1}-\lambda_{2}\right) t}+c_{2} \mathbf{v}_{2}\right]
$$

and using the fact that $\lambda_{1}-\lambda_{2}>0$, we see that apart from the trajectories corresponding to the eigenvector solution

$$
\left[\begin{array}{l}
x_{1}(t) \\
y_{1}(t)
\end{array}\right]=e^{\lambda_{1} t} \mathbf{v}_{1}
$$

all trajectories are parallel to $\mathbf{v}_{2}$ as $t \rightarrow-\infty$.
A generic sketch of the phase plane in this case is given in Figure 9.9.3. The equilibrium point $(0,0)$ is called a node. It is stable, since all solutions approach the node as $t \rightarrow \infty$.


Figure 9.9.3: Typical phase portrait in the case $\lambda_{2}<\lambda_{1}<0$.
(b) $0<\lambda_{1}<\lambda_{2}$ : The general behavior in this case is the same as that in Case 1 (a), except the arrows are reversed on each trajectory. The equilibrium point is still called a node, but in this case it is unstable.
(c) $\lambda_{2}<0<\lambda_{1}$ : The following general behavior can be identified.

1. The only trajectories that approach the equilibrium point as $t \rightarrow \infty$ are those corresponding to the eigenvector solution

$$
\left[\begin{array}{l}
x_{2}(t) \\
y_{2}(t)
\end{array}\right]=e^{\lambda_{2} t} \mathbf{v}_{2}
$$

2. Writing (9.9.6) as

$$
\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=e^{\lambda_{1} t}\left[c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2} e^{\left(\lambda_{2}-\lambda_{1}\right) t}\right]
$$

and using the fact that $\lambda_{2}-\lambda_{1}<0$, it follows that, apart from the trajectories corresponding to the eigenvector solution

$$
\left[\begin{array}{l}
x_{2}(t) \\
y_{2}(t)
\end{array}\right]=e^{\lambda_{2} t} \mathbf{v}_{2}
$$

all trajectories are parallel to $\mathbf{v}_{1}$ as $t \rightarrow \infty$.
3. Writing (9.9.6) as

$$
\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=e^{\lambda_{2} t}\left[c_{1} \mathbf{v}_{1} e^{\left(\lambda_{1}-\lambda_{2}\right) t}+c_{2} \mathbf{v}_{2}\right]
$$

and using the fact that $\lambda_{1}-\lambda_{2}>0$, we see that, apart from the trajectories corresponding to the eigenvector solution

$$
\left[\begin{array}{l}
x_{1}(t) \\
y_{1}(t)
\end{array}\right]=e^{\lambda_{1} t} \mathbf{v}_{1}
$$

all trajectories are parallel to $\mathbf{v}_{2}$ as $t \rightarrow-\infty$.
A typical phase portrait is sketched in Figure 9.9.4. In this case, the equilibrium point is called a saddle point.



Figure 9.9.4: Typical phase portrait in the case $\lambda_{2}<0<\lambda_{1}$. The equilibrium point is a saddle point and is unstable.

Case 2: $\lambda_{1}=\lambda_{2}=\lambda \neq 0$.
Two main subcases can be distinguished, depending on the structure of the matrix $A$.
(a) If $A$ is a scalar multiple of the identity matrix, that is, $A=a I$ where $a$ is a nonzero constant, then

$$
\operatorname{det}(A-\lambda I)=(a-\lambda)^{2}
$$

so that $\lambda=a$ is a repeated eigenvalue. Furthermore,

$$
A-\lambda I=a I-a I=0,
$$

so that every nonzero vector is an eigenvector. Consequently, if we choose two nonproportional eigenvectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ of $A$ it follows from Theorem 9.9.3 that every solution to the system is

$$
\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=e^{\lambda t}\left(c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}\right),
$$

which, for each pair of values for $c_{1}$ and $c_{2}$, is the equation of a line through the origin. Moreover, since $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ are nonproportional, all directions in the $x y$-plane are obtained as $c_{1}$ and $c_{2}$ assume all possible values. Consequently, the trajectories consist of all half-lines through the origin. The equilibrium point is called a proper node in this case. If $\lambda<0$, then all trajectories approach the equilibrium point as $t \rightarrow \infty$, whereas if $\lambda>0$, the direction along the trajectories is away from the equilibrium point. A representative sketch of the phase portraits is given in Figure 9.9.5.
(b) If $A$ is not a scalar multiple of the identity matrix, then as shown in Problem 29, $A$ is defective, and so all eigenvectors are proportional to one another. If $\mathbf{v}_{0}$ denotes any such eigenvector, then, from our preceding discussion,

$$
\mathbf{x}_{0}=\left[\begin{array}{l}
x_{0}(t) \\
y_{0}(t)
\end{array}\right]=e^{\lambda t} \mathbf{v}_{0}
$$

is a solution to the system (9.9.4). Using the material in Section 9.5, we know that a second linearly independent solution to the system in this case is

$$
\mathbf{x}_{1}=\left[\begin{array}{l}
x_{1}(t) \\
y_{1}(t)
\end{array}\right]=e^{\lambda t}\left(\mathbf{v}_{1}+t \mathbf{v}_{0}\right),
$$

where $\mathbf{v}_{1}$ is a vector satisfying the condition $(A-\lambda I) \mathbf{v}_{1}=\mathbf{v}_{0}$. Consequently, applying Theorem 9.9.3, all solutions to the system are of the form

$$
\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=e^{\lambda t}\left[c_{0} \mathbf{v}_{0}+c_{1}\left(\mathbf{v}_{1}+t \mathbf{v}_{0}\right)\right] .
$$

For $c_{1}=0$, we have the trajectories corresponding to the eigenvector solution. If $c_{1} \neq 0$, then the dominant term in the general solution as $t \rightarrow \pm \infty$ is

$$
\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=c_{1} t e^{\lambda t} \mathbf{v}_{0} .
$$

Consequently, if $\lambda<0$, we have the following results.

1. As $t \rightarrow \infty$, all trajectories approach the equilibrium point $(0,0)$ tangent to the eigenvector $\mathbf{v}_{0}$.
2. As $t \rightarrow-\infty$, all trajectories are parallel to $\mathbf{v}_{0}$.

See Figure 9.9.6 for a typical phase portrait. If $\lambda>0$, then the direction along the trajectories is reversed. In this case, the equilibrium point $(0,0)$ is called a degenerate node and is said to be stable or unstable depending on whether $\lambda$ is negative or positive respectively.



Figure 9.9.6: Typical phase portrait when $A$ has only one linearly independent eigenvector and $\lambda<0$. The equilibrium point is called a degenerate node.

Case 3: Complex conjugate eigenvalues $\lambda=a \pm i b$.
If we let $\mathbf{v}=\mathbf{r}+i$ is denote a complex eigenvector (with $\mathbf{r}$ and $\mathbf{s}$ real-valued) corresponding to the eigenvalue $\lambda=a+i b$, then according to our results from Section 9.4, two linearly independent solutions to the system of differential equations are of the form

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{9.9.7}\\
y_{1}(t)
\end{array}\right]=e^{a t}(\cos b t \mathbf{r}-\sin b t \mathbf{s}) \quad \text { and } \quad\left[\begin{array}{l}
x_{2}(t) \\
y_{2}(t)
\end{array}\right]=e^{a t}(\sin b t \mathbf{r}+\cos b t \mathbf{s}) .
$$

Consequently, the general solution in this case is

$$
\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=e^{a t}\left[c_{1}(\cos b t \mathbf{r}-\sin b t \mathbf{s})+c_{2}(\sin b t \mathbf{r}+\cos b t \mathbf{s})\right],
$$

or equivalently,

$$
\begin{equation*}
\mathbf{x}(t)=e^{a t} \mathbf{v}(t) \tag{9.9.8}
\end{equation*}
$$

where

$$
\mathbf{v}(t)=c_{1}(\cos b t \mathbf{r}-\sin b t \mathbf{s})+c_{2}(\sin b t \mathbf{r}+\cos b t \mathbf{s})
$$

The key point to notice is that

$$
\mathbf{v}(t+2 \pi / b)=\mathbf{v}(t)
$$



Figure 9.9.7: Typical phase portrait for the case of pure imaginary eigenvalues. The equilibrium point is called a center and is stable.


Figure 9.9.8: Typical phase portrait for the case of complex conjugate eigenvalues $\lambda=a \pm i b$, with $a>0$. The equilibrium point is called a spiral point.

Consequently, $\mathbf{v}(t)$ has period $T=2 \pi / b$, and we can therefore draw the following conclusions.
(a) If $a=0$, (9.9.8) implies that $\mathbf{x}(t+2 \pi / b)=\mathbf{x}(t)$. All trajectories are therefore closed curves (see Figure 9.9.7) and so the corresponding solutions are periodic. In this case, the equilibrium point $(0,0)$ is called a center and is stable.
(b) If $a \neq 0$, then the trajectories spiral around the origin. (See Figure 9.9.8.) The equilibrium point $(0,0)$ is called a spiral point. Furthermore,

1. If $a>0$, the trajectories spiral away from the equilibrium point, and therefore, it is called an unstable spiral point.
2. If $a<0$, the trajectories spiral towards the origin, and therefore, it is called a stable spiral point.

This completes the classification of the equilibrium point $(0,0)$ associated with the system (9.9.4) in the case where $\operatorname{det}(A) \neq 0$. The results when $\lambda_{1} \neq \lambda_{2}$ are summarized in Table 9.9.1.

| Eigenvalues | Type of Equilibrium Point |
| :--- | :--- |
| Real and negative | Stable node |
| Real and positive | Unstable node |
| Opposite sign | Saddle |
| Pure imaginary | Stable center |
| Complex with positive real part | Unstable spiral |
| Complex with negative real part | Stable spiral |

Table 9.9.1: Classification of equilibrium point in terms of eigenvalues.

Based on the preceding analysis, it is not too difficult to obtain a general sketch of the phase plane once we have determined the eigenvalues and eigenvectors of $A$. However, as in the case of slope fields considered in Chapter 1, this is an area where technology is a definite benefit. In the examples that follow we have provided Maple plots of the phase planes.

Example 9.9.4 Characterize the equilibrium point for the linear systems $\mathbf{x}^{\prime}=A \mathbf{x}$ and sketch the phase portrait.
(a) $A=\left[\begin{array}{ll}-1 & -2 \\ -2 & -1\end{array}\right]$.
(b) $A=\left[\begin{array}{rr}-1 & -2 \\ 2 & -1\end{array}\right]$.
(c) $A=\left[\begin{array}{rr}1 & 3 \\ -2 & -4\end{array}\right]$.

## Solution:

(a) The matrix $A$ has eigenvalues $\lambda_{1}=1$ and $\lambda_{2}=-3$ with corresponding nonproportional eigenvectors $\mathbf{v}_{1}=(1,-1)$ and $\mathbf{v}_{2}=(1,1)$. Since the eigenvalues have different signs, the equilibrium point $(0,0)$ is a saddle point. A Maple sketch including the slope field is given in Figure 9.9.9. Notice that we have appended arrow heads to each line segment in the slope field to indicate the direction that
trajectories are traversed. The resulting slope field is usually called a direction field.



Figure 9.9.9: Phase portrait for system in part (a) of Example 9.9.4.
(b) In this case, the matrix has complex conjugate eigenvalues $\lambda=-1 \pm 2 i$. Since the real part of the eigenvalues is negative, the equilibrium point is a stable spiral. To determine whether the trajectories spiral clockwise or counterclockwise toward the origin, we check the sign of $\frac{d x}{d t}$ at points where the trajectories intersect the positive $y$-axis. From the given system, when $x=0$ and $y>0$, we see that $\frac{d x}{d t}<0$, so that the trajectories spiral counterclockwise around the origin. A Maple plot of the phase plane is given in Figure 9.9.10.


Figure 9.9.10: Phase portrait for system in part (b) of Example 9.9.4.
(c) In this case, the matrix $A$ has eigenvalues $\lambda_{1}=-1$ and $\lambda_{2}=-2$ with corresponding nonproportional eigenvectors $\mathbf{v}_{1}=(3,-2)$ and $\mathbf{v}_{2}=(1,-1)$. We see that the equilibrium point is a stable node. All trajectories approach $(0,0)$ tangent to the eigenvector $\mathbf{v}_{1}$ (see Case $1($ a) ). The phase plane for this system is given in Figure 9.9.11.


Figure 9.9.11: Phase portrait for system in part (c) of Example 9.9.4.

## Exercises for 9.9

## Key Terms

Autonomous system, Trajectory, Phase plane, Phase portrait, Equilibrium points, Equilibrium solution, Stable node, Unstable node, Saddle point, Proper node, Degenerate node, Stable spiral point, Unstable spiral point, Direction field.

## Skills

- Be able to determine the equilibrium point(s) for a linear system of two differential equations.
- Be able to classify the equilibrium point(s) as stable or unstable nodes, saddle points, proper nodes, degenerate nodes, or stable or unstable spiral points.
- Be able to use the eigenvalue-eigenvector pairs for a linear system of two differential equations to predict the qualitative behavior of the trajectories in the phase plane.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) An equilibrium point is a point toward which all trajectories of a linear system of differential equations approach as $t \rightarrow \infty$.
(b) A linear system $\mathbf{x}^{\prime}=A \mathbf{x}$ for which $A$ has complex eigenvalues $\lambda= \pm i b$ (for some $b \in \mathbb{R}$ ) gives rise to elliptical trajectories in the phase plane.
(c) The equilibrium point of a linear system $\mathbf{x}^{\prime}=A \mathbf{x}$ that has two positive (real) eigenvalues is called an unstable node.
(d) If all solutions to the linear system $\mathbf{x}^{\prime}=A \mathbf{x}$ approach $(0,0)$, then $(0,0)$ is stable.
(e) The type of equilibrium point for the linear system $\mathbf{x}^{\prime}=A \mathbf{x}$ is the same as the type of equilibrium point for the linear system $\mathbf{x}^{\prime}=(2 A) \mathbf{x}$.
(f) For a saddle point, the only trajectories that approach $(0,0)$ as $t \rightarrow \infty$ are those pointing along the eigenvector $\mathbf{v}$ corresponding to the positive eigenvalue $\lambda$.

## Problems

For Problems 1-4, determine all equilibrium points of the given system.

1. $x^{\prime}=x(y-3), y^{\prime}=y(x+1)$.
2. $x^{\prime}=x(x-y+1), \quad y^{\prime}=y(y+2 x)$.
3. $x^{\prime}=x(2 x+y), \quad y^{\prime}=y(x-2 y+4)$.
4. $x^{\prime}=x\left(x^{2}+y^{2}-1\right), \quad y^{\prime}=2 y(x y-1)$.

For Problems 5-20, characterize the equilibrium point for the system $\mathbf{x}^{\prime}=A \mathbf{x}$ and sketch the phase portrait.
5. $A=\left[\begin{array}{rr}1 & 3 \\ 1 & -1\end{array}\right]$.
6. $A=\left[\begin{array}{rr}0 & 2 \\ -2 & 0\end{array}\right]$.
7. $A=\left[\begin{array}{ll}1 & 0 \\ 3 & 1\end{array}\right]$.
8. $A=\left[\begin{array}{rr}2 & 3 \\ -1 & -2\end{array}\right]$.
9. $A=\left[\begin{array}{rr}-2 & 3 \\ -3 & -2\end{array}\right]$.
10. $A=\left[\begin{array}{rr}-2 & 1 \\ 1 & -2\end{array}\right]$.
11. $A=\left[\begin{array}{ll}5 & 4 \\ 4 & 5\end{array}\right]$.
12. $A=\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$.
13. $A=\left[\begin{array}{ll}3 & -2 \\ 2 & -1\end{array}\right]$.
14. $A=\left[\begin{array}{rr}2 & -1 \\ 1 & 2\end{array}\right]$.
15. $A=\left[\begin{array}{ll}2 & -5 \\ 4 & -7\end{array}\right]$.
16. $A=\left[\begin{array}{ll}2 & 1 \\ 3 & 4\end{array}\right]$.
17. $A=\left[\begin{array}{rr}3 & 4 \\ 4 & -3\end{array}\right]$.
18. $A=\left[\begin{array}{rr}1 & 1 \\ -9 & -5\end{array}\right]$.
19. $A=\left[\begin{array}{rr}1 & -1 \\ 1 & 2\end{array}\right]$.
20. $A=\left[\begin{array}{ll}3 & 0 \\ 0 & 3\end{array}\right]$.
21. Characterize the equilibrium point $(0,0)$ for the system $\mathbf{x}^{\prime}=A \mathbf{x}$ if $A=\left[\begin{array}{rr}-1 & 2 \\ -2 & -1\end{array}\right]$. Solve the system of differential equations, and show that the components of the solution vector satisfy

$$
\begin{equation*}
x^{2}+y^{2}=e^{-4 t}\left(c_{1}^{2}+c_{2}^{2}\right), \tag{9.9.9}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are constants. As $t$ varies in Equation (9.9.9), describe the curve that is generated in the phase plane.

For Problems 22-25, convert the given differential equation to a first-order system using the substitution $u=y, v=\frac{d y}{d t}$, and determine the phase portrait for the resulting system.
22. $\frac{d^{2} y}{d t^{2}}+6 \frac{d y}{d t}+9 y=0$.
23. $\frac{d^{2} y}{d t^{2}}+16 y=0$.
24. $\frac{d^{2} y}{d t^{2}}+4 \frac{d y}{d t}+5 y=0$.
25. $\frac{d^{2} y}{d t^{2}}-25 y=0$.
26. Consider the differential equation

$$
\frac{d^{2} y}{d t^{2}}+2 c \frac{d y}{d t}+k y=0
$$

where $c$ and $k$ are positive constants, that governs the behavior of a spring-mass system. Convert the differential equation to a first-order linear system and sketch the corresponding phase portraits. (You will need to distinguish the three cases $c^{2}>k, c^{2}<k$, and $c^{2}=k$.) In each case, use your phase portrait to describe the behavior of $y$ for various initial conditions.
27. Verify that the solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$ appearing in (9.9.7) are not proportional.
[Hint: Evaluate each solution at $t=0$ and at $t=$ $2 \pi / b$, and use the fact that both $\mathbf{r}$ and $\mathbf{s}$ are real-valued vectors.]
28. Let $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ be a $2 \times 2$ matrix of real constants with a repeated eigenvalue: $\lambda_{1}=\lambda_{2}=\lambda$.
(a) Show that $\lambda=\frac{a+d}{2}$.
(b) Show that if $A$ has two linearly independent eigenvectors corresponding to $\lambda$, then $A=a I$ for some scalar $a$.
[Hint: Under this assumption, both $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ must be eigenvectors. Now consider ( $A-$ $\lambda I) \mathbf{e}_{1}=\mathbf{0}$ and $(A-\lambda I) \mathbf{e}_{2}=\mathbf{0}$.]
(c) Conclude from part (b) that if $A$ is a $2 \times 2$ matrix of real constants with a repeated eigenvalue that is not a scalar multiple of the identity matrix, then $A$ is defective.

### 9.10 Nonlinear Systems

We now briefly discuss the qualitative analysis of general autonomous systems of the form

$$
\begin{equation*}
\frac{d x}{d t}=F(x, y), \quad \frac{d y}{d t}=G(x, y), \tag{9.10.1}
\end{equation*}
$$

where, throughout the remainder of the discussion, we will assume that $F$ and $G$ have continuous partial derivatives up to order at least two. We are interested in making a similar classification of the equilibrium points for this system as we were able to do in the linear case. The approach that we will take is to approximate (9.10.1) with a corresponding linear system. To see how the approximation arises, we recall from elementary calculus that if we are given a function $f(x, y)$ defined in some region of the $x y$-plane, then the equation $z=f(x, y)$ defines a surface in space. Further, the tangent plane to this surface at any point $\left(x_{0}, y_{0}\right)$ has equation

$$
z=f\left(x_{0}, y_{0}\right)+\left(x-x_{0}\right) \frac{\partial f}{\partial x}\left(x_{0}, y_{0}\right)+\left(y-y_{0}\right) \frac{\partial f}{\partial y}\left(x_{0}, y_{0}\right),
$$

and this plane gives the best linear approximation to $f(x, y)$ at ( $x_{0}, y_{0}$ ). Returning to the system (9.10.1), we define the linear approximation to this system at $\left(x_{0}, y_{0}\right)$ by

$$
\begin{aligned}
& \frac{d x}{d t}=F\left(x_{0}, y_{0}\right)+\left(x-x_{0}\right) \frac{\partial F}{\partial x}\left(x_{0}, y_{0}\right)+\left(y-y_{0}\right) \frac{\partial F}{\partial y}\left(x_{0}, y_{0}\right), \\
& \frac{d y}{d t}=G\left(x_{0}, y_{0}\right)+\left(x-x_{0}\right) \frac{\partial G}{\partial x}\left(x_{0}, y_{0}\right)+\left(y-y_{0}\right) \frac{\partial G}{\partial y}\left(x_{0}, y_{0}\right) .
\end{aligned}
$$

In the case when $\left(x_{0}, y_{0}\right)$ is an equilibrium point of (9.10.1), the approximate system reduces to

$$
\begin{aligned}
& \frac{d x}{d t}=\left(x-x_{0}\right) \frac{\partial F}{\partial x}\left(x_{0}, y_{0}\right)+\left(y-y_{0}\right) \frac{\partial F}{\partial y}\left(x_{0}, y_{0}\right), \\
& \frac{d y}{d t}=\left(x-x_{0}\right) \frac{\partial G}{\partial x}\left(x_{0}, y_{0}\right)+\left(y-y_{0}\right) \frac{\partial G}{\partial y}\left(x_{0}, y_{0}\right) .
\end{aligned}
$$

The Jacobian matrix, $J(x, y)$, is defined by

$$
J(x, y)=\left[\begin{array}{ll}
\frac{\partial F}{\partial x} & \frac{\partial F}{\partial y} \\
\frac{\partial G}{\partial x} & \frac{\partial G}{\partial y}
\end{array}\right] .
$$

Using this matrix, the linear approximation to (9.10.1) at an equilibrium point ( $x_{0}, y_{0}$ ) can be written as

$$
\left[\begin{array}{l}
x^{\prime}(t) \\
y^{\prime}(t)
\end{array}\right]=J\left(x_{0}, y_{0}\right)\left[\begin{array}{l}
x-x_{0} \\
y-y_{0}
\end{array}\right],
$$

or, equivalently, as

$$
\mathbf{u}^{\prime}=J\left(x_{0}, y_{0}\right) \mathbf{u},
$$

where $\mathbf{u}=\left[\begin{array}{l}x-x_{0} \\ y-y_{0}\end{array}\right]$.
Example 9.10.1 Determine the linear approximation to the system

$$
x^{\prime}=\cos x+3 y-1, \quad y^{\prime}=2 x+\sin y
$$

at the equilibrium point $(0,0)$.

Solution: For the given system, we have

$$
F(x, y)=\cos x+3 y-1 \quad \text { and } \quad G(x, y)=2 x+\sin y
$$

so that

$$
J(x, y)=\left[\begin{array}{cc}
-\sin x & 3 \\
2 & \cos y
\end{array}\right] .
$$

Hence,

$$
J(0,0)=\left[\begin{array}{ll}
0 & 3 \\
2 & 1
\end{array}\right]
$$

and the linear approximation to the given system at $(0,0)$ is

$$
\mathbf{x}^{\prime}=\left[\begin{array}{ll}
0 & 3 \\
2 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

or, equivalently,

$$
\frac{d x}{d t}=3 y, \quad \frac{d y}{d t}=2 x+y
$$

Example 9.10.2 Determine all equilibrium points for the system

$$
x^{\prime}=x(1-y) \quad \text { and } \quad y^{\prime}=y(2-x)
$$

and determine the linear approximation to the system at each equilibrium point.
Solution: The system has the two equilibrium points $(0,0)$ and $(2,1)$. In this case, the Jacobian matrix is

$$
J(x, y)=\left[\begin{array}{cc}
1-y & -x \\
-y & 2-x
\end{array}\right] .
$$

Thus,

$$
J(0,0)=\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right]
$$

so that the linear approximation at the equilibrium point $(0,0)$ is

$$
\mathbf{x}^{\prime}=J(0,0) \mathbf{x}
$$

That is,

$$
x^{\prime}=x \quad \text { and } \quad y^{\prime}=2 y .
$$

Similarly, the linear approximation at the equilibrium point $(2,1)$ is

$$
\mathbf{u}^{\prime}=J(2,1) \mathbf{u}=\left[\begin{array}{rr}
0 & -2 \\
-1 & 0
\end{array}\right] \mathbf{u}
$$

where $\mathbf{u}=\left[\begin{array}{l}x-2 \\ y-1\end{array}\right]$. In scalar form, we have

$$
x^{\prime}=-2(y-1) \quad \text { and } \quad y^{\prime}=-(x-2)
$$

It perhaps seems reasonable to expect that the behavior of the trajectories to the nonlinear system (9.10.1) is closely approximated by the trajectories of the corresponding linear system, provided that we do not move too far away from $\left(x_{0}, y_{0}\right)$. This is indeed true in most cases. In Table 9.10 .1 we summarize the relationship between the behavior at an equilibrium point of a nonlinear system and the behavior at the corresponding equilibrium point of the linear approximation in the case of distinct eigenvalues. This indicates that apart from the case of pure imaginary eigenvalues (or a repeated eigenvalue), the phase portrait for a nonlinear system looks similar to the linear approximation in the neighborhood of an equilibrium point.

| Eigenvalues | Linear Approximation | Nonlinear System |
| :--- | :--- | :--- |
| Real and negative | Stable node | Stable node |
| Real and positive | Unstable node | Unstable node |
| Opposite signs | Saddle | Saddle |
| Complex with negative real part | Stable spiral | Stable spiral |
| Complex with positive real part | Unstable spiral | Unstable spiral |
| Pure imaginary | Stable center | Center or spiral point, |
|  |  | stability indeterminate |

Table 9.10.1: Nonlinear system and linear approximation behavior in terms of eigenvalues.

Example 9.10.3 Determine and classify all equilibrium points for the given system
(a) $x^{\prime}=x(x-1), \quad y^{\prime}=y\left(2+x y^{2}\right)$.
(b) $x^{\prime}=x-y, \quad y^{\prime}=y(2 x+y-3)$.

## Solution:

(a) The equilibrium points are obtained by solving

$$
x(x-1)=0, \quad y\left(2+x y^{2}\right)=0
$$

The first of these equations implies that $x=0$ or $x=1$. In both cases, substitution into the second equation yields $y=0$. Consequently, the only equilibrium points are $(0,0)$ and $(1,0)$. The Jacobian for the given system is

$$
J(x, y)=\left[\begin{array}{cc}
2 x-1 & 0 \\
y^{3} & 2+3 x y^{2}
\end{array}\right]
$$

Hence,

$$
J(0,0)=\left[\begin{array}{rr}
-1 & 0 \\
0 & 2
\end{array}\right]
$$

which has eigenvalues $\lambda_{1}=2$ and $\lambda_{2}=-1$. Since the eigenvalues have different signs, the equilibrium point $(0,0)$ is a saddle point in both the linear approximation to the given system and the given system itself. At the equilibrium point $(1,0)$, we have

$$
J(1,0)=\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right]
$$

This matrix has eigenvalues $\lambda_{1}=2$ and $\lambda_{2}=1$, which implies that the equilibrium point is an unstable node. Figure 9.10 .1 gives a Maple plot of the phase plane for the given nonlinear system.


Figure 9.10.1: Phase portrait for system in part (a) of Example 9.10.3.
(b) To determine the equilibrium points, we must solve

$$
x-y=0, \quad y(2 x+y-3)=0 .
$$

Substituting $y=x$ from the first equation into the second yields the condition

$$
3 x(x-1)=0 .
$$

Hence, the equilibrium points are $(0,0)$ and $(1,1)$. The Jacobian for the given system is

$$
J(x, y)=\left[\begin{array}{cc}
1 & -1 \\
2 y & 2 x+2 y-3
\end{array}\right] .
$$

At the equilibrium point $(0,0)$, we have

$$
J(0,0)=\left[\begin{array}{ll}
1 & -1 \\
0 & -3
\end{array}\right],
$$

which has eigenvalues $\lambda_{1}=1$ and $\lambda_{2}=-3$, with corresponding eigenvectors $\mathbf{v}_{1}=(1,0)$ and $\mathbf{v}_{2}=(1,4)$. Since the eigenvalues have different signs, the equilibrium point $(0,0)$ is a saddle point. At the equilibrium point $(1,1)$, we have

$$
J(1,1)=\left[\begin{array}{rr}
1 & -1 \\
2 & 1
\end{array}\right]
$$

which has eigenvalues $\lambda=1 \pm i \sqrt{2}$. Hence, the equilibrium point is an unstable spiral point. A Maple plot of the phase plane is given in Figure 9.10.2.

## A Predator Prey Model

As an example of an applied problem that is modeled by a nonlinear system of differential equations, we consider the interaction of two species. One species is a predator, and the other is the prey. Let $x(t)$ denote the prey population at time $t$, and let $y(t)$ denote the


Figure 9.10.2: Phase portrait for system in part (b) of Example 9.10.3.
predator population. Then the model equations that we discuss are

$$
\begin{align*}
& \frac{d x}{d t}=x(a-b y),  \tag{9.10.2}\\
& \frac{d y}{d t}=y(c x-d), \tag{9.10.3}
\end{align*}
$$

where $a, b, c$, and $d$ are positive constants. To interpret these equations, we see that in the absence of any predators (i.e., $y=0$ ), Equation (9.10.2) reduces to the simple Malthusian exponential growth law. The inclusion of predators is taken account of by subtracting a term proportional to the number of predators present from the growth rate of the prey. Similarly, from Equation (9.10.3), in the absence of prey (i.e., $x=0$ ), a predator population would decay exponentially. To account for the inclusion of prey, a term proportional to the number of prey has been added to the growth rate of the predator. This model is called the Lotka-Volterra system. We see that the system is nonlinear with equilibrium points at $(0,0)$ and $(d / c, a / b)$. Computing the Jacobian of the system yields

$$
J(x, y)=\left[\begin{array}{cc}
a-b y & -b x \\
c y & c x-d
\end{array}\right],
$$

so that

$$
J(0,0)=\left[\begin{array}{rr}
a & 0 \\
0 & -d
\end{array}\right]
$$

with eigenvalues $\lambda_{1}=a$ and $\lambda_{2}=-d$. Consequently, the equilibrium point $(0,0)$ is a saddle point. We note that nonproportional eigenvectors in this case are $\mathbf{v}_{1}=(1,0)$ and $\mathbf{v}_{2}=(0,1)$. At the equilibrium point $(d / c, a / b)$, we have

$$
J(d / c, a / b)=\left[\begin{array}{cc}
0 & -b d / c \\
c a / b & 0
\end{array}\right]
$$

with eigenvalues $\lambda= \pm i \sqrt{a d}$. Consequently, in the linear approximation the equilibrium point at $(d / c, a / b)$ is a center. Therefore, according to the results given in Table 9.10.1, the nonlinear system either has a center or a spiral point. In Figure 9.10.3 we give a Maple plot of the phase plane using typical values for the constants $a, b, c$, and $d$. This indicates that the equilibrium point in the nonlinear model is also a center. Consequently, the corresponding solutions for both $x$ and $y$ are periodic in time. The model therefore predicts that the population of both species is periodic, and hence both species would survive. The general qualitative behavior starting at small values for both
the predator and prey can be seen from the trajectories. The prey initially increases, and the predator population remains approximately constant. Then, since there is plenty of food (prey), the predator population increases with a corresponding decrease in the prey population. This gives rise to a situation where there are too many predators for the prey population, and therefore, the predator population decreases while the prey population remains approximately constant. Then the cycle repeats itself. We see from the three different trajectories in Figure 9.10.3 that the specific behavior varies quite significantly depending on the initial conditions.


Figure 9.10.3: Representative phase portrait for a predator-prey system.

## The Van Der Pol Equation

Finally in this section, we use the nonlinear differential equation

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\mu\left(y^{2}-1\right) \frac{d y}{d t}+y=0, \quad \mu>0 \tag{9.10.4}
\end{equation*}
$$

to illustrate a new type of behavior that does not arise in linear systems. The differential equation (9.10.4) is called the Van der Pol Equation and arises in the study of nonlinear circuits. If the parameter $\mu$ is zero, then Equation (9.10.4) reduces to that of the simple harmonic oscillator, which has periodic solutions and circular trajectories. For $\mu$ small and positive and $|y|>1$, we can presumably interpret the $d y / d t$ term as a damping term and expect the system to behave somewhat like a damped harmonic oscillator. However, for $-1<y<1$, the coefficient of $d y / d t$ is negative, and therefore, this term would tend to amplify, rather than dampen, any oscillations. This suggests that there may be an isolated periodic solution (closed trajectory) with the property that all trajectories that start within it approach the closed path as $t$ increases, and all trajectories that start outside the closed path spiral toward it as $t \rightarrow \infty$. Such a closed path, if it exists, is called a limit cycle. To analyze the Van der Pol Equation, we introduce the phase plane variables

$$
u=y, \quad v=\frac{d y}{d t}
$$

thereby obtaining the equivalent first-order system

$$
\begin{equation*}
\frac{d u}{d t}=v, \quad \frac{d v}{d t}=-u-\mu\left(u^{2}-1\right) v \tag{9.10.5}
\end{equation*}
$$

The only equilibrium point of the system (9.10.5) is $(0,0)$, and the Jacobian of this system is

$$
J(u, v)=\left[\begin{array}{cc}
0 & 1 \\
-1-2 \mu v & -\mu\left(u^{2}-1\right)
\end{array}\right]
$$

Hence,

$$
J(0,0)=\left[\begin{array}{rr}
0 & 1 \\
-1 & \mu
\end{array}\right]
$$

This matrix has characteristic polynomial

$$
p(\lambda)=\lambda^{2}-\mu \lambda+1
$$

so that the eigenvalues are

$$
\lambda=\frac{1}{2}\left(\mu \pm \sqrt{\mu^{2}-4}\right) .
$$



Figure 9.10.4: Maple plot of the phase plane for the Van der Pol equation with $\mu=0.1$.

For $\mu>2$, there are two positive eigenvalues, and the equilibrium point is an unstable node. For $\mu<2$, however, the equilibrium point is an unstable spiral. Hence, the trajectories close to the equilibrium point do indeed spiral outwards. However, this local analysis does not give us information about the global behavior of the trajectories. Although we do not have the tools to prove that the Van der Pol equation does indeed have a limit cycle, further convincing evidence for its existence can be obtained by studying the phase portraits associated with the differential equation. Figure 9.10.4 contains a Maple plot in the case when $\mu=0.1$. The limit cycle is clearly visible and is almost circular, as we would expect with a small $\mu$ value. Figure 9.10 .5 contains a similar plot with $\mu=1$. The limit cycle is still visible, but it no longer resembles a circle.


Figure 9.10.5: The phase plane for the Van der Pol equation with $\mu=1$.

## Exercises for 9.10

## Key Terms

Jacobian matrix, Lotka-Volterra system, Van der Pol equation, Limit cycle.

## Skills

- Be able to determine the linear approximation to a nonlinear system by using the Jacobian matrix.
- Be able to find and classify the equilibrium points for a nonlinear system, as well as for a linear system.
- Be familiar with the Lotka-Volterra system for modelling predator-prey interactions.
- Be familiar with the Van der Pol Equation, how to convert it into a first-order non-linear system, and the qualitative behavior of the solutions to the system, depending on the parameter $\mu$.


## True-False Review

For Questions (a)-(e), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The Jacobian matrix for a linear system of the form (9.10.1) is

$$
J(x, y)=\left[\begin{array}{ll}
\frac{\partial F}{\partial x} & \frac{\partial F}{\partial y} \\
\frac{\partial G}{\partial x} & \frac{\partial G}{\partial y}
\end{array}\right]
$$

(b) If we replace a nonlinear system of differential equations with a linear approximation to the system at an equilibrium point, then the behavior of the trajectories of the nonlinear system and the behavior of the trajectories of the corresponding linear system are approximately the same throughout the $x y$-plane.
(c) In the Lotka-Volterra predator-prey model, the origin is a saddle point.
(d) The only equilibrium point of the linear system of differential equations arising from the Van der Pol Equation is the origin.
(e) The equilibrium point of the linear system arising from the Van der Pol Equation $\frac{d^{2} y}{d t^{2}}+3\left(y^{2}-1\right) \frac{d y}{d t}+y=0$ is an unstable spiral.

## Problems

For Problems 1-9, determine all equilibrium points of the given system and, if possible, characterize them as centers, spirals, saddles, or nodes.

1. $x^{\prime}=y(3 x-2), \quad y^{\prime}=2 x+9 y^{2}$.
2. $x^{\prime}=y(3 x-2), \quad y^{\prime}=2 x-9 y^{2}$.
3. $x^{\prime}=x-y^{2}, \quad y^{\prime}=y(9 x-4)$.
4. $x^{\prime}=x+3 y^{2}, y^{\prime}=y(x-2)$.
5. $x^{\prime}=2 x+5 y^{2}, \quad y^{\prime}=y(3-4 x)$.
6. $x^{\prime}=2 y+\sin x, \quad y^{\prime}=x(\cos y-2)$.
7. $x^{\prime}=x-2 y+5 x y, \quad y^{\prime}=2 x+y$.
8. $x^{\prime}=x(1-y), \quad y^{\prime}=y(x+1)$.
9. $x^{\prime}=4 x-y-y \sin x, \quad y^{\prime}=x+2 y$.

The remaining problems require the use of some form of technology to generate the phase plane for the system of differential equations.
10. $\diamond$ Sketch the phase portrait of the system in Problem 1 for $-1 \leq x \leq 1,-1 \leq y \leq 1$, and thereby determine whether the equilibrium point $(0,0)$ is a center or a spiral.
11. $\diamond$ Sketch the phase portrait of the system in Problem 6 for $-2 \leq x \leq 2,-2 \leq y \leq 2$, and thereby determine whether the equilibrium point $(0,0)$ is a center or a spiral.
12. $\diamond$ Sketch the phase portrait of the system in Problem 8 for $-2 \leq x \leq 2,-2 \leq y \leq 2$. By inspection, guess the equation of one particular trajectory.

For Problems 13-18, sketch the phase portrait of the given system for $-2 \leq x \leq 2,-2 \leq y \leq 2$. Comment on the types of equilibrium points.
13. $\diamond$ The system in Problem 2 .
14. $\diamond$ The system in Problem 3 .
15. $\diamond$ The system in Problem 4.
16. $\diamond$ The system in Problem 5 .
17. $\diamond$ The system in Problem 7 .
18. $\diamond$ The system in Problem 9 .
19. $\diamond$ Consider the predator-prey model

$$
\frac{d x}{d t}=x(2-y), \frac{d y}{d t}=y(x-2) .
$$

Sketch the phase plane for $0 \leq x \leq 10,0 \leq y \leq 10$. Compare the behavior of the two specific cases corresponding to the initial conditions $x(0)=1, y(0)=$ 0.1 , and $x(0)=1, y(0)=1$.
20. $\diamond$ Consider the predator-prey model

$$
\frac{d x}{d t}=x(3-x-y), \frac{d y}{d t}=y(x-1)
$$

Sketch the phase plane for $0 \leq x \leq 4,0 \leq y \leq 4$. What happens to the populations of both species as $t \rightarrow+\infty$ ?
21. $\diamond$ Consider the differential equation

$$
\frac{d^{2} y}{d t^{2}}+0.1(y-4)(y+1) \frac{d y}{d t}+y=0
$$

(a) Convert the differential equation to a first-order system using the substitution $u=y, v=\frac{d y}{d t}$, and characterize the equilibrium point $(0,0)$.
(b) Sketch the phase plane for the system on the square $-2 \leq u \leq 2,-2 \leq v \leq 2$. Based on the resulting sketch, do you think the differential equation has a limit cycle?
(c) Repeat (b) using the square $-8 \leq u \leq 8$, $-8 \leq v \leq 8$, and include the trajectories corresponding to the initial conditions $u(0)=1$, $v(0)=0$, and $u(0)=6, v(0)=0$.

### 9.11 Chapter Review

Many problems in applied mathematics involve two or more unknown functions, as well as their derivatives, and therefore require the solution of a system of differential equations. Two such problems that we have considered in this chapter (Section 9.7) are (a) coupled spring-mass systems and (b) mixing problems involving chemicals in a system of two connected tanks.

A first-order linear system of differential equations for $n$ unknown functions $x_{1}(t), x_{2}(t), \ldots, x_{n}(t)$ may be written in the form

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)=A(t) \mathbf{x}(t)+\mathbf{b}(t) \tag{9.11.1}
\end{equation*}
$$

where

$$
\mathbf{x}(t)=\left[\begin{array}{c}
x_{1}(t) \\
x_{2}(t) \\
\vdots \\
x_{n}(t)
\end{array}\right], \quad \mathbf{x}^{\prime}(t)=\left[\begin{array}{c}
x_{1}^{\prime}(t) \\
x_{2}^{\prime}(t) \\
\vdots \\
x_{n}^{\prime}(t)
\end{array}\right]
$$

and

$$
A(t)=\left[\begin{array}{cccc}
a_{11}(t) & a_{12}(t) & \ldots & a_{1 n}(t) \\
a_{21}(t) & a_{22}(t) & \ldots & a_{2 n}(t) \\
\vdots & \vdots & & \vdots \\
a_{n 1}(t) & a_{n 2}(t) & \ldots & a_{n n}(t)
\end{array}\right], \quad \mathbf{b}(t)=\left[\begin{array}{c}
b_{1}(t) \\
b_{2}(t) \\
\vdots \\
b_{n}(t)
\end{array}\right] .
$$

Equation (9.11.1) is called a vector differential equation. A primary goal of this chapter has been to develop techniques for solving Equation (9.11.1) for the unknown vector function $\mathbf{x}(t)$. To do this, we have assumed throughout much of the chapter that the matrix $A(t)$ is constant.

## Homogeneous First-Order Linear Systems

In Sections 9.4 and 9.5, we have developed solution techniques for (9.11.1) in the case when this system is homogeneous (i.e., $\mathbf{b}(t)=\mathbf{0}$ ). In this case, we often abbreviate

Equation (9.11.1) as

$$
\begin{equation*}
\mathbf{x}^{\prime}=A \mathbf{x}, \tag{9.11.2}
\end{equation*}
$$

where $A$ is an $n \times n$ matrix function. It turns out that the solution set to the homogeneous system (9.11.2) is a vector space of dimension $n$, and consequently, the goal is to determine $n$ linearly independent solutions $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)$, called a fundamental solution set, for the linear system (9.11.2). The fundamental solution set is therefore a basis for the space of all solutions to (9.11.2), and thus, allows us to write the general solution to (9.11.2) in the form

$$
\begin{equation*}
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}(t)+c_{2} \mathbf{x}_{2}(t)+\cdots+c_{n} \mathbf{x}_{n}(t) \tag{9.11.3}
\end{equation*}
$$

This general solution is sometimes written in the form

$$
\mathbf{x}(t)=X(t) \mathbf{c},
$$

where

$$
X(t)=\left[\begin{array}{llll}
\mathbf{x}_{1}(t) & \mathbf{x}_{2}(t) & \ldots & \mathbf{x}_{n}(t) \tag{9.11.4}
\end{array}\right]
$$

is called a fundamental matrix for the linear system (9.11.2) and $\mathbf{c}=\left(c_{1} c_{2} \ldots c_{n}\right)^{T}$. If values

$$
\begin{equation*}
x_{1}\left(t_{0}\right), \quad x_{2}\left(t_{0}\right), \quad \ldots, \quad x_{n}\left(t_{0}\right) \tag{9.11.5}
\end{equation*}
$$

are specified, then we can solve for the values of $c_{1}, c_{2}, \ldots, c_{n}$, thereby determining the solution to the initial-value problem (9.11.2) with initial conditions given by (9.11.5).

In the case when $A$ is an $n \times n$ matrix of constants, the eigenvalues and eigenvectors of $A$ play a crucial role in finding a fundamental solution set for (9.11.2). In particular, if $\lambda$ is an eigenvalue of $A$ with corresponding eigenvector $\mathbf{v}$, then

$$
\mathbf{x}(t)=e^{\lambda t} \mathbf{v}
$$

is a solution to the system (9.11.2). Moreover, if $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ are linearly independent eigenvectors, corresponding to (not necessarily distinct) eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ of $A$, then the vector functions

$$
\begin{equation*}
\mathbf{x}_{i}(t)=e^{\lambda_{i} t} \mathbf{v}_{i}, \quad i=1,2, \ldots, n \tag{9.11.6}
\end{equation*}
$$

are linearly independent. In the case where $A$ is nondefective (Section 9.4), we therefore already have a natural way, by using the vector functions in (9.11.6), to obtain a fundamental solution set to $\mathbf{x}^{\prime}=A \mathbf{x}$.

The case in which $A$ is a defective matrix is discussed in Section 9.5. In this case, we do not have $n$ linearly independent eigenvectors of $A$ at our disposal, so the strategy becomes to manufacture so-called generalized eigenvectors that enable us to generate additional solutions to the system (9.11.2). Although these solutions take a more complicated form, it can be shown that any system of the form (9.11.2) has $n$ linearly independent solutions $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots, \mathbf{x}_{n}(t)$ that can be built using eigenvectors and generalized eigenvectors.

## Matrix Exponential Function

Alternatively, we can use the matrix exponential function $e^{A t}$, first introduced in Chapter 7, to directly derive $n$ linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$. To do this, we observed in Section 9.8 that if $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ are any $n$ linearly independent vectors in $\mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ), then each of the vector functions

$$
\begin{equation*}
\mathbf{x}_{1}(t)=e^{A t} \mathbf{v}_{1}, \quad \mathbf{x}_{2}(t)=e^{A t} \mathbf{v}_{2}, \quad \ldots, \quad \mathbf{x}_{n}(t)=e^{A t} \mathbf{v}_{n} \tag{9.11.7}
\end{equation*}
$$

is a solution to $\mathbf{x}^{\prime}=A \mathbf{x}$. Moreover, the $n$ solutions in (9.11.7) are linearly independent.

## Nonhomogeneous First-Order Linear Systems

In Section 9.6, we considered the nonhomogeneous linear system (9.11.1). In this case, the general solution takes the form

$$
\mathbf{x}(t)=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2}+\cdots+c_{n} \mathbf{x}_{n}+\mathbf{x}_{p}
$$

where $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$ is a fundamental solution set for the corresponding homogeneous system (9.11.2) and $\mathbf{x}_{p}$ is one particular solution to (9.11.1). In the text, we used the variation-of-parameters technique for linear systems to derive a particular solution. Explicitly,

$$
\mathbf{x}_{p}(t)=X(t) \int^{t} X^{-1}(s) \mathbf{b}(s) d s
$$

where $X(t)$ is the fundamental matrix given in Equation (9.11.4).

## Qualitative Analysis

If the matrix $A$ in the system $\mathbf{x}^{\prime}=A \mathbf{x}$ is not constant, or if the system of differential equations is nonlinear, we must resort to either a qualitative analysis or numerical techniques to study the system. In Sections 9.9 and 9.10, we considered the qualitative aspects of linear systems in the case of two differential equations and two unknown functions. If

$$
A=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]
$$

is a $2 \times 2$ invertible matrix, the system

$$
\mathbf{x}^{\prime}(t)=A \mathbf{x}(t)
$$

can be solved for the trajectory $\mathbf{x}(t)$ in the $x y$-plane (called the phase plane). The collection of all valid trajectories in the phase plane is known as the phase portrait. Once more, the analysis hinges on the eigenvalues $\lambda$ and corresponding eigenvectors $\mathbf{v}$ of $A$. Various cases arise according to whether the values of $\lambda$ are real or complex, repeated or distinct, positive or negative, and so on. The equilibrium point may be a stable node, unstable node, proper node, degenerate node, saddle point, stable spiral point, or unstable spiral point.

## Nonlinear Systems of Differential Equations

A system of two differential equations that is not linear can in most cases be approximated at an equilibrium point by a linear system whose behavior is similar near the equilibrium point to the original system.

## Additional Problems

1. Verify that $\mathbf{x}_{1}(t)=\left[\begin{array}{c}e^{t^{2}-t} \\ -1\end{array}\right]$ and $\mathbf{x}_{2}(t)=\left[\begin{array}{c}0 \\ 2 e^{t}\end{array}\right]$ are linearly independent solutions to $\mathbf{x}^{\prime}=A \mathbf{x}$, where

$$
A=\left[\begin{array}{cc}
2 t-1 & 0 \\
e^{t-t^{2}} & 1
\end{array}\right]
$$

Write the general solution to the system $\mathbf{x}^{\prime}=A \mathbf{x}$.
2. Consider the linear system $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$, where

$$
\begin{aligned}
& A=\left[\begin{array}{ccc}
t \cot \left(t^{2}\right) & 0 & t \cos \left(t^{2}\right) / 2 \\
0 & 1 / t & -1 \\
\csc \left(t^{2}\right) & 1 & -1
\end{array}\right] \\
& \mathbf{b}=\left[\begin{array}{c}
0 \\
2-t \sin t \\
1-t \cos t
\end{array}\right]
\end{aligned}
$$

(a) Verify that $\mathbf{x}(t)=\left[\begin{array}{c}\sin \left(t^{2}\right) \\ t \cos t \\ 2\end{array}\right]$ is a solution to this system.
(b) Is it possible for a constant vector $\mathbf{x}_{0}$ to solve the system? Justify your answer.

For Problems 3-24, determine the general solution to the linear system $\mathbf{x}^{\prime}=A \mathbf{x}$ for the given matrix $A$.
3. $\left[\begin{array}{rr}-6 & 1 \\ 6 & -5\end{array}\right]$.
4. $\left[\begin{array}{ll}9 & -2 \\ 5 & -2\end{array}\right]$.
5. $\left[\begin{array}{rr}10 & -4 \\ 4 & 2\end{array}\right]$.
6. $\left[\begin{array}{ll}-8 & 5 \\ -5 & 2\end{array}\right]$.
7. $\left[\begin{array}{rrr}3 & 0 & 4 \\ 0 & 2 & 0 \\ -4 & 0 & -5\end{array}\right]$.
8. $\left[\begin{array}{rrr}-3 & -1 & 0 \\ 4 & -7 & 0 \\ 6 & 6 & 4\end{array}\right]$.
9. $\left[\begin{array}{rr}3 & 13 \\ -1 & -3\end{array}\right]$.
10. $\left[\begin{array}{rr}-3 & -10 \\ 5 & 11\end{array}\right]$.
11. $\left[\begin{array}{rrr}-1 & -5 & 1 \\ 4 & -9 & -1 \\ 0 & 0 & 3\end{array}\right]$.
12. $\left[\begin{array}{rrr}-4 & 0 & 0 \\ 2 & 5 & -9 \\ 0 & 5 & -1\end{array}\right]$.
13. $\left[\begin{array}{rrr}2 & -2 & 1 \\ 1 & -4 & 1 \\ 2 & 2 & -3\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=2,-2,-5$.]
14. $\left[\begin{array}{rrr}2 & -4 & 3 \\ -9 & -3 & -9 \\ 4 & 4 & 3\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=6,-3,-1$.]
15. $\left[\begin{array}{rrr}-17 & 0 & -42 \\ -7 & 4 & -14 \\ 7 & 0 & 18\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=4,-3$.]
16. $\left[\begin{array}{rrr}-16 & 30 & -18 \\ -8 & 8 & 16 \\ 8 & -15 & 9\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=8,-7,0$.]
17. $\left[\begin{array}{rrr}-7 & -6 & -7 \\ -3 & -3 & -3 \\ 7 & 6 & 7\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=0,-3$.]
18. $\left[\begin{array}{rrr}3 & -1 & -2 \\ 1 & 6 & 1 \\ 1 & 0 & 6\end{array}\right]$.
[Hint: The only eigenvalue of $A$ is $\lambda=5$.]
19. $\left[\begin{array}{rrr}-1 & -4 & -2 \\ -4 & -5 & -6 \\ 4 & 8 & 7\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=-1,1 \pm 2 i$.]
20. $\left[\begin{array}{rrr}7 & -2 & 2 \\ 0 & 4 & -1 \\ -1 & 1 & 4\end{array}\right]$.
[Hint: The only eigenvalue of $A$ is $\lambda=5$.]
21. $\left[\begin{array}{rrr}-3 & -1 & -2 \\ 1 & 0 & 1 \\ 1 & 0 & 0\end{array}\right]$.
22. $\left[\begin{array}{rrr}-2 & 0 & -1 \\ 0 & -1 & 0 \\ 1 & 0 & 0\end{array}\right]$.
23. $\left[\begin{array}{rrrr}2 & 13 & 0 & 0 \\ -1 & -2 & 0 & 0 \\ 0 & 0 & 2 & 4 \\ 0 & 0 & 0 & 2\end{array}\right]$.
24. $\left[\begin{array}{rrrr}7 & 0 & 0 & -1 \\ 0 & 6 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 2 & 0 & 0 & 5\end{array}\right]$.

For Problems 25-29, use the variation-of-parameters method to determine a particular solution to the nonhomogeneous linear system $\mathbf{x}^{\prime}=A \mathbf{x}+\mathbf{b}$. Also find the general solution to the system.
25. $A=\left[\begin{array}{rr}-6 & 1 \\ 6 & -5\end{array}\right], \mathbf{b}=\left[\begin{array}{c}1 \\ e^{-t}\end{array}\right]$.
26. $A=\left[\begin{array}{ll}9 & -2 \\ 5 & -2\end{array}\right], \mathbf{b}=\left[\begin{array}{c}9 t \\ 0\end{array}\right]$.
27. $A=\left[\begin{array}{rr}10 & -4 \\ 4 & 2\end{array}\right], \mathbf{b}=\left[\begin{array}{c}0 \\ \frac{1}{t} e^{6 t}\end{array}\right]$.
28. $A=\left[\begin{array}{rrr}2 & -4 & 3 \\ -9 & -3 & -9 \\ 4 & 4 & 3\end{array}\right], \mathbf{b}=\left[\begin{array}{c}e^{6 t} \\ 1 \\ 0\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=6,-3,-1$.]
29. $A=\left[\begin{array}{rrr}2 & -2 & 1 \\ 1 & -4 & 1 \\ 2 & 2 & -3\end{array}\right], \mathbf{b}=\left[\begin{array}{l}t \\ 0 \\ 1\end{array}\right]$.
[Hint: The eigenvalues of $A$ are $\lambda=2,-2,-5$.]
30. True or False: If $X(t)$ is a fundamental matrix for the linear system $\mathbf{x}^{\prime}=A \mathbf{x}$, then $X(t)^{T}$ is a fundamental matrix for the linear system $\mathbf{x}^{\prime}=A^{T} \mathbf{x}$.
31. True or False: If $\mathbf{x}_{0}$ is a solution to the linear system $\mathbf{x}^{\prime}=A \mathbf{x}$, then $\mathbf{x}_{0}$ is also a solution to the linear system $\mathbf{x}^{\prime \prime}=A^{2} \mathbf{x}$.
32. Show that the function $D: V_{n}(I) \rightarrow V_{n}(I)$ defined by

$$
D(\mathbf{x}(t))=\mathbf{x}^{\prime}(t)
$$

is a linear transformation.
33. Consider the differential equation

$$
\begin{equation*}
\frac{d^{3} y}{d t^{3}}+a \frac{d^{2} y}{d t^{2}}+b \frac{d y}{d t}+c y=0, \tag{9.11.8}
\end{equation*}
$$

where $a, b$, and $c$ are arbitrary functions of $t$.
(a) Replace Equation (9.11.8) by an equivalent linear system $\mathbf{x}^{\prime}=A \mathbf{x}$ for an appropriate $3 \times 3$ matrix $A$.
(b) If $y_{1}=f_{1}(t), y_{2}=f_{2}(t)$, and $y_{3}=f_{3}(t)$ are solutions to Equation (9.11.8) on an interval $I$, show that the corresponding solutions to the system you derived in part (a) are

$$
\begin{gathered}
\mathbf{x}_{1}(t)=\left[\begin{array}{l}
f_{1}(t) \\
f_{1}^{\prime}(t) \\
f_{1}^{\prime \prime}(t)
\end{array}\right], \quad \mathbf{x}_{2}(t)=\left[\begin{array}{l}
f_{2}(t) \\
f_{2}^{\prime}(t) \\
f_{2}^{\prime \prime}(t)
\end{array}\right], \\
\mathbf{x}_{3}(t)=\left[\begin{array}{l}
f_{3}(t) \\
f_{3}^{\prime}(t) \\
f_{3}^{\prime \prime}(t)
\end{array}\right] .
\end{gathered}
$$

(c) Show that

$$
W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right](t)=W\left[y_{1}, y_{2}, y_{3}\right](t) .
$$

For Problems 34-41, characterize the equilibrium point for the system $\mathbf{x}^{\prime}=A \mathbf{x}$ and sketch the phase portrait.
34. $A=\left[\begin{array}{rr}-3 & 4 \\ 8 & 1\end{array}\right]$.
35. $A=\left[\begin{array}{ll}0 & -6 \\ 1 & -5\end{array}\right]$.
36. $A=\left[\begin{array}{rr}5 & 9 \\ -2 & -1\end{array}\right]$.
37. $A=\left[\begin{array}{rr}-4 & 0 \\ 0 & -4\end{array}\right]$.
38. $A=\left[\begin{array}{rr}7 & -2 \\ 1 & 4\end{array}\right]$.
39. $A=\left[\begin{array}{rr}-3 & -5 \\ 1 & -7\end{array}\right]$.
40. $A=\left[\begin{array}{rr}-2 & -1 \\ 1 & -4\end{array}\right]$.
41. $A=\left[\begin{array}{rr}10 & -8 \\ 2 & 2\end{array}\right]$.

For Problems 42-43, convert the given DE to a first-order system using the substitution $u=y, v=\frac{d y}{d t}$, and determine the phase portrait for the resulting system.
42. $\frac{d^{2} y}{d t^{2}}+\frac{d y}{d t}-12 y=0$.
43. $\frac{d^{2} y}{d t^{2}}+25 y=0$.

## Project: Coupled Springs Revisited

Recall from Section 9.7 (See Equations (9.7.1) and (9.7.2) with $x$ replaced by $x_{1}$ and $y$ replaced by $x_{2}$ ) that the system of differential equations that governs the motion of a coupled spring-mass system is:

$$
\begin{align*}
& m_{1} \frac{d^{2} x_{1}}{d t^{2}}=-k_{1} x_{1}+k_{2}\left(x_{2}-x_{1}\right),  \tag{9.11.9}\\
& m_{2} \frac{d^{2} x_{2}}{d t^{2}}=-k_{2}\left(x_{2}-x_{1}\right) \tag{9.11.10}
\end{align*}
$$

where $x_{1}$ and $x_{2}$ denote the displacement of the masses $m_{1}$ and $m_{2}$ from their equilibrium positions, respectively, and $k_{1}$ and $k_{2}$ are the (positive) spring constants. Our approach to solving systems of linear differential equations of order higher than first order has been to replace the system with an equivalent first-order system. In the present case this gave rise to a system of four equations (see Equations (9.7.5)-(9.7.7)). In this project we develop an equivalent solution method that can be applied directly to the higher-order system. We begin by writing the system (9.11.9), (9.11.10) in the equivalent form

$$
\begin{equation*}
\mathbf{x}^{\prime \prime}=A \mathbf{x}, \tag{9.11.11}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cc}
-\frac{1}{m_{1}}\left(k_{1}+k_{2}\right) & \frac{k_{2}}{m_{1}}  \tag{9.11.12}\\
\frac{k_{2}}{m_{2}} & -\frac{k_{2}}{m_{2}}
\end{array}\right]
$$

1. Since we know that the motion is oscillatory, it makes sense to look for solutions to (9.11.11) of the form

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{v} \cos \omega t \quad \text { or } \quad \mathbf{x}(t)=\mathbf{v} \sin \omega t, \tag{9.11.13}
\end{equation*}
$$

where $\mathbf{v}$ is a constant vector and $\omega$ is a positive constant.
(a) Verify, by direct substitution, that each of the vector functions given in (9.11.13) is a solution to (9.11.11) provided $\lambda=-\omega^{2}$ is an eigenvalue of $A$ and $\mathbf{v}$ is a corresponding eigenvector.
(b) Derive the following characteristic equation for $A$ :

$$
\begin{equation*}
\lambda^{2}+\left[\frac{1}{m_{1}}\left(k_{1}+k_{2}\right)+\frac{k_{2}}{m_{2}}\right] \lambda+\frac{k_{1} k_{2}}{m_{1} m_{2}}=0, \tag{9.11.14}
\end{equation*}
$$

and show that it has two distinct negative real roots.
(c) Let $\lambda_{1}$ and $\lambda_{2}$ be the eigenvalues determined in (b), and let $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ be the corresponding linearly independent eigenvectors. Use your result from (a) to derive the following four solutions to (9.11.11):

$$
\mathbf{x}_{1}=\mathbf{v}_{1} \cos \omega_{1} t, \quad \mathbf{x}_{2}=\mathbf{v}_{1} \sin \omega_{1} t, \quad \mathbf{x}_{3}=\mathbf{v}_{2} \cos \omega_{2} t, \quad \mathbf{x}_{4}=\mathbf{v}_{2} \sin \omega_{2} t,
$$

where $\omega_{1}=\sqrt{-\lambda_{1}}$, and $\omega_{2}=\sqrt{-\lambda_{2}}$.
(d) Verify that the solutions determined in (c) are linearly independent on any interval, and write the general solution to (9.11.11).
(e) Consider the couple spring-mass system with

$$
k_{1}=4 \mathrm{Nm}^{-1}, \quad k_{2}=2 \mathrm{Nm}^{-1}, \quad m_{1}=2 \mathrm{~kg}, \quad m_{2}=1 \mathrm{~kg} .
$$

At $t=0$, both masses are pulled down a distance 1 m from equilibrium and released from rest. Use the solution technique developed above to determine the subsequent motion of the system. Compare your solution technique to that used in Example 9.7.1 (page 626).
2. Now suppose that the spring-mass system is subjected to a periodic external force. In this case the system (9.11.9) and (9.11.10) can be replaced by

$$
\begin{equation*}
\mathbf{x}^{\prime \prime}=A \mathbf{x}+\mathbf{F} \cos \omega_{0} t \tag{9.11.15}
\end{equation*}
$$

where $\omega_{0}$ is a positive constant, and $\mathbf{F}$ is a constant vector.
(a) Use a trial solution of the form

$$
\mathbf{x}_{p}(t)=\mathbf{B} \cos \omega_{0} t
$$

to derive the following particular solution to (9.11.15):

$$
\mathbf{x}_{p}(t)=-\frac{1}{\operatorname{det}\left(A+\omega_{0}^{2} I_{2}\right)} \operatorname{adj}\left(A+\omega_{0}^{2} I_{2}\right) \mathbf{F} \cos \omega_{0} t
$$

(b) Write the general solution to $(9.11 .15)$ in the case when $A$ is given in (9.11.12). Comment on the behavior of the spring-mass system if $\omega_{0}$ is close to either $\omega_{1}$ or $\omega_{2}$.

## 10

## The Laplace Transform and Some Elementary Applications

### 10.1 Definition of the Laplace Transform

In this chapter, we introduce another technique for solving linear, constant coefficient ordinary differential equations. Actually, the technique has a much broader usage than this. For example, it is used in the solution of linear systems of differential equations, partial differential equations, and also integral equations (see Section 10.9). The reader's immediate reaction may be to question the need for introducing a new method for solving linear, constant coefficient, ordinary differential equations, since our results from Chapter 8 can be applied to any such equation. To answer this question, consider the differential equation

$$
y^{\prime \prime}+a y^{\prime}+b y=F,
$$

where $a$ and $b$ are constants. We have seen how to solve this equation when $F$ is a continuous function on some interval $I$. However, in many problems that arise in engineering, physics, and applied mathematics, $F$ represents an external force that is acting on the system under investigation, and often this force acts intermittently or even instantaneously. ${ }^{1}$ Whereas the techniques from Chapter 8 can be extended to cover these cases, the computations involved are tedious. In contrast, the approach introduced here can handle such problems quite easily.

[^58]First we need a definition.

## DEFINITION 10.1.1

Let $f$ be a function defined on an interval $[0, \infty)$. The Laplace transform of $f$ is the function $F(s)$ defined by

$$
\begin{equation*}
F(s)=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{10.1.1}
\end{equation*}
$$

provided that the improper integral converges. We will usually denote the Laplace transform of $f$ by $L[f]$.

Recall that the improper integral appearing in (10.1.1) is defined by

$$
\int_{0}^{\infty} e^{-s t} f(t) d t=\lim _{N \rightarrow \infty} \int_{0}^{N} e^{-s t} f(t) d t
$$

and that this improper integral converges if and only if the limit on the right-hand side exists and is finite. It follows that not all functions defined on $[0, \infty)$ have a Laplace transform. In the next section, we will address some of the theoretical aspects associated with determining the types of functions for which (10.1.1) converges. For the remainder of this section, we focus our attention on gaining familiarity with Definition 10.1.1, and we derive some basic Laplace transforms.

Example 10.1.2 Determine the Laplace transform of the following functions:
(a) $f(t)=1$.
(b) $f(t)=t$.
(c) $f(t)=e^{a t}$, where $a$ is constant.
(d) $f(t)=\cos b t$, where $b$ is constant.

## Solution:

(a) From the foregoing definition, we have

$$
L[1]=\int_{0}^{\infty} e^{-s t} d t=\lim _{N \rightarrow \infty}\left[-\frac{1}{s} e^{-s t}\right]_{0}^{N}=\lim _{N \rightarrow \infty}\left[\frac{1}{s}-\frac{1}{s} e^{-s N}\right]=\frac{1}{s}, \quad s>0
$$

Notice that the restriction $s>0$ is required for the improper integral to converge, and hence, the Laplace transform $F$ of $f(t)=1$ is only defined on the set of positive real numbers.
(b) In this case, we use integration by parts to obtain

$$
L[t]=\int_{0}^{\infty} e^{-s t} t d t=\lim _{N \rightarrow \infty}\left[-\frac{t e^{-s t}}{s}\right]_{0}^{N}+\int_{0}^{\infty} \frac{1}{s} e^{-s t} d t
$$

But,

$$
\lim _{N \rightarrow \infty} N e^{-s N}=0, \quad s>0
$$

so that

$$
L[t]=\int_{0}^{\infty} \frac{1}{s} e^{-s t} d t=\lim _{N \rightarrow \infty}\left[-\frac{e^{-s t}}{s^{2}}\right]_{0}^{N}=\frac{1}{s^{2}}, \quad s>0 .
$$

It is left as an exercise to show that more generally, for all positive integers $n$,

$$
\begin{equation*}
L\left[t^{n}\right]=\frac{n!}{s^{n+1}}, \quad s>0 \tag{10.1.2}
\end{equation*}
$$

(c) In this case, we have

$$
L\left[e^{a t}\right]=\int_{0}^{\infty} e^{-s t} e^{a t} d t=\int_{0}^{\infty} e^{(a-s) t} d t=\lim _{N \rightarrow \infty}\left[\frac{1}{a-s} e^{(a-s) t}\right]_{0}^{N}=\frac{1}{s-a}
$$

provided that $s>a$. Thus,

$$
\begin{equation*}
L\left[e^{a t}\right]=\frac{1}{s-a}, \quad s>a \tag{10.1.3}
\end{equation*}
$$

(d) From the definition of the Laplace transform,

$$
L[\cos b t]=\int_{0}^{\infty} e^{-s t} \cos b t d t
$$

Using the standard integral

$$
\int e^{a t} \cos b t d t=\frac{e^{a t}}{a^{2}+b^{2}}(a \cos b t+b \sin b t)+c
$$

it follows that

$$
L[\cos b t]=\lim _{N \rightarrow \infty}\left[\frac{e^{-s t}}{s^{2}+b^{2}}(b \sin b t-s \cos b t)\right]_{0}^{N}=\frac{s}{s^{2}+b^{2}}
$$

provided that $s>0$. Thus,

$$
\begin{equation*}
L[\cos b t]=\frac{s}{s^{2}+b^{2}}, \quad s>0 \tag{10.1.4}
\end{equation*}
$$

Similarly, it can be shown that

$$
\begin{equation*}
L[\sin b t]=\frac{b}{s^{2}+b^{2}}, \quad s>0 . \tag{10.1.5}
\end{equation*}
$$

As illustrated by the preceding examples, the range of values $s$ can assume must often be restricted to ensure the convergence of the improper integral (10.1.1). For the remainder of the chapter, we will often take for granted without mention that the Laplace transforms we compute have a restricted domain.

## Linearity of the Laplace Transform

Suppose that the Laplace transform of both $f$ and $g$ exist for $s>\alpha$, where $\alpha$ is a constant. Then, using properties of convergent improper integrals, it follows that for $s>\alpha$,

$$
\begin{aligned}
L[f+g]=\int_{0}^{\infty} e^{-s t}[f(t)+g(t)] d t & =\int_{0}^{\infty} e^{-s t} f(t) d t+\int_{0}^{\infty} e^{-s t} g(t) d t \\
& =L[f]+L[g]
\end{aligned}
$$

Further, if $c$ is any real number, then

$$
L[c f]=\int_{0}^{\infty} e^{-s t} c f(t) d t=c \int_{0}^{\infty} e^{-s t} f(t) d t=c L[f]
$$

Consequently,

$$
\begin{array}{ll}
\text { 1. } L[f+g]=L[f]+L[g] & \text { 2. } L[c f]=c L[f]
\end{array}
$$

so that the Laplace transform satisfies the basic properties of a linear transformation. This linearity of $L$ enables us to determine the Laplace transform of complicated functions from a knowledge of the Laplace transform of some basic functions. This will be used continuously throughout this chapter.

Example 10.1.3 Determine the Laplace transform of

$$
f(t)=4 e^{3 t}+2 \sin 5 t-7 t^{3}
$$

Solution: Since the Laplace transform is linear, it follows that

$$
L\left[4 e^{3 t}+2 \sin 5 t-7 t^{3}\right]=4 L\left[e^{3 t}\right]+2 L[\sin 5 t]-7 L\left[t^{3}\right]
$$

Using the results of the previous example, we therefore obtain

$$
L\left[4 e^{3 t}+2 \sin 5 t-7 t^{3}\right]=\frac{4}{s-3}+\frac{10}{s^{2}+25}-\frac{42}{s^{4}}, \quad s>3
$$

## Piecewise Continuous Functions

The functions that we have considered in the foregoing examples have all been continuous on $[0, \infty)$. As we will see in later sections, the real power of the Laplace transform comes from the fact that piecewise continuous functions can be transformed. Before illustrating this point, we recall the definition of a piecewise continuous function.

## DEFINITION 10.1.4

A function $f$ is called piecewise continuous on the interval $[a, b]$ if we can divide $[a, b]$ into a finite number of subintervals in such a manner that

1. $f$ is continuous on each subinterval, and
2. $f$ approaches a finite limit as the endpoints of each subinterval are approached from within.

If $f$ is piecewise continuous on every interval of the form $[0, b]$, where $b$ is a constant, then we say that $f$ is piecewise continuous on $[0, \infty)$.

Example 10.1.5 The function $f$ defined by

$$
f(t)=\left\{\begin{array}{cl}
t^{2}+1, & 0 \leq t \leq 1, \\
2-t, & 1<t \leq 2, \\
1, & 2<t \leq 3,
\end{array}\right.
$$

is piecewise continuous on $[0,3]$, whereas

$$
f(t)=\left\{\begin{array}{cc}
\frac{1}{1-t}, & 0 \leq t<1, \\
t, & 1 \leq t \leq 3,
\end{array}\right.
$$

is not piecewise continuous on $[0,3]$. The graphs of these functions are shown in Figure 10.1.1.


Figure 10.1.1: (a) An example of a piecewise continuous function. (b) An example of a function that is not piecewise continuous.

Example 10.1.6

Figure 10.1.2: The piecewise continuous function in Example 10.1.6.


Determine the Laplace transform of the piecewise continuous function

$$
f(t)=\left\{\begin{array}{rr}
t, & 0 \leq t<1, \\
-1, & t \geq 1 .
\end{array}\right.
$$

Solution: The function is sketched in Figure 10.1.2. To determine the Laplace transform of $f$, we use Definition 10.1.1.

$$
\begin{aligned}
L[f] & =\int_{0}^{\infty} e^{-s t} f(t) d t=\int_{0}^{1} e^{-s t} f(t) d t+\int_{1}^{\infty} e^{-s t} f(t) d t \\
& =\int_{0}^{1} t e^{-s t} d t-\int_{1}^{\infty} e^{-s t} d t=\left[-\frac{1}{s} t e^{-s t}-\frac{1}{s^{2}} e^{-s t}\right]_{0}^{1}+\lim _{N \rightarrow \infty}\left[\frac{1}{s} e^{-s t}\right]_{1}^{N} \\
& =-\frac{1}{s} e^{-s}-\frac{1}{s^{2}} e^{-s}+\frac{1}{s^{2}}-\frac{1}{s} e^{-s},
\end{aligned}
$$

provided that $s>0$. Thus,

$$
L[f]=\frac{1}{s^{2}}\left[1-e^{-s}(2 s+1)\right], \quad s>0 .
$$

## Exercises for 10.1

## Key Terms

Laplace transform, Piecewise continuous function.

## Skills

- Be able to determine the Laplace transform of a given function $f$.
- Be able to use the linearity of the Laplace transform to assist in computing Laplace transforms.
- Be able to determine whether or not a given function is piecewise continuous.


## True-False Review

For Questions (a)-(i), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The function

$$
f(t)= \begin{cases}t, & \text { if } t \text { is an integer } \\ t^{2}, & \text { if } t \text { is not an integer }\end{cases}
$$

is piecewise continuous on $[0, \infty)$.
(b) The function

$$
g(t)=\left\{\begin{array}{cl}
\frac{1}{\sin t}, & \text { if } t \text { is not a multiple of } \pi \\
0, & \text { if } t \text { is a multiple of } \pi
\end{array}\right.
$$

is piecewise continuous on $[0, \infty)$.
(c) If $f$ and $g$ are piecewise continuous functions on an interval $I$, then so is $f+g$.
(d) If $f$ is piecewise continuous on the interval $[a, b]$ and on the interval $[b, c]$, then $f$ is piecewise continuous on the interval $[a, c]$.
(e) The Laplace transform of a function $f$ is a function $F(s)$ defined by

$$
F(s)=\int_{1}^{\infty} e^{-s t} f(t) d t
$$

provided that this improper integral converges.
(f) The Laplace transform $F(s)$ of $f(t)=e^{t}$ is only defined for $s>1$.
(g) The Laplace transform $F(s)$ of $f(t)=2 \cos 3 t$ is only defined for $s>3$.
(h) For any function $f$ such that $f(x)>0$ for all $x$ in $[0, \infty), L\left[\frac{1}{f}\right]=\frac{1}{L[f]}$.
(i) For any function $f$ such that $f(x)>0$ for all $x$ in $[0, \infty), L\left[f^{2}\right]=L[f]^{2}$.

## Problems

For Problems 1-12, use (10.1.1) to determine $L[f]$.

1. $f(t)=t-1$.
2. $f(t)=e^{2 t}$.
3. $f(t)=t e^{t}$.
4. $f(t)=\sin b t$, where $b$ is constant.
5. $f(t)=\sinh b t$, where $b$ is constant.
6. $f(t)=\cosh b t$, where $b$ is constant.
7. $f(t)=3 e^{2 t}$.
8. $f(t)=2 t$.
9. $f(t)=\left\{\begin{array}{rr}t^{2}, & 0 \leq t \leq 1, \\ 1, & t>1 .\end{array}\right.$
10. $f(t)=\left\{\begin{array}{rr}1, & 0 \leq t<2, \\ -1, & t \geq 2 .\end{array}\right.$
11. $f(t)=e^{2 t} \cos 3 t$.
12. $f(t)=e^{t} \sin t$.

For Problems 13-22, use the linearity of $L$ and the formulas derived in this section to determine $L[f]$.
13. $f(t)=2 \sin 3 t+4 t^{3}$.
14. $f(t)=2 t-e^{2 t}$.
15. $f(t)=\sinh b t$, where $b$ is constant.
16. $f(t)=\cosh b t$, where $b$ is constant.
17. $f(t)=7 e^{-2 t}+1$.
18. $f(t)=3 t^{2}-5 \cos 2 t+\sin 3 t$.
19. $f(t)=4 \cos (t-\pi / 4)$.
20. $f(t)=2 e^{-3 t}+4 e^{t}-5 \sin t$.
21. $f(t)=2 \sin ^{2} 4 t-3$.
22. $f(t)=4 \cos ^{2} b t$, where $b$ is constant.

For Problems 23-30, sketch the given function and determine whether it is piecewise continuous on $[0, \infty)$.
23. $f(t)=\left\{\begin{array}{cr}1, & 0 \leq t \leq 1, \\ 1-t, & t>2, \\ 1, & t>2 .\end{array}\right.$
24. $f(t)=\left\{\begin{array}{rr}3, & 0 \leq t \leq 1, \\ 0, & 1 \leq t<3, \\ -1, & t \geq 3 .\end{array}\right.$
25. $f(t)=\left\{\begin{array}{cr}t, & 0 \leq t \leq 1, \\ 1 / t^{2}, & t>1 .\end{array}\right.$
26. $f(t)=\left\{\begin{array}{cr}1, & 0 \leq t \leq 1, \\ 1 /(t-1), & t>1 .\end{array}\right.$
27. $f(t)=t, 0 \leq t<1, f(t+1)=f(t)$.
28. $f(t)=n, n \leq t<n+1, n=0,1,2, \ldots$.
29. $f(t)=\frac{2}{t+1}$.
30. $f(t)=\frac{1}{t-2}$.

For Problems 31-34, sketch the given function and determine its Laplace transform.
31. $f(t)=\left\{\begin{array}{rr}1, & 0 \leq t \leq 2, \\ -1, & t>2 .\end{array}\right.$
32. $f(t)=\left\{\begin{array}{lr}t, & 0 \leq t \leq 1, \\ 0, & t \geq 1 .\end{array}\right.$
33. $f(t)=\left\{\begin{array}{cr}t, & 0 \leq t<1, \\ 1, & 1 \leq t<3, \\ e^{t-3}, & t>3 .\end{array}\right.$
34. $f(t)=\left\{\begin{array}{rr}0, & 0 \leq t \leq 1, \\ t, & 1<t \leq 2, \\ 0, & t>2 .\end{array}\right.$
35. Recall that according to Euler's formula

$$
e^{i b t}=\cos b t+i \sin b t .
$$

Since the Laplace transform is linear, it follows that

$$
\begin{aligned}
L[\cos b t] & =\operatorname{Re}\left(L\left[e^{i b t}\right]\right), \\
L[\sin b t] & =\operatorname{Im}\left(L\left[e^{i b t}\right]\right) .
\end{aligned}
$$

Find $L\left[e^{i b t}\right]$, and hence, derive Equations (10.1.4) and (10.1.5).
36. Use the technique introduced in the previous problem to determine

$$
L\left[e^{a t} \cos b t\right] \text { and } L\left[e^{a t} \sin b t\right],
$$

where $a$ and $b$ are arbitrary constants.
37. Use mathematical induction to prove that for every positive integer $n$,

$$
L\left[t^{n}\right]=\frac{n!}{s^{n+1}} .
$$

38. (a) By making the change of variables $t=\frac{x^{2}}{s}(s>0)$ in the integral that defines the Laplace transform, show that

$$
L\left[t^{-1 / 2}\right]=2 s^{-1 / 2} \int_{0}^{\infty} e^{-x^{2}} d x
$$

(b) Use your result in (a) to show that

$$
\left(L\left[t^{-1 / 2}\right]\right)^{2}=4 s^{-1} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(x^{2}+y^{2}\right)} d x d y .
$$

(c) By changing to polar coordinates, evaluate the double integral in (b), and hence, show that

$$
L\left[t^{-1 / 2}\right]=\sqrt{\frac{\pi}{s}}, s>0 .
$$

### 10.2 The Existence of the Laplace Transform and the Inverse Transform

In the previous section, we derived the Laplace transform of several elementary functions. In this section, we address some of the more theoretical aspects of the Laplace transform. The first question that we wish to answer is the following:

What types of functions have a Laplace transform?
We will not be able to answer this question completely, since it requires a deeper mathematical background than we assume of the reader. However, we can identify a very large class of functions that are Laplace transformable.

By definition, the Laplace transform of a function $f$ is

$$
\begin{equation*}
L[f]=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{10.2.1}
\end{equation*}
$$

provided that the integral converges. If $f$ is piecewise continuous on an interval $[a, b]$, then it is a standard result from calculus that $f$ is also integrable over $[a, b]$. Thus, if we restrict attention to functions that are piecewise continuous on $[0, \infty)$, it follows that the integral

$$
\int_{0}^{b} e^{-s t} f(t) d t
$$

exists for all positive (and finite) $b$. However, it does not follow that the Laplace transform of $f$ exists, since the improper integral in (10.2.1) may still diverge. To guarantee convergence of the integral, we must ensure that the integrand in (10.2.1) approaches zero rapidly enough as $t \rightarrow \infty$. As we show next, this will be the case provided that, in addition to being piecewise continuous, $f$ also satisfies the following definition:

## DEFINITION 10.2.1

A function $f$ is said to be of exponential order if there exist constants $M$ and $\alpha$ such that

$$
|f(t)| \leq M e^{\alpha t}
$$

for all $t>0$.

Example 10.2.2 The function $f(t)=10 e^{7 t} \cos 5 t$ is of exponential order, since

$$
|f(t)|=10 e^{7 t}|\cos 5 t| \leq 10 e^{7 t}
$$

Now let $E(0, \infty)$ denote the set of all functions that are both piecewise continuous on $[0, \infty)$ and of exponential order. If we add two functions that are in $E(0, \infty)$, the result is a new function that is also in $E(0, \infty)$. Similarly, if we multiply a function in $E(0, \infty)$ by a constant, the result is once more a function in $E(0, \infty)$. It follows from Theorem 4.3.2 that $E(0, \infty)$ is a subspace of the vector space of all functions defined on $[0, \infty)$. We will show next that the functions in the vector space $E(0, \infty)$ have a Laplace transform. Before doing so, we need to state a basic result about the convergence of improper integrals.

## Lemma 10.2.3 (The Comparison Test for Improper Integrals)

Suppose that $0 \leq G(t) \leq H(t)$ for $0 \leq t<\infty$. If $\int_{0}^{\infty} H(t) d t$ converges, then $\int_{0}^{\infty} G(t) d t$ converges.

Proof This can be found in any textbook on advanced calculus.
We also recall that if $\int_{0}^{\infty}|F(t)| d t$ converges, then so does $\int_{0}^{\infty} F(t) d t$. We can now establish a key existence theorem for the Laplace transform.

Theorem 10.2.4 If $f$ is in $E(0, \infty)$, then there exists a constant $\alpha$ such that

$$
L[f]=\int_{0}^{\infty} e^{-s t} f(t) d t
$$

exists for all $s>\alpha$.

Proof Since $f$ is piecewise continuous on $[0, \infty), e^{-s t} f(t)$ is integrable over any finite interval. Further, since $f$ is in $E(0, \infty)$, there exist constants $M$ and $\alpha$ such that

$$
|f(t)| \leq M e^{\alpha t},
$$

for all $t>0$. We now use the comparison test for integrals to establish that the improper integral defining the Laplace transform converges on the domain $(\alpha, \infty)$. Let

$$
F(t)=\left|e^{-s t} f(t)\right| .
$$

Then,

$$
F(t)=e^{-s t}|f(t)| \leq M e^{(\alpha-s) t} .
$$

But, for $s>\alpha$,

$$
\int_{0}^{\infty} M e^{(\alpha-s) t} d t=\lim _{N \rightarrow \infty} \int_{0}^{N} M e^{(\alpha-s) t} d t=\frac{M}{s-\alpha} .
$$

Applying the comparison test for improper integrals with $F(t)$ as just defined and $G(t)=$ $M e^{(\alpha-s) t}$, it follows that

$$
\int_{0}^{\infty}\left|e^{-s t} f(t)\right| d t
$$

converges for $s>\alpha$, and hence, so also does

$$
\int_{0}^{\infty} e^{-s t} f(t) d t
$$

Thus, we have shown that $L[f]$ exists for $s>\alpha$, as required.

Remark The preceding theorem gives only sufficient conditions that guarantee the existence of the Laplace transform. There are functions that are not in $E(0, \infty)$, but that do have a Laplace transform. For example, $f(t)=t^{-1 / 2}$ is certainly not in $E(0, \infty)$, but $L\left[t^{-1 / 2}\right]=\sqrt{\frac{\pi}{s}}$. (See Problem 38 in the previous section.)

## The Inverse Laplace Transform

Let $V$ denote the subspace of $E(0, \infty)$ consisting of all continuous functions of exponential order. We have seen in the previous section that the Laplace transform satisfies

$$
L[f+g]=L[f]+L[g], \quad L[c f]=c L[f] .
$$

Consequently, $L$ defines a linear transformation of $V$ onto $\operatorname{Rng}(L)$. Further, it can be shown (Problem 22) that $L$ is also one-to-one, and therefore, from the results of Section 6.4, the inverse transformation, $L^{-1}$, exists and is defined as follows:

## DEFINITION 10.2.5

The linear transformation $L^{-1}: \operatorname{Rng}(L) \rightarrow V$ defined by

$$
\begin{equation*}
L^{-1}[F](t)=f(t) \text { if and only if } L[f](s)=F(s) \tag{10.2.2}
\end{equation*}
$$

is called the inverse Laplace transform.

Remark We emphasize the fact that $L^{-1}$ is a linear transformation, so that

$$
L^{-1}[F+G]=L^{-1}[F]+L^{-1}[G]
$$

and

$$
L^{-1}[c F]=c L^{-1}[F]
$$

for all $F$ and $G$ in $\operatorname{Rng}(L)$ and all real numbers $c$. This can either be seen directly from (10.2.2) or from the general theory of inverse linear transformations.

In Section 10.1, we derived the transforms
$L\left[t^{n}\right]=\frac{n!}{s^{n+1}}, \quad L\left[e^{a t}\right]=\frac{1}{s-a}, \quad L[\cos b t]=\frac{s}{s^{2}+b^{2}}, \quad L[\sin b t]=\frac{b}{s^{2}+b^{2}}$,
from which we directly obtain the inverse transforms

$$
\begin{array}{ll}
L^{-1}\left[\frac{1}{s^{n+1}}\right]=\frac{1}{n!} t^{n}, & L^{-1}\left[\frac{1}{s-a}\right]=e^{a t} \\
L^{-1}\left[\frac{s}{s^{2}+b^{2}}\right]=\cos b t, & L^{-1}\left[\frac{b}{s^{2}+b^{2}}\right]=\sin b t .
\end{array}
$$

Example 10.2.6 Find $L^{-1}[F](t)$ if
(a) $F(s)=\frac{2}{s^{2}}$.
(b) $F(s)=\frac{3 s}{s^{2}+4}$.
(c) $F(s)=\frac{3 s+2}{(s-1)(s-2)}$.

## Solution:

(a) $L^{-1}\left[\frac{2}{s^{2}}\right]=2 L^{-1}\left[\frac{1}{s^{2}}\right]=2 t$.
(b) $L^{-1}\left[\frac{3 s}{s^{2}+4}\right]=3 L^{-1}\left[\frac{s}{s^{2}+4}\right]=3 \cos 2 t$.
(c) In this case, it is not obvious at first sight what the appropriate inverse transform is. However, decomposing $F(s)$ into partial fractions yields ${ }^{2}$

$$
F(s)=\frac{3 s+2}{(s-1)(s-2)}=\frac{8}{s-2}-\frac{5}{s-1} .
$$

Consequently, using linearity of $L^{-1}$,

$$
\begin{aligned}
L^{-1}\left[\frac{3 s+2}{(s-1)(s-2)}\right] & =L^{-1}\left[\frac{8}{s-2}\right]-L^{-1}\left[\frac{5}{s-1}\right] \\
& =8 L^{-1}\left[\frac{1}{s-2}\right]-5 L^{-1}\left[\frac{1}{s-1}\right] \\
& =8 e^{2 t}-5 e^{t} .
\end{aligned}
$$

If we relax the assumption that $V$ contain only continuous functions of exponential order, then it is no longer true that $L$ is one-to-one, and so, for a given $F(s)$, there will be (infinitely) many piecewise continuous functions $f$ with the property that

$$
L[f]=F(s) .
$$

Thus, we lose the uniqueness of $L^{-1}[F]$. However, it can be shown (see, for example, R.V. Churchill, Modern Operational Mathematics in Engineering, McGraw-Hill, 1944) that if two functions have the same Laplace transform, then they can only differ in their values at points of discontinuity. This does not affect the solution to our problems, and therefore, we will use (10.2.2) to determine the inverse Laplace transform, even if $f$ is piecewise continuous.

Example 10.2.7 In the previous section, we have shown that the Laplace transform of the piecewise continuous function

$$
f(t)=\left\{\begin{array}{rr}
t, & 0 \leq t<1, \\
-1, & t \geq 1 .
\end{array}\right.
$$

is

$$
L[f]=\frac{1}{s^{2}}\left[1-e^{-s}(2 s+1)\right], \quad s>0 .
$$

Consequently,

$$
L^{-1}\left\{\frac{1}{s^{2}}\left[1-e^{-s}(2 s+1)\right]\right\}=f(t)
$$

It is possible to give a general formula for determining the inverse Laplace transform of $F(s)$ in terms of a contour integral in the complex plane. However, this is beyond the scope of the present treatment of the Laplace transform. In practice, as in the previous examples, we determine inverse Laplace transforms by recognizing $F(s)$ as being the Laplace transform of an appropriate function $f(t)$. In order for this approach to work, we need to memorize a few basic transforms and then be able to use these transforms to determine the inverse Laplace transform of more complicated functions. This is similar to the way that we learn how to integrate. The transform pairs that will be needed for the remainder of the text are listed in Table 10.2.1. Several of the transforms given in this table will be derived in the following sections. More generally, very large tables

[^59]of Laplace transforms have been compiled for use in applications, and most current computer algebra systems (such as Maple, Mathematica, and so on) have the built-in capability to determine Laplace transforms.

Table 10.2.1

| Function $f(t)$ | Laplace Transform $F(s)$ |
| :--- | :--- |
| $f(t)=t^{n}, \quad n$ a nonnegative integer | $F(s)=\frac{n!}{s^{n+1}}, s>0$. |
| $f(t)=e^{a t}, \quad a$ constant | $F(s)=\frac{1}{s-a}, s>a$. |
| $f(t)=\sin b t, \quad b$ constant | $F(s)=\frac{b}{s^{2}+b^{2}}, s>0$. |
| $f(t)=\cos b t, \quad b$ constant | $F(s)=\frac{s}{s^{2}+b^{2}}, s>0$. |
| $f(t)=t^{-1 / 2}$ | $F(s)=(\pi / s)^{1 / 2}, s>0$. |
| $f(t)=u_{a}(t)$ (see Section 10.7) | $F(s)=\frac{1}{s} e^{-a s}$. |
| $f(t)=\delta(t-a)$ (see Section 10.8) | $F(s)=e^{-a s}$. |

Transform of Derivatives (see Section 10.4)

| $f^{\prime}$ | $L\left[f^{\prime}\right]=s L[f]-f(0)$. |
| :--- | :--- |
| $f^{\prime \prime}$ | $L\left[f^{\prime \prime}\right]=s^{2} L[f]-s f(0)-f^{\prime}(0)$. |

Shifting Theorems (see Sections 10.5 and 10.7)

| $e^{a t} f(t)$ | $F(s-a)$. |
| :--- | :--- |
| $u_{a}(t) f(t-a)$ | $e^{-a s} F(s)$. |

## Exercises for 10.2

## Key Terms

Exponential order, Comparison test for improper integrals, Inverse Laplace transform.

## Skills

- Be able to decide whether or not a given function is of exponential order.
- Be able to determine the inverse Laplace transform of a given function.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $f$ is a function of exponential order, and $|g(x)|<$ $f(x)$ for all $x$, then $g$ is of exponential order.
(b) If $f$ and $g$ are functions of exponential order, then so is $f+g$.
(c) If $0 \leq G(t) \leq H(t)$ for $0 \leq t<\infty$ and $\int_{0}^{\infty} G(t) d t$ converges, then so does $\int_{0}^{\infty} H(t) d t$.
(d) The inverse Laplace transform operator is a linear transformation.
(e) The inverse Laplace transform of the function $F(s)=$ $\frac{s}{s^{2}+9}$ is $f(t)=\sin 3 t$.
(f) The inverse Laplace transform of the function $F(s)=$ $\frac{1}{s+3}$ is the function $f(t)=e^{3 t}$.

## Problems

For Problems $1-5$, show that the given function is of exponential order.

1. $f(t)=e^{2 t}$.
2. $f(t)=\cos 2 t$.
3. $f(t)=t e^{-2 t}$.
4. $f(t)=e^{3 t} \sin 4 t$.
5. $f(t)=t^{n} e^{a t}$, where $a$ and $n$ are positive integers.
6. Show that if $f$ and $g$ are in $E(0, \infty)$, then so are $f+g$ and $c f$ for any scalar $c$.

For Problems 7-21, determine the inverse Laplace transform of the given function.
7. $F(s)=\frac{3}{s-2}$.
8. $F(s)=\frac{2}{s}$.
9. $F(s)=\frac{1}{s^{2}+4}$.
10. $F(s)=\frac{5}{s+3}$.
11. $F(s)=\frac{4}{s^{3}}$.
12. $F(s)=\frac{2 s}{s^{2}+9}$.
13. $F(s)=\frac{2 s+1}{s^{2}+16}$.
14. $F(s)=\frac{s+6}{s^{2}+1}$.
15. $F(s)=\frac{4}{s^{2}}-\frac{s+2}{s^{2}+9}$.
16. $F(s)=\frac{2}{s}-\frac{3}{s+1}$.
17. $F(s)=\frac{s-2}{(s+1)\left(s^{2}+4\right)}$.
18. $F(s)=\frac{1}{s(s+1)}$.
19. $F(s)=\frac{s+4}{(s-1)(s+2)(s-3)}$.
20. $F(s)=\frac{2 s+3}{(s-2)\left(s^{2}+1\right)}$.
21. $F(s)=\frac{2 s+3}{\left(s^{2}+4\right)\left(s^{2}+1\right)}$.
22. This exercise verifies the claim in the text that the Laplace transform defines a one-to-one linear transformation from $V$ to $\operatorname{Rng}(L)$. Let $f$ be a continuous function of exponential order. It suffices to prove that if $f$ is not identically zero, then $L[f] \neq 0$.
[Hint: Show that $L[|f|]>0$ if $f$ is not identically zero.]

### 10.3 Periodic Functions and the Laplace Transform

Many of the functions that arise in engineering applications are periodic on some interval. Due to the symmetry associated with a periodic function, we might suspect that the evaluation of the Laplace transform of such a function can be reduced to an integration over one period of the function. Before establishing this result, we first recall the definition of a periodic function.

## DEFINITION 10.3.1

A function $f$ defined on an interval $[0, \infty)$ is said to be periodic with period $T$ if $T$ is the smallest positive real number that satisfies the equation

$$
f(t+T)=f(t)
$$

for all $t \geq 0$.

The most familiar examples of periodic functions are the trigonometric functions sine and cosine, which have period $2 \pi$.

Example 10.3.2 The function $f$ defined by

$$
f(t)=\left\{\begin{array}{ll}
2, & 0 \leq t \leq 1, \\
1, & 1<t<2,
\end{array} \quad f(t+2)=f(t),\right.
$$

is periodic on $[0, \infty)$ with period 2. (See Figure 10.3.1.)


Figure 10.3.1: A function that is periodic on $[0, \infty)$ with period 2 .
The following theorem can be used to simplify the evaluation of the Laplace transform of a periodic function.

Theorem 10.3.3 Let $f$ be in $E(0, \infty)$. If $f$ is periodic on $[0, \infty)$ with period $T$, then

$$
L[f]=\frac{1}{1-e^{-s T}} \int_{0}^{T} e^{-s t} f(t) d t
$$

Proof By definition of the Laplace transform, we have

$$
\begin{aligned}
L[f] & =\int_{0}^{\infty} e^{-s t} f(t) d t \\
& =\int_{0}^{T} e-s t f(t) d t+\int_{T}^{2 T} e^{-s t} f(t) d t+\cdots+\int_{n T}^{(n+1) T} e^{-s t} f(t) d t+\cdots
\end{aligned}
$$

Now consider the general integral

$$
I=\int_{n T}^{(n+1) T} e^{-s t} f(t) d t
$$

If we let $x=t-n T$, then $d x=d t$. Further, $t=n T$ corresponds to $x=0$, whereas $t=(n+1) T$ corresponds to $x=T$. Hence, $I$ can be written in the equivalent form

$$
I=\int_{0}^{T} e^{-s(x+n T)} f(x+n T) d x=e^{-s n T} \int_{0}^{T} e^{-s x} f(x) d x
$$

where we have used the fact that $f$ is periodic of period $T$ to replace $f(x+n T)$ by $f(x)$. All of the integrals that arise in the expression for $L[f]$ are of the preceding form for an appropriate value of $n$. It follows, therefore, that we can write

$$
\begin{equation*}
L[f]=\left(1+e^{-s T}+e^{-2 s T}+\cdots+e^{-n s T}+\cdots\right) \int_{0}^{T} e^{-s x} f(x) d x \tag{10.3.1}
\end{equation*}
$$

However, the series multiplying the integral is just a geometric series with common ratio ${ }^{3}$ $e^{-s T}$. Consequently, the sum of the geometric series is $\frac{1}{1-e^{-s T}}$, so that

$$
L[f]=\frac{1}{1-e^{-s T}} \int_{0}^{T} e^{-s T} f(t) d t
$$

where we have replaced the dummy variable $x$ in (10.3.1) by $t$ without loss of generality.

Example 10.3.4 Determine the Laplace transform of

$$
f(t)=\left\{\begin{array}{cc}
\sin t, & 0 \leq t \leq \pi, \quad f(t+2 \pi)=f(t) . \\
0, & \pi \leq t<2 \pi,
\end{array}\right.
$$

Solution: Since the given function is periodic on $[0, \infty)$ with period $2 \pi$ (see Figure 10.3.2), we can use Theorem 10.3.3 to determine $L[f]$. We have

$$
L[f]=\frac{1}{1-e^{-2 \pi s}} \int_{0}^{2 \pi} e^{-s t} f(t) d t=\frac{1}{1-e^{-2 \pi s}} \int_{0}^{\pi} e^{-s t} \sin t d t
$$



Figure 10.3.2: The periodic function defined in Example 10.3.4.
Using the standard integral

$$
\int e^{a t} \sin b t d t=\frac{1}{a^{2}+b^{2}} e^{a t}(a \sin b t-b \cos b t)+c
$$

it follows that

$$
\begin{aligned}
L[f] & =\frac{1}{1-e^{-2 \pi s}}\left\{-\frac{1}{s^{2}+1}\left[e^{-s t}(\cos t+s \sin t)\right]_{0}^{\pi}\right\} \\
& =\frac{1}{1-e^{-2 \pi s}}\left(\frac{e^{-s \pi}+1}{s^{2}+1}\right) .
\end{aligned}
$$

Substituting for

$$
1-e^{-2 \pi s}=\left(1-e^{-\pi s}\right)\left(1+e^{-\pi s}\right)
$$

yields

$$
L[f]=\frac{1}{\left(s^{2}+1\right)\left(1-e^{-\pi s}\right)} .
$$
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## Exercises for 10.3

## Key Terms

Periodic function, Period.

## Skills

- Be able to determine the Laplace transform of a given periodic function.


## True-False Review

For Questions (a)-(h), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Any periodic function $f$ has more than one period.
(b) If $f$ is a periodic function and $g$ is a function such that $g(t)=f(t+c)$ for some constant $c$, then $g$ is a periodic function with the same period as $f$.
(c) The function $f(t)=\cos 2 t$ is periodic with period $\pi / 2$.
(d) The function $f(t)=\sin \left(t^{2}\right)$ is periodic.
(e) Every piecewise continuous function $f$ is periodic.
(f) If $m$ and $n$ are positive integers and $f$ is a periodic function with period $m$ and $g$ is a periodic function with period $n$, then $f+g$ is a periodic function with period $m+n$.
(g) If $m, n, f$, and $g$ are as in the previous question, then $f g$ is a periodic function with period $m n$.
(h) The Laplace transform of a periodic function is a periodic function.

## Problems

For Problems 1-9, determine the Laplace transform of the given function.

1. $f(t)=t^{2}, \quad 0 \leq t<2, f(t+2)=f(t)$.
2. $f(t)=t, 0 \leq t<1, f(t+1)=f(t)$.
3. $f(t)=\cos t, \quad 0 \leq t<\pi, \quad f(t+\pi)=f(t)$.
4. $f(t)=\sin t, \quad 0 \leq t<\pi, \quad f(t+\pi)=f(t)$.
5. $f(t)=e^{t}, \quad 0 \leq t<1, \quad f(t+1)=f(t)$.
6. $f(t)=\left\{\begin{array}{cc}2 t / \pi, & 0 \leq t<\pi / 2, \\ \sin t, & \pi / 2 \leq t<\pi,\end{array}\right.$ where $f(t+\pi)=f(t)$.
7. $f(t)=\left\{\begin{array}{rr}1, & 0 \leq t<1, \\ -1, & 1 \leq t \leq 2,\end{array}\right.$, where $f(t+2)=f(t)$.
8. $f(t)=|\cos t|, 0 \leq t<\pi, f(t+\pi)=f(t)$.
9. The triangular wave function (see Figure 10.3.3)

$$
f(t)=\left\{\begin{array}{cc}
t / a, & 0 \leq t<a, \\
(2 a-t) / a, & a \leq t<2 a,
\end{array}\right.
$$

where $f(t+2 a)=f(t)$, for a positive constant $a$.


Figure 10.3.3: A triangular wave function.
10. Use Theorem 10.3.3, together with the fact that $f(t)=$ $\sin a t$ is periodic on the interval $[0,2 \pi / a]$, to determine $L[f]$.
11. Repeat the previous problem for the function $f(t)=$ $\cos a t$.

### 10.4 The Transform of Derivatives and Solution of Initial-Value Problems

The reason that we have introduced the Laplace transform is that it provides an alternative technique for solving differential equations. To see how this technique arises, we must first consider how the derivative of a function transforms.

Theorem 10.4.1 Suppose that $f$ is of exponential order on $[0, \infty)$ and that $f^{\prime}$ exists and is piecewise continuous on $[0, \infty)$. Then $L\left[f^{\prime}\right]$ exists and is given by

$$
L\left[f^{\prime}\right]=s L[f]-f(0)
$$

Proof For simplicity we consider the case when $f^{\prime}$ is continuous on $[0, \infty)$. The extension to the case of piecewise continuity is straightforward. Since $f$ is differentiable and of exponential order on $[0, \infty)$, it follows that it belongs to $E(0, \infty)$, and hence its Laplace transform exists. By definition of the Laplace transform, we have

$$
L\left[f^{\prime}\right]=\int_{0}^{\infty} e^{-s t} f^{\prime}(t) d t=\left[e^{-s t} f(t)\right]_{0}^{\infty}+s \int_{0}^{\infty} e^{-s t} f(t) d t
$$

That is, since $f$ is of exponential order on $[0, \infty)$,

$$
L\left[f^{\prime}\right]=s L[f]-f(0) .
$$

Example 10.4.2 Solve the initial-value problem

$$
\frac{d y}{d t}=t, \quad y(0)=1
$$

Solution: This problem can be solved by a direct integration. However, we will use the Laplace transform. Taking the Laplace transform of both sides of the given differential equation and using the result of the previous theorem, we obtain

$$
s Y(s)-y(0)=\frac{1}{s^{2}} .
$$

This is an algebraic equation for $Y(s)$. Substituting in the initial condition and solving algebraically for $Y(s)$ yields

$$
Y(s)=\frac{1}{s^{3}}+\frac{1}{s} .
$$

To determine the solution of the original problem, we now take the inverse Laplace transform of both sides of this equation. The result is

$$
y(t)=L^{-1}\left[\frac{1}{s^{3}}+\frac{1}{s}\right] .
$$

That is, since $L^{-1}\left[\frac{1}{s^{n+1}}\right]=\frac{1}{n!} t^{n}$,

$$
y(t)=\frac{1}{2} t^{2}+1 .
$$

The foregoing example illustrates the basic steps in solving an initial-value problem using the Laplace transform. We proceed as follows:

1. Take the Laplace transform of the given differential equation, and substitute in the given initial conditions.
2. Solve the resulting equation algebraically for $Y(s)$.
3. Take the inverse Laplace transform of $Y(s)$ to determine the solution $y(t)$ of the given initial-value problem.

These steps are illustrated in Figure 10.4.1.


Figure 10.4.1: A schematic representation of the Laplace transform method for solving initial-value problems.

To extend the technique introduced in the previous example to higher-order differential equations, we need to determine how the higher-order derivatives transform. This can be derived quite easily from Theorem 10.4.1. We illustrate for the case of second-order derivatives and leave the derivation of the general case as an exercise.

Assuming that $f^{\prime \prime}$ is sufficiently smooth, it follows from Theorem 10.4.1 that

$$
L\left[f^{\prime \prime}\right]=s L\left[f^{\prime}\right]-f^{\prime}(0) .
$$

Thus, applying Theorem 10.4.1 once more yields

$$
L\left[f^{\prime \prime}\right]=s^{2} L[f]-s f(0)-f^{\prime}(0) .
$$

We leave it as an exercise to establish that more generally, we have

$$
L\left[f^{(n)}\right]=s^{n} L[f]-s^{n-1} f(0)-s^{n-2} f^{\prime}(0)-\cdots-s f^{(n-2)}(0)-f^{(n-1)}(0) .
$$

Example 10.4.3 Use the Laplace transform to solve the initial-value problem

$$
y^{\prime \prime}-y^{\prime}-6 y=0, \quad y(0)=1, \quad y^{\prime}(0)=2 .
$$

Solution: We take the Laplace transform of both sides of the differential equation to obtain

$$
\left[s^{2} Y(s)-s y(0)-y^{\prime}(0)\right]-[s Y(s)-y(0)]-6 Y(s)=0 .
$$

Substituting in the given initial values and rearranging terms yields

$$
\left(s^{2}-s-6\right) Y(s)=s+1 .
$$

That is,

$$
Y(s)=\frac{s+1}{(s-3)(s+2)} .
$$

Thus, we have solved for the Laplace transform of $y(t)$. To find $y$ itself, we must take the inverse Laplace transform. We first decompose the right-hand side into partial fractions to obtain

$$
Y(s)=\frac{4}{5(s-3)}+\frac{1}{5(s+2)} .
$$

We recognize the terms on the right-hand side as being the Laplace transform of appropriate exponential functions. Taking the inverse Laplace transform yields

$$
y(t)=\frac{4}{5} e^{3 t}+\frac{1}{5} e^{-2 t},
$$

and the initial-value problem is solved.
Example 10.4.4 Solve the initial-value problem

$$
y^{\prime \prime}+y=e^{2 t}, \quad y(0)=0, \quad y^{\prime}(0)=1 .
$$

Solution: Once more we take the Laplace transform of both sides of the differential equation to obtain

$$
\left[s^{2} Y(s)-s y(0)-y^{\prime}(0)\right]+Y(s)=\frac{1}{s-2} .
$$

That is, upon substituting for the given initial conditions and simplifying,

$$
Y(s)=\frac{s-1}{(s-2)\left(s^{2}+1\right)}
$$

We must now determine the partial fractions decomposition of the right-hand side. We have

$$
\frac{s-1}{(s-2)\left(s^{2}+1\right)}=\frac{A}{s-2}+\frac{B s+C}{s^{2}+1},
$$

for appropriate constants $A, B$, and $C$. Multiplying both sides of this equality by $(s-2)\left(s^{2}+1\right)$ yields

$$
s-1=A\left(s^{2}+1\right)+(B s+C)(s-2) .
$$

Equating coefficients of $s^{0}, s^{1}$, and $s^{2}$ results in the three conditions

$$
A-2 C=-1, \quad-2 B+C=1, \quad A+B=0
$$

Solving for $A, B$, and $C$, we obtain

$$
A=\frac{1}{5}, \quad B=-\frac{1}{5}, \quad C=\frac{3}{5} .
$$

Thus,

$$
Y(s)=\frac{1}{5(s-2)}-\frac{s-3}{5\left(s^{2}+1\right)}
$$

That is,

$$
Y(s)=\frac{1}{5(s-2)}-\frac{s}{5\left(s^{2}+1\right)}+\frac{3}{5\left(s^{2}+1\right)}
$$

Taking the inverse Laplace transform of both sides of this equation yields

$$
y(t)=\frac{1}{5} e^{2 t}-\frac{1}{5} \cos t+\frac{3}{5} \sin t .
$$

The structure of the solution obtained in the previous example has a familiar form. The first term represents a particular solution to the differential equation that could have been obtained by the method of undetermined coefficients, whereas the last two terms come from the complementary function. There are no arbitrary constants in the solution,
since we have solved an initial-value problem. Notice the difference between solving an initial-value problem using the Laplace transform and our previous techniques. In the Laplace transform technique, we impose the initial values at the beginning of the problem and just solve the initial-value problem. In our previous techniques, we first found the general solution to the differential equation and then imposed the initial values to solve the initial-value problem. We note, however, that the Laplace transform can also be used to determine the general solution of a differential equation (see Problem 28).

It should be apparent from the results of the previous two sections that the main difficulty in applying the Laplace transform technique to the solution of initial-value problems is in steps 1 and 3. In order for the technique to be useful, we need to know the transform and the inverse transform for a large number of functions. So far, we have only determined the Laplace transform of some very basic functions, namely, $t^{n}, e^{a t}$, $\sin b t$, and $\cos b t$. We will show in the remaining sections how these basic transforms can be used to determine the Laplace transform of almost any function that is likely to arise in the applications. The reader is once more strongly advised to memorize the basic transforms.

## Skills

- For functions $f$ of exponential order on $[0, \infty)$ whose derivatives $f^{\prime}$ exist and are piecewise continuous on $[0, \infty)$, be able to compute $L\left[f^{\prime}\right]$.
- Be able to use the Laplace transform to solve initialvalue problems.
- Where applicable, be able to compute the Laplace transform of the $n$th derivative of $f$ by repeated application of Theorem 10.4.1.


## True-False Review

For Questions (a)-(d), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) For every function $f$ with a continuous derivative on $[0, \infty)$, the Laplace transform of the derivative is given by $L\left[f^{\prime}\right]=s L[f]-f(0)$.
(b) In solving an initial-value problem using the Laplace transform method, the general solution of the differential equation is not explicitly found. Rather, we impose the initial conditions immediately in the procedure.
(c) The Laplace transform method for solving an initialvalue problem can also be used to find the general solution of the differential equation.
(d) The initial conditions of an initial-value problem do not affect the expression $Y(s)$ for the Laplace transform of the solution $y(t)$.

## Problems

For Problems 1-27, use the Laplace transform to solve the given initial-value problem.

1. $y^{\prime}-2 y=6 e^{5 t}, \quad y(0)=3$.
2. $y^{\prime}+y=8 e^{3 t}, \quad y(0)=2$.
3. $y^{\prime}+3 y=2 e^{-t}, \quad y(0)=3$.
4. $y^{\prime}+2 y=4 t, \quad y(0)=1$.
5. $y^{\prime}-y=6 \cos t, \quad y(0)=2$.
6. $y^{\prime}-y=5 \sin 2 t, \quad y(0)=-1$.
7. $y^{\prime}+y=5 e^{t} \sin t, \quad y(0)=1$.
8. $y^{\prime \prime}+y^{\prime}-2 y=0, \quad y(0)=1, \quad y^{\prime}(0)=4$.
9. $y^{\prime \prime}+4 y=0, \quad y(0)=5, \quad y^{\prime}(0)=1$.
10. $y^{\prime \prime}-3 y^{\prime}+2 y=4, \quad y(0)=0, \quad y^{\prime}(0)=1$.
11. $y^{\prime \prime}-y^{\prime}-12 y=36, \quad y(0)=0, \quad y^{\prime}(0)=12$.
12. $y^{\prime \prime}+y^{\prime}-2 y=10 e^{-t}, \quad y(0)=0, \quad y^{\prime}(0)=1$.
13. $y^{\prime \prime}-3 y^{\prime}+2 y=4 e^{3 t}, \quad y(0)=0, \quad y^{\prime}(0)=0$.
14. $y^{\prime \prime}-2 y^{\prime}=30 e^{-3 t}, \quad y(0)=1, \quad y^{\prime}(0)=0$.
15. $y^{\prime \prime}-y=12 e^{2 t}, \quad y(0)=1, \quad y^{\prime}(0)=1$.
16. $y^{\prime \prime}+4 y=10 e^{-t}, \quad y(0)=4, \quad y^{\prime}(0)=0$.
17. $y^{\prime \prime}-y^{\prime}-6 y=6\left(2-e^{t}\right), \quad y(0)=5, \quad y^{\prime}(0)=-3$.
18. $y^{\prime \prime}-y=6 \cos t, \quad y(0)=0, \quad y^{\prime}(0)=4$.
19. $y^{\prime \prime}-9 y=13 \sin 2 t, \quad y(0)=3, \quad y^{\prime}(0)=1$.
20. $y^{\prime \prime}-y=8 \sin t-6 \cos t, \quad y(0)=2, \quad y^{\prime}(0)=-1$.
21. $y^{\prime \prime}-y^{\prime}-2 y=10 \cos t, \quad y(0)=0, \quad y^{\prime}(0)=-1$.
22. $y^{\prime \prime}+5 y^{\prime}+4 y=20 \sin 2 t, \quad y(0)=-1, \quad y^{\prime}(0)=2$.
23. $y^{\prime \prime}+5 y^{\prime}+4 y=20 \sin 2 t, \quad y(0)=1, \quad y^{\prime}(0)=-2$.
24. $y^{\prime \prime}-3 y^{\prime}+2 y=3 \cos t+\sin t, \quad y(0)=1, \quad y^{\prime}(0)=1$.
25. $y^{\prime \prime}+4 y=9 \sin t, \quad y(0)=1, \quad y^{\prime}(0)=-1$.
26. $y^{\prime \prime}+y=6 \cos 2 t, \quad y(0)=0, \quad y^{\prime}(0)=2$.
27. $y^{\prime \prime}+9 y=7 \sin 4 t+14 \cos 4 t, \quad y(0)=1, \quad y^{\prime}(0)=2$.
28. Use the Laplace transform to find the general solution to $y^{\prime \prime}-y=0$.
29. Use the Laplace transform to solve the initial-value problem

$$
\begin{aligned}
y^{\prime \prime}+\omega^{2} y & =A \sin \omega_{0} t+B \cos \omega_{0} t \\
y(0) & =y_{0}, \quad y^{\prime}(0)=y_{1},
\end{aligned}
$$

where $A, B, \omega$, and $\omega_{0}$ are positive constants and $\omega \neq \omega_{0}$.
30. The current $i(t)$ in an RL circuit is governed by the differential equation

$$
\frac{d i}{d t}+\frac{R}{L} i=\frac{1}{L} E(t)
$$

where $R$ and $L$ are constants.
(a) Use the Laplace transform to determine $i(t)$ if $E(t)=E_{0}$, a constant. There is no current flowing initially.
(b) Repeat part (a) in the case when $E(t)=E_{0}$ $\sin \omega t$, where $\omega$ is a constant.

The Laplace transform can also be used to solve initial-value problems for systems of linear differential equations. The remaining problems deal with this.
31. Consider the initial-value problem

$$
\begin{gathered}
x_{1}^{\prime}=a_{11} x_{1}+a_{12} x_{2}+b_{1}(t), \\
x_{2}^{\prime}=a_{21} x_{1}+a_{22} x_{2}+b_{2}(t), \\
x_{1}(0)=\alpha_{1}, \quad x_{2}(0)=\alpha_{2},
\end{gathered}
$$

where the $a_{i j}, \alpha_{1}$, and $\alpha_{2}$ are constants. Show that the Laplace transforms of $x_{1}(t)$ and $x_{2}(t)$ must satisfy the linear system

$$
\begin{aligned}
\left(s-a_{11}\right) X_{1}(s)-\quad a_{12} X_{2}(s) & =\alpha_{1}+B_{1}(s) \\
-a_{12} X_{1}(s)+\left(s-a_{22}\right) X_{2}(s) & =\alpha_{2}+B_{2}(s) .
\end{aligned}
$$

This system can be solved quite easily (for example, by Cramer's Rule) to determine $X_{1}(s)$ and $X_{2}(s)$, and then $x_{1}(t)$ and $x_{2}(t)$ can be obtained by taking the inverse Laplace transform.

For Problems 32-33, solve the given initial-value problem.
32. $x_{1}^{\prime}=-4 x_{1}-2 x_{2}, \quad x_{2}^{\prime}=x_{1}-x_{2}$, $x_{1}(0)=0, x_{2}(0)=1$.
33. $x_{1}^{\prime}=-3 x_{1}+4 x_{2}, \quad x_{2}^{\prime}=-x_{1}+2 x_{2}$, $x_{1}(0)=2, x_{2}(0)=1$.
34. Establish the formula for $L\left[f^{(n)}\right]$, the Laplace transform of the $n$th derivative of $f$, given in the text.
[Hint: Use induction on $n$.]

### 10.5 The First Shifting Theorem

In order for the Laplace transform to be a useful tool for solving differential equations, we need to be able to find $L[f]$ for a large class of functions $f$. Trying to apply the definition of the Laplace transform to determine $L[f]$ for every function we encounter is not an appropriate way to proceed. Instead, we derive some general theorems that will enable us to obtain the Laplace transform of most elementary functions from a knowledge of the transforms of the functions given in Table 10.2.1. For the remainder of this section, we will be assuming that all of the functions that we encounter do have a Laplace transform.

## Theorem 10.5.1 (First Shifting Theorem)

If $L[f]=F(s)$, then

$$
L\left[e^{a t} f(t)\right]=F(s-a) .
$$

Conversely, if $L^{-1}[F(s)]=f(t)$, then

$$
L^{-1}[F(s-a)]=e^{a t} f(t)
$$

Proof From the definition of the Laplace transform, we have

$$
\begin{equation*}
L\left[e^{a t} f(t)\right]=\int_{0}^{\infty} e^{-s t} e^{a t} f(t) d t=\int_{0}^{\infty} e^{-(s-a) t} f(t) d t \tag{10.5.1}
\end{equation*}
$$

But,

$$
F(s)=\int_{0}^{\infty} e^{-s t} f(t) d t
$$

so that

$$
\begin{equation*}
F(s-a)=\int_{0}^{\infty} e^{-(s-a) t} f(t) d t . \tag{10.5.2}
\end{equation*}
$$

Comparing (10.5.1) and (10.5.2), we obtain

$$
\begin{equation*}
L\left[e^{a t} f(t)\right]=F(s-a), \tag{10.5.3}
\end{equation*}
$$

as required. Taking the inverse Laplace transform of both sides of (10.5.3) yields

$$
L^{-1}[F(s-a)]=e^{a t} f(t)
$$

We illustrate the use of the preceding theorem with several examples. (See also Figure 10.5.1.)



Figure 10.5.1: An illustration of the first shifting theorem. Multiplying $f(t)$ by $e^{a t}$ has the effect of shifting $F(s)$ by $a$ units in $s$-space.

Example 10.5.2 Find $L[f]$ for each $f(t)$.
(a) $f(t)=e^{5 t} \cos 4 t$.
(b) $f(t)=e^{a t} \sin b t$, where $a, b$ are constants.
(c) $f(t)=e^{a t} t^{n}$, where $a$ is a constant and $n$ is a positive integer.

## Solution:

(a) From Table 10.2.1, we have

$$
L[\cos 4 t]=\frac{s}{s^{2}+16},
$$

so that applying the first shifting theorem with $a=5$ yields

$$
L\left[e^{5 t} \cos 4 t\right]=\frac{s-5}{(s-5)^{2}+16}
$$

(b) Since $L[\sin b t]=\frac{b}{s^{2}+b^{2}}$,

$$
L\left[e^{a t} \sin b t\right]=\frac{b}{(s-a)^{2}+b^{2}} .
$$

Similarly, it follows from Table 10.2.1 and the first shifting theorem that

$$
L\left[e^{a t} \cos b t\right]=\frac{s-a}{(s-a)^{2}+b^{2}} .
$$

(c) From Table 10.2.1, we have

$$
L\left[t^{n}\right]=\frac{n!}{s^{n+1}}
$$

so that

$$
L\left[e^{a t} t^{n}\right]=\frac{n!}{(s-a)^{n+1}}
$$

The previous example dealt with the direct use of the first shifting theorem to obtain the Laplace transform of a function. Of equal importance is its use in determining inverse transforms. Once more, we illustrate with several examples.

Example 10.5.3 Determine $L^{-1}[F(s)]$ for the given $F$.
(a) $F(s)=\frac{3}{(s-2)^{2}+9}$.
(b) $F(s)=\frac{6}{(s-4)^{3}}$.
(c) $F(s)=\frac{s+4}{s^{2}+6 s+13}$.
(d) $F(s)=\frac{s-2}{s^{2}+2 s+3}$.

## Solution:

(a) From Table 10.2.1,

$$
L^{-1}\left[\frac{3}{s^{2}+9}\right]=\sin 3 t
$$

so that, by the first shifting theorem,

$$
L^{-1}\left[\frac{3}{(s-2)^{2}+9}\right]=e^{2 t} \sin 3 t .
$$

(b) From Table 10.2.1,

$$
L^{-1}\left[\frac{6}{s^{3}}\right]=3 t^{2} .
$$

Thus, applying the first shifting theorem yields

$$
L^{-1}\left[\frac{6}{(s-4)^{3}}\right]=3 t^{2} e^{4 t}
$$

(c) In this case,

$$
F(s)=\frac{s+4}{s^{2}+6 s+13}
$$

which we do not recognize as being a shift of the transform of any of the functions given in Table 10.2.1. However, completing the square in the denominator of $F(s)$ yields ${ }^{4}$

$$
\begin{equation*}
F(s)=\frac{s+4}{(s+3)^{2}+4} . \tag{10.5.4}
\end{equation*}
$$

We still cannot write down the inverse transform directly, but, by the first shifting theorem, we have

$$
\begin{align*}
& L^{-1}\left[\frac{s+3}{(s+3)^{2}+4}\right]=e^{-3 t} \cos 2 t  \tag{10.5.5}\\
& L^{-1}\left[\frac{2}{(s+3)^{2}+4}\right]=e^{-3 t} \sin 2 t \tag{10.5.6}
\end{align*}
$$

This suggests that we rewrite (10.5.4) in the equivalent form

$$
F(s)=\frac{s+3}{(s+3)^{2}+4}+\frac{1}{(s+3)^{2}+4}
$$

so that, using the linearity of $L^{-1}$ and Equations (10.5.5) and (10.5.6),

$$
\begin{aligned}
L^{-1}[F(s)] & =L^{-1}\left[\frac{s+3}{(s+3)^{2}+4}\right]+L^{-1}\left[\frac{1}{(s+3)^{2}+4}\right] \\
& =e^{-3 t} \cos 2 t+\frac{1}{2} e^{-3 t} \sin 2 t
\end{aligned}
$$

(d) We proceed as in the previous example. In this case, we have

$$
F(s)=\frac{s-2}{(s+1)^{2}+2},
$$

which can be written as

$$
F(s)=\frac{s+1}{(s+1)^{2}+2}-\frac{3}{(s+1)^{2}+2} .
$$

Then, using Table 10.2.1 and the first shifting theorem, it follows that

$$
L^{-1}[F(s)]=e^{-t} \cos \sqrt{2} t-\frac{3}{\sqrt{2}} e^{-t} \sin \sqrt{2} t .
$$

[^61]
## Exercises for 10.5

## Key Terms

First Shifting Theorem.

## Skills

- Be able to use the First Shifting Theorem to compute the Laplace transform and inverse Laplace transform of the applicable "shifted" functions in this section.


## True-False Review

For Questions (a)-(h), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $L[f]=F(s)$, then we have $L\left[e^{-a t} f(t)\right]=$ $F(s+a)$.
(b) For every function $f$, we have $f(t-1)=f(t)-1$ for every $t$.
(c) If $f(t+2)=\frac{e^{t}}{\sqrt{t+3}}$, then $f(t)=\frac{e^{t-2}}{\sqrt{t+1}}$.
(d) If $f$ and $g$ are integrable functions such that $f(x-3)=$ $g(x)$, then

$$
\int_{0}^{1} f(t) d t=\int_{0}^{1} g(t) d t-3
$$

(e) We have $L\left[e^{-t} \sin 2 t\right]=\frac{2}{(s-1)^{2}+4}$.
(f) We have $L\left[e^{2 t} t^{3}\right]=\frac{6}{(s-2)^{4}}$.
(g) We have $L^{-1}\left[\frac{s+4}{(s+4)^{2}+9}\right]=e^{-4 t} \cos 3 t$.
(h) We have $L^{-1}\left[\frac{3}{(s+1)^{2}+36}\right]=2 e^{-t} \sin 6 t$.

## Problems

For Problems 1-11, determine $f(t-a)$ for the given function $f$ and the given constant $a$.

1. $f(t)=2 t, a=1$.
2. $f(t)=e^{-2 t}, a=-1$.
3. $f(t)=1, a=3$.
4. $f(t)=t^{2}-2 t, \quad a=-2$.
5. $f(t)=e^{3 t}, a=2$.
6. $f(t)=e^{2 t} \cos t, a=\pi$.
7. $f(t)=t e^{2 t}, a=-1$.
8. $f(t)=e^{-t} \sin 2 t, a=\pi / 6$.
9. $f(t)=\frac{t}{t^{2}+4}, \quad a=1$.
10. $f(t)=\frac{t+1}{t^{2}-2 t+2}, \quad a=2$.
11. $f(t)=e^{-t}(\sin 2 t+\cos 2 t), \quad a=\pi / 4$.

For Problems 12-17, determine $f(t)$.
12. $f(t-1)=(t-1)^{2}$.
13. $f(t-1)=(t-2)^{2}$.
14. $f(t-2)=(t-2) e^{3(t-2)}$.
15. $f(t-1)=t \sin [3(t-1)]$.
16. $f(t-3)=t e^{-(t-3)}$.
17. $f(t-4)=\frac{t+1}{(t-1)^{2}+4}$.

For Problems 18-27, determine the Laplace transform of $f$.
18. $f(t)=e^{3 t} \cos 4 t$.
19. $f(t)=e^{-4 t} \sin 5 t$.
20. $f(t)=t e^{2 t}$.
21. $f(t)=3 t e^{-t}$.
22. $f(t)=t^{3} e^{-4 t}$.
23. $f(t)=e^{t}-t e^{-2 t}$.
24. $f(t)=2 e^{3 t} \sin t+4 e^{-t} \cos 3 t$.
25. $f(t)=e^{2 t}\left(1-\sin ^{2} t\right)$.
26. $f(t)=t^{2}\left(e^{t}-3\right)$.
27. $f(t)=e^{-2 t} \sin (t-\pi / 4)$.

For Problems 28-42, determine $L^{-1}[F]$.
28. $F(s)=\frac{1}{(s-3)^{2}}$.
29. $F(s)=\frac{4}{(s+2)^{3}}$.
30. $F(s)=\frac{2}{\sqrt{s+3}}$.
31. $F(s)=\frac{2}{(s-1)^{2}+4}$.
32. $F(s)=\frac{s+2}{(s+2)^{2}+9}$.
33. $F(s)=\frac{s}{(s-3)^{2}+4}$.
34. $F(s)=\frac{5}{(s-2)^{2}+16}$.
35. $F(s)=\frac{6}{s^{2}+2 s+2}$.
36. $F(s)=\frac{s-2}{s^{2}+2 s+26}$.
37. $F(s)=\frac{2 s}{s^{2}-4 s+13}$.
38. $F(s)=\frac{s}{(s+1)^{2}+4}$.
39. $F(s)=\frac{2 s+3}{(s+5)^{2}+49}$.
40. $F(s)=\frac{4}{s(s+2)^{2}}$.
41. $F(s)=\frac{2 s+1}{(s-1)^{2}(s+2)}$.
42. $F(s)=\frac{2 s+3}{s\left(s^{2}-2 s+5\right)}$.

For Problems 43-53, solve the given initial-value problem.
43. $y^{\prime \prime}-y=8 e^{t}, \quad y(0)=0, \quad y^{\prime}(0)=0$.
44. $y^{\prime \prime}-4 y=12 e^{2 t}, \quad y(0)=2, \quad y^{\prime}(0)=3$.
45. $y^{\prime \prime}-y^{\prime}-2 y=6 e^{-t}, \quad y(0)=0, \quad y^{\prime}(0)=1$.
46. $y^{\prime \prime}+y^{\prime}-2 y=3 e^{-2 t}, \quad y(0)=3, \quad y^{\prime}(0)=-1$.
47. $y^{\prime \prime}-4 y^{\prime}+4 y=6 e^{2 t}, \quad y(0)=1, \quad y^{\prime}(0)=0$.
48. $y^{\prime \prime}+2 y^{\prime}+y=2 e^{-t}, \quad y(0)=2, \quad y^{\prime}(0)=1$.
49. $y^{\prime \prime}-4 y=2 t e^{t}, \quad y(0)=0, \quad y^{\prime}(0)=0$.
50. $y^{\prime \prime}+3 y^{\prime}+2 y=12 t e^{2 t}, \quad y(0)=0, \quad y^{\prime}(0)=1$.
51. $y^{\prime \prime}+y=5 t e^{-3 t}, \quad y(0)=2, \quad y^{\prime}(0)=0$.
52. $y^{\prime \prime}-y=8 e^{t} \sin 2 t, \quad y(0)=2, \quad y^{\prime}(0)=-2$.
53. $y^{\prime \prime}+2 y^{\prime}-3 y=26 e^{2 t} \cos t, \quad y(0)=1, \quad y^{\prime}(0)=0$.
54. Solve the initial-value problem

$$
\begin{array}{cl}
x_{1}^{\prime}=2 x_{1}-x_{2}, & x_{2}^{\prime}=x_{1}+2 x_{2} \\
x_{1}(0)=1, & x_{2}(0)=0
\end{array}
$$

55. Solve the initial-value problem

$$
\begin{array}{cl}
x_{1}^{\prime}=3 x_{1}+2 x_{2}, & x_{2}^{\prime}=-x_{1}+4 x_{2} \\
x_{1}(0)=-1, & x_{2}(0)=1 .
\end{array}
$$

### 10.6 The Unit Step Function

In applications of differential equations such as

$$
y^{\prime \prime}+b y^{\prime}+c y=F(t)
$$

to engineering problems, it often arises that the forcing term $F(t)$ is either piecewise continuous or even discontinuous. In such a situation, the Laplace transform is ideally suited for determining the solution of the differential equation as compared with the techniques developed in Chapter 8. To specify piecewise continuous functions in an appropriate manner, it is useful to introduce the unit step function, defined as follows:

## DEFINITION 10.6.1

The unit step function or Heaviside step function, $u_{a}(t)$, is defined by

$$
u_{a}(t)=\left\{\begin{array}{lr}
0, & 0 \leq t<a, \\
1, & t \geq a,
\end{array}\right.
$$

where $a$ is any positive number. (See Figure 10.6.1.)


Figure 10.6.1: The unit step function $f(t)=u_{a}(t)$.
Example 10.6.2 Sketch the function $f(t)=u_{a}(t)-u_{b}(t)$, where $b>a$.
Solution: By definition of the unit step function, we have

$$
f(t)=\left\{\begin{array}{lr}
0, & 0 \leq t<a, \\
1, & a \leq t<b, \\
0, & t \geq b,
\end{array}\right.
$$

so that the graph of $f$ is given as in Figure 10.6.2.


Figure 10.6.2: A sketch of the function given in Example 10.6.2.
The real power of the unit step function is that it enables us to model the situation when a force acts intermittently or in a nonsmooth manner. For example, the function $f$ in Figure 10.6 .2 can be interpreted as representing a force of unit magnitude that begins to act at $t=a$ and that stops acting at $t=b$. More generally, it is useful to regard the unit step function $u_{a}(t)$ as giving a mathematical description of a switch that is turned on at $t=a$.

The remaining examples in this section indicate how $u_{a}(t)$ can be useful for representing functions that are piecewise continuous.

Example 10.6.3 Express the following function in terms of the unit step function:

$$
f(t)=\left\{\begin{array}{cr}
0, & 0 \leq t<1, \\
t-1, & 1 \leq t<2, \\
1, & t \geq 2 .
\end{array}\right.
$$

Solution: We view the given function in the following way. The contribution $f_{1}(t)=$ $t-1$ is "switched on" at $t=1$ and is "switched off" again at $t=2$. Mathematically this can be described by

$$
f_{1}(t)=\underbrace{u_{1}(t)(t-1)}_{\text {switch on at } t=1}-\underbrace{u_{2}(t)(t-1)}_{\text {switch off at } t=2} .
$$

At $t=2$, the contribution $f_{2}(t)=1$ switches on and remains on for all $t \geq 2$. Mathematically this is described by

$$
f_{2}(t)=u_{2}(t) .
$$

The function $f$ is then given by

$$
f(t)=f_{1}(t)+f_{2}(t)=(t-1) u_{1}(t)-(t-1) u_{2}(t)+u_{2}(t),
$$

which can be written in the equivalent form

$$
\begin{equation*}
f(t)=(t-1) u_{1}(t)-(t-2) u_{2}(t) . \tag{10.6.1}
\end{equation*}
$$

A sketch of $f(t)$ is given in Figure 10.6.3. Notice that this sketch is more easily determined from the original definition of $f$, rather than from (10.6.1).


Figure 10.6.3: A sketch of the function given in Example 10.6.3.
Example 10.6.4 Make a sketch of the function $f(t)$ defined by

$$
f(t)=\left\{\begin{array}{cr}
t, & 0 \leq t<2, \\
-1, & 2 \leq t<4, \\
t-4, & 4 \leq t<5, \\
e^{(5-t)}, & t \geq 5,
\end{array}\right.
$$

and express $f$ in terms of the unit step function.
Solution: The function is sketched in Figure 10.6.4. Using the unit step function, we see that $f$ consists of the following different parts:

$$
\begin{aligned}
f_{1}(t) & =t\left[1-u_{2}(t)\right], \\
f_{2}(t) & =-\left[u_{2}(t)-u_{4}(t)\right], \\
f_{3}(t) & =(t-4)\left[u_{4}(t)-u_{5}(t)\right], \\
f_{4}(t) & =e^{(5-t)} u_{5}(t) .
\end{aligned}
$$

Thus,

$$
f(t)=t\left[1-u_{2}(t)\right]-\left[u_{2}(t)-u_{4}(t)\right]+(t-4)\left[u_{4}(t)-u_{5}(t)\right]+e^{(5-t)} u_{5}(t) .
$$



Figure 10.6.4: A sketch of the function defined in Example 10.6.4.

## Exercises for 10.6

## Key Terms

Unit (Heaviside) step function.

## Skills

- Be able to sketch functions that involve the unit step function.
- Be able to express appropriate functions in terms of unit step functions.


## True-False Review

For Questions (a)-(d), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The unit step function is defined by

$$
\left\{\begin{array}{rr}
0, & 0 \leq t \leq a, \\
1, & t \geq a,
\end{array}\right.
$$

where $a$ is any positive number.
(b) If $a<b$, the function $f(t)=u_{a}(t)-u_{b}(t)$ has value 1 on the interval $[a, b]$ and value 0 elsewhere.
(c) If $a$ and $b$ are positive integers with $a<b$, then $u_{a}(t) \leq u_{b}(t)$ for all $t \geq 0$.
(d) The function

$$
\left\{\begin{array}{lr}
0, & 0 \leq t<a, \\
1, & a \leq t<b, \\
0, & t \geq b
\end{array}\right.
$$

can be expressed as $f(t)=u_{b}(t)-u_{a}(t)$.

## Problems

For Problems 1-7, make a sketch of the given function on the interval $[0, \infty)$.

1. $f(t)=3\left(u_{2}(t)-u_{4}(t)\right)$.
2. $f(t)=2 u_{1}(t)-4 u_{3}(t)$.
3. $f(t)=1+(t-1) u_{1}(t)$.
4. $f(t)=t\left(1-u_{1}(t)\right)$.
5. $f(t)=u_{1}(t)+u_{2}(t)+u_{3}(t)+u_{4}(t)$.
6. $f(t)=u_{1}(t)+u_{2}(t)+\cdots=\sum_{i=1}^{\infty} u_{i}(t)$.
7. $f(t)=u_{1}(t)-u_{2}(t)+u_{3}(t)-\cdots$

$$
=\sum_{i=1}^{\infty}(-1)^{i+1} u_{i}(t) .
$$

For Problems 8-15, make a sketch of the given function on $[0, \infty)$ and express it in terms of the unit step function.
8. $f(t)=\left\{\begin{array}{rr}3, & 0 \leq t<1, \\ -1, & t \geq 1 .\end{array}\right.$
9. $f(t)=\left\{\begin{array}{rr}t^{2}, & 0 \leq t<1, \\ 1, & t \geq 1 .\end{array}\right.$
10. $f(t)=\left\{\begin{array}{rr}2, & 0 \leq t<2, \\ 1, & 2 \leq t<4, \\ -1, & t \geq 4 .\end{array}\right.$
11. $f(t)=\left\{\begin{array}{cr}2, & 0 \leq t<1, \\ 2 e^{(t-1)}, & t>1 .\end{array}\right.$
12. $f(t)=\left\{\begin{array}{cr}t, & 0 \leq t<3, \\ 6-t, & 3 \leq t<6, \\ 0, & t \geq 6 .\end{array}\right.$
13. $f(t)=\left\{\begin{array}{cr}0, & 0 \leq t<2, \\ 3-t, & 2 \leq t<4, \\ -1, & t \geq 4 .\end{array}\right.$
14. $f(t)=\left\{\begin{array}{rr}1, & 0 \leq t<\pi / 2, \\ \sin t, & \pi / 2 \leq t<3 \pi / 2, \\ -1, & t \geq 3 \pi / 2 .\end{array}\right.$
15. $f(t)=\left\{\begin{array}{rr}\sin t, & 2 n \pi \leq t<(2 n+1) \pi, \\ 0, & (n=0,1,2,3, \ldots), \\ 0, & \text { otherwise. }\end{array}\right.$

### 10.7 The Second Shifting Theorem

In the previous section, we saw how the unit step function can be used to represent functions that are piecewise continuous. In this section, we show that the Laplace transform provides a straightforward method for solving constant coefficient linear differential equations that have such functions as driving terms. We first need to determine how the unit step function transforms.

## Theorem 10.7.1 (Second Shifting Theorem)

Let $L[f(t)]=F(s)$. Then

$$
\begin{equation*}
L\left[u_{a}(t) f(t-a)\right]=e^{-a s} F(s) . \tag{10.7.1}
\end{equation*}
$$

Conversely,

$$
\begin{equation*}
L^{-1}\left[e^{-a s} F(s)\right]=u_{a}(t) f(t-a) . \tag{10.7.2}
\end{equation*}
$$

Proof Once more we must return to the definition of the Laplace transform. We have

$$
L\left[u_{a}(t) f(t-a)\right]=\int_{0}^{\infty} e^{-s t} u_{a}(t) f(t-a) d t=\int_{a}^{\infty} e^{-s t} f(t-a) d t,
$$

where we have used the definition of the unit step function. We now make a change of variable in the integral. Let $x=t-a$. Then $d x=d t$, and the lower limit of integration $t=a$ corresponds to $x=0$, whereas the upper limit of integration is unchanged. Thus,

$$
L\left[u_{a}(t) f(t-a)\right]=\int_{0}^{\infty} e^{-s(x+a)} f(x) d x=e^{-a s} \int_{0}^{\infty} e^{-s x} f(x) d x=e^{-a s} L[f],
$$

as required. Taking the inverse Laplace transform of both sides of (10.7.1) yields (10.7.2).

This theorem is illustrated in Figure 10.7.1.

Corollary 10.7.2 If $L[f(t)]=F(s)$, then

$$
L\left[u_{a}(t) f(t)\right]=e^{-a s} L[f(t+a)] .
$$

Proof This is a direct consequence of the previous theorem.



Figure 10.7.1: An illustration of the second shifting theorem. Multiplying $F(s)$ by $e^{-a s}$ has the effect of shifting $f(t)$ by $a$ units to the right in $t$-space.

We illustrate the use of the preceding theorem and corollary with several examples.
Example 10.7.3 Determine $L[f]$ if

$$
f(t)=\left\{\begin{array}{cr}
0, & 0 \leq t<1 \\
t-1, & 1 \leq t<2 \\
1, & t \geq 2
\end{array}\right.
$$

Solution: We have already shown in Example 10.6.3 that the given function can be expressed in terms of the unit step function as

$$
f(t)=(t-1) u_{1}(t)-(t-2) u_{2}(t) .
$$

If we let $g(t)=t$, then

$$
f(t)=g(t-1) u_{1}(t)-g(t-2) u_{2}(t) .
$$

Using Theorem 10.7.1, it follows that

$$
L[f]=e^{-s} L[g]-e^{-2 s} L[g]=\frac{1}{s^{2}}\left(e^{-s}-e^{-2 s}\right) .
$$

Example 10.7.4 Find $L[f]$ if

$$
f(t)=\left\{\begin{array}{cr}
1, & 0 \leq t<2 \\
e^{-(t-2)}, & t \geq 2
\end{array}\right.
$$

Solution: To determine $L[f]$, we first express $f$ in terms of the unit step function. In this case, we have

$$
f(t)=\left[1-u_{2}(t)\right]+e^{-(t-2)} u_{2}(t) .
$$

That is,

$$
f(t)=1+u_{2}(t)\left[e^{-(t-2)}-1\right] .
$$

If we let $g(t)=e^{-t}-1$, then

$$
f(t)=1+u_{2}(t) g(t-2),
$$

so that, from Theorem 10.7.1,

$$
L[f]=\frac{1-e^{-2 s}}{s}+\frac{e^{-2 s}}{s+1}
$$

Example 10.7.5 Determine $L^{-1}\left[\frac{2 e^{-s}}{s^{2}+4}\right]$.
Solution: From Table 10.2.1, we have

$$
L[\sin 2 t]=\frac{2}{s^{2}+4} .
$$

Consequently,

$$
\begin{aligned}
L^{-1}\left[\frac{2 e^{-s}}{s^{2}+4}\right] & =L^{-1}\left\{e^{-s} L[\sin 2 t]\right\} \\
& =u_{1}(t) \sin [2(t-1)]
\end{aligned}
$$

using Theorem 10.7.1.

Example 10.7.6 Determine $L^{-1}\left[\frac{(s-4) e^{-3 s}}{s^{2}-4 s+5}\right]$.
Solution: Let

$$
G(s)=\frac{(s-4) e^{-3 s}}{s^{2}-4 s+5}
$$

We first rewrite $G$ in a form more suitable for determining $L^{-1}[G]$. Completing the square in the denominator yields

$$
G(s)=\frac{(s-4) e^{-3 s}}{(s-2)^{2}+1}
$$

which can be written in the equivalent form

$$
G(s)=e^{-3 s}\left[\frac{s-2}{(s-2)^{2} n+1}-\frac{2}{(s-2)^{2}+1}\right] .
$$

Thus,

$$
\begin{aligned}
L^{-1}[G] & =L^{-1}\left\{e^{-3 s} L\left[e^{2 t} \cos t-2 e^{2 t} \sin t\right]\right\} \\
& =u_{3}(t)\left[e^{2(t-3)} \cos (t-3)-2 e^{2(t-3)} \sin (t-3)\right] \\
& =e^{2(t-3)} u_{3}(t)[\cos (t-3)-2 \sin (t-3)] .
\end{aligned}
$$

We now illustrate how the unit step function can be useful in the solution of initialvalue problems. For simplicity, we will start with a first-order differential equation.

Example 10.7.7 Solve the initial-value problem

$$
y^{\prime}-y=1-(t-1) u_{1}(t), \quad y(0)=0 .
$$

Solution: In this case, the forcing term on the right-hand side of the differential equation is sketched in Figure 10.7.2. Taking the Laplace transform of both sides of the differential equation yields

$$
s Y(s)-Y(s)-y(0)=\frac{1}{s}-\frac{e^{-s}}{s^{2}} .
$$



Figure 10.7.2: The forcing function in Example 10.7.7.

Example 10.7.8 Solve the initial-value problem

$$
y^{\prime \prime}+2 y^{\prime}+5 y=f(t), \quad y(0)=0, \quad y^{\prime}(0)=0
$$

if

$$
f(t)=\left\{\begin{array}{rr}
10, & 0 \leq t<4 \\
-10, & 4 \leq t<8 \\
0, & t \geq 8
\end{array}\right.
$$

Solution: The forcing function $f(t)$ is sketched in Figure 10.7.3. We first express $f$ in terms of the unit step function. In this case, we have

$$
f(t)=10\left[1-2 u_{4}(t)+u_{8}(t)\right],
$$

so that the differential equation can be written as

$$
y^{\prime \prime}+2 y^{\prime}+5 y=10\left[1-2 u_{4}(t)+u_{8}(t)\right],
$$

and we can now proceed in the usual manner. Taking the Laplace transform of both sides of the differential equation yields

$$
\left[s^{2} Y(s)-s y(0)-y^{\prime}(0)\right]+2[s Y(s)-y(0)]+5 Y(s)=\frac{10}{s}\left(1-2 e^{-4 s}+e^{-8 s}\right)
$$

That is, by imposing the given initial conditions and simplifying,

$$
Y(s)=\frac{10\left(1-2 e^{-4 s}+e^{-8 s}\right)}{s\left(s^{2}+2 s+5\right)} .
$$

The right-hand side of this equation has the following partial fractions decomposition:

$$
\frac{1}{s\left(s^{2}+2 s+5\right)}=\frac{1}{5 s}-\frac{s+2}{5\left(s^{2}+2 s+5\right)},
$$

so that

$$
\begin{equation*}
Y(s)=2\left(1-2 e^{-4 s}+e^{-8 s}\right)\left(\frac{1}{s}-\frac{s+2}{s^{2}+2 s+5}\right) . \tag{10.7.3}
\end{equation*}
$$

Now,

$$
\begin{aligned}
L^{-1}\left[\frac{s+2}{s^{2}+2 s+5}\right] & =L^{-1}\left[\frac{s+1}{(s+1)^{2}+4}+\frac{1}{(s+1)^{2}+4}\right] \\
& =e^{-t} \cos 2 t+\frac{1}{2} e^{-t} \sin 2 t
\end{aligned}
$$

Taking the inverse Laplace transform of both sides of (10.7.3) and using Theorem 10.7.1 yields

$$
\begin{aligned}
y(t)=2 & \left\{1-e^{-t} \cos 2 t-\frac{1}{2} e^{-t} \sin 2 t\right. \\
& -2 u_{4}(t)\left[1-e^{-(t-4)} \cos 2(t-4)-\frac{1}{2} e^{-(t-4)} \sin 2(t-4)\right] \\
& \left.+u_{8}(t)\left[1-e^{-(t-8)} \cos 2(t-8)-\frac{1}{2} e^{-(t-8)} \sin 2(t-8)\right]\right\} .
\end{aligned}
$$

We can express this solution in the simpler form

$$
y(t)=g(t)-2 u_{4}(t) g(t-4)+u_{8}(t) g(t-8),
$$

where

$$
g(t)=2\left(1-e^{-t} \cos 2 t-\frac{1}{2} e^{-t} \sin 2 t\right) .
$$

The given initial-value problem can be interpreted as governing the motion of a damped spring-mass system. Due to the form of the initial conditions, if the forcing function were the same constant, $F_{0}$, for all time, the oscillations would quickly be damped out, and $y(t)$ would approach $F_{0} / 5$. In this problem, the forcing term is constant over different time intervals. Consequently, the mass first performs damped oscillations approaching $y=2$. Then the second part of the driving term comes into effect and the subsequent oscillations are about $y=-2$. After $t=8$, the forcing function vanishes and the physical system performs damped oscillations about the equilibrium. These features can be seen in Figure 10.7.4.


Figure 10.7.4: The response of a damped spring-mass system to the driving term given in Example 10.7.8.

## Key Terms

Second Shifting Theorem.

## Skills

- Be able to apply the Second Shifting Theorem to compute Laplace transforms of functions involving the unit step function.
- Be able to use the Second Shifting Theorem to compute inverse Laplace transforms that result in unit step functions.
- Be able to solve initial-value problems that involve unit step functions.


## True-False Review

For Questions (a)-(g), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $L[f(t)]=F(s)$, then the inverse Laplace transform of the function $e^{a s} F(s)$ is $u_{a}(t) f(t-a)$.
(b) If $L[f(t)]=F(s)$, then the Laplace transform of $u_{a}(t) f(t)$ is $e^{-a s} L[f(t+a)]$.
(c) If $L[f(t)]=F(s)$, then multiplying $F(s)$ by $e^{-a s}$ has the effect of shifting $f(t)$ by $a$ units to the right in $t$-space.
(d) We have $L\left[u_{2}(t) \cos 4 t\right]=\frac{s e^{-2 s}}{s^{2}+16}$.
(e) We have $L\left[u_{3}(t) e^{t}\right]=\frac{1}{e^{3 s}(s-1)}$.
(f) We have $L^{-1}\left[\frac{e^{s}}{s^{2}+9}\right]=\frac{1}{3} u_{1}(t) \sin [3(t-1)]$.
(g) We have $L^{-1}\left[\frac{1}{s e^{2 s}}\right]=u_{2}(t)(t-2)$.

## Problems

For Problems 1-11, determine the Laplace transform of the given function $f$.

1. $f(t)=u_{2}(t)-u_{3}(t)$.
2. $f(t)=(t-1) u_{1}(t)$.
3. $f(t)=e^{3(t-2)} u_{2}(t)$.
4. $f(t)=\sin (t-\pi / 4) u_{\pi / 4}(t)$.
5. $f(t)=\cos t u_{\pi}(t)$.
6. $f(t)=(t-2)^{2} u_{2}(t)$.
7. $f(t)=t u_{3}(t)$.
8. $f(t)=(t-1)^{2} u_{2}(t)$.
9. $f(t)=e^{(t-4)}(t-4)^{3} u_{4}(t)$.
10. $f(t)=e^{-2(t-1)} \sin 3(t-1) u_{1}(t)$.
11. $f(t)=e^{a(t-c)} \cos b(t-c) u_{c}(t)$, where $a, b$, and $c$ are positive constants.

For Problems 12-26, determine the inverse Laplace transform of $F$.
12. $F(s)=\frac{e^{-2 s}}{s^{2}}$.
13. $F(s)=\frac{e^{-s}}{s+1}$.
14. $F(s)=\frac{e^{-3 s}}{s+4}$.
15. $F(s)=\frac{s e^{-s}}{s^{2}+4}$.
16. $F(s)=\frac{e^{-3 s}}{s^{2}+1}$.
17. $F(s)=\frac{e^{-2 s}}{s+2}$.
18. $F(s)=\frac{e^{-s}}{(s+1)(s-4)}$.
19. $F(s)=\frac{e^{-2 s}}{s^{2}+2 s+2}$.
20. $F(s)=\frac{e^{-s}(s+6)}{s^{2}+9}$.
21. $F(s)=\frac{e^{-5 s}}{s^{2}+16}$.
22. $F(s)=\frac{e^{-2 s}}{(s-3)^{3}}$.
40. $y^{\prime \prime}+4 y^{\prime}+5 y=5 u_{3}(t), \quad y(0)=2, \quad y^{\prime}(0)=1$.
41. $y^{\prime \prime}-2 y^{\prime}+5 y=2 \sin t+u_{\pi / 2}(t)[1-\sin (t-\pi / 2)]$, $y(0)=0, \quad y^{\prime}(0)=0$.
23. $F(s)=\frac{e^{-4 s}(s+3)}{s^{2}-6 s+13}$.
24. $F(s)=\frac{e^{-s}(2 s-1)}{s^{2}+4 s+5}$.
25. $F(s)=\frac{2 e^{-2 s}}{(s-1)\left(s^{2}+1\right)}$.
26. $F(s)=\frac{50 e^{-3 s}}{(s+1)^{2}\left(s^{2}+4\right)}$.

For Problems 27-41, solve the given initial-value problem.
27. $y^{\prime}+2 y=2 u_{1}(t), \quad y(0)=1$.
28. $y^{\prime}-2 y=u_{2}(t) e^{t-2}, \quad y(0)=2$.
29. $y^{\prime}-y=4 u_{\pi / 4}(t) \cos (t-\pi / 4), \quad y(0)=1$.
30. $y^{\prime}+2 y=u_{\pi}(t) \sin 2 t, \quad y(0)=3$.
31. $y^{\prime}+3 y=f(t), \quad y(0)=1$, where

$$
f(t)=\left\{\begin{array}{lr}
1, & 0 \leq t<1 \\
0, & t \geq 1
\end{array}\right.
$$

32. $y^{\prime}-3 y=f(t), \quad y(0)=2$, where

$$
f(t)=\left\{\begin{array}{cr}
\sin t, & 0 \leq t<\pi / 2 \\
1, & t \geq \pi / 2
\end{array}\right.
$$

33. $y^{\prime}-3 y=10 e^{-(t-a)} \sin [2(t-a)] u_{a}(t), \quad y(0)=5$, where $a$ is a positive constant.
34. $y^{\prime \prime}-y=u_{1}(t), \quad y(0)=2, \quad y^{\prime}(0)=0$.
35. $y^{\prime \prime}-y^{\prime}-2 y=1-3 u_{2}(t), \quad y(0)=1, \quad y^{\prime}(0)=-2$.
36. $y^{\prime \prime}-4 y=u_{1}(t)-u_{2}(t), \quad y(0)=0, \quad y^{\prime}(0)=4$.
37. $y^{\prime \prime}+y=t-u_{1}(t)(t-1), \quad y(0)=2, \quad y^{\prime}(0)=1$.
38. $y^{\prime \prime}+3 y^{\prime}+2 y=10 u_{\pi / 4}(t) \sin (t-\pi / 4)$, $y(0)=1, \quad y^{\prime}(0)=0$.
39. $y^{\prime \prime}+y^{\prime}-6 y=30 u_{1}(t) e^{-(t-1)}, \quad y(0)=3$, $y^{\prime}(0)=-4$.

For Problems 42-45, solve the given initial-value problem.
42. $y^{\prime}+y=f(t), \quad y(0)=2$, where $f(t)$ is given in Figure 10.7.5.


Figure 10.7.5: Forcing term for Problem 42.
43. $y^{\prime}+2 y=f(t), \quad y(0)=0$, where $f(t)$ is given in Figure 10.7.6.


Figure 10.7.6: Forcing term for Problem 43.
44. $y^{\prime}-y=f(t), \quad y(0)=2$, where $f(t)$ is given in Figure 10.7.7.


Figure 10.7.7: Forcing term for Problem 44.
45. $y^{\prime}-2 y=f(t), \quad y(0)=0$, where $f(t)$ is given in Figure 10.7.8.


Figure 10.7.8: Forcing term for Problem 45.
46. Solve the initial-value problem

$$
y^{\prime}-y=f(t), \quad y(0)=1,
$$

where

$$
f(t)=\left\{\begin{array}{rr}
2, & 0 \leq t<1, \\
-1, & t \geq 1,
\end{array}\right.
$$

in the following two ways:
(a) Directly using the Laplace transform.
(b) Using the technique for solving first-order linear equations developed in Section 1.6.
47. The current $i(t)$ in an RL circuit is governed by the differential equation

$$
\frac{d i}{d t}+\frac{R}{L} i=\frac{1}{L} E(t),
$$

where $R$ and $L$ are constants and $E(t)$ represents the applied EMF. At $t=0$, the switch in the circuit is
closed, and the applied EMF increases linearly from 0 V to 10 V in a time interval of 5 seconds. The EMF then remains constant for $t \geq 5$. Determine the current in the circuit for $t \geq 0$.
48. The differential equation governing the charge $q(t)$ on the capacitor in an RC circuit is

$$
\frac{d q}{d t}+\frac{1}{R C} q=\frac{1}{R} E(t),
$$

where $R$ and $C$ are constants and $E(t)$ represents the applied EMF. Over a time interval of 10 seconds, the applied EMF has the constant value 20 V . Thereafter, the EMF decays exponentially according to $E(t)=20 e^{-(t-10)}$. If the capacitor is initially uncharged and $R C \neq 1$, determine the current in the circuit for $t>0$. [Recall that the current $i(t)$ is related to the charge on the capacitor by $i(t)=\frac{d q}{d t}$.]

### 10.8 Impulsive Driving Terms: The Dirac Delta Function

Consider the differential equation

$$
y^{\prime \prime}+b y^{\prime}+c y=f(t) .
$$

We have seen in the previous sections that the Laplace transform is useful in the case when the forcing term $f(t)$ is piecewise continuous. We now consider another type of


Figure 10.8.1: An example of an impulsive force.


Figure 10.8.2: When a force of magnitude $F$ newtons acts on an object over a time interval $\left[t_{1}, t_{2}\right]$ seconds, the impulse of the force is given by the area under the curve.
forcing term; namely, that describing an impulsive force. Such a force arises when an object is dealt an instantaneous blow, for example, when an object is hit by a hammer. (See Figure 10.8.1.) The aim of this section is to develop a way of representing impulsive forces mathematically and then to show how the Laplace transform can be used to solve differential equations when the driving term is due to an impulsive force.

Suppose that a force of magnitude $F$ acts on an object over the time interval $\left[t_{1}, t_{2}\right]$. The impulse of this force, $I$, is defined by ${ }^{5}$

$$
I=\int_{t_{1}}^{t_{2}} F(t) d t .
$$

Since $F(t)$ is zero for $t$ outside the interval $\left[t_{1}, t_{2}\right]$, we can write

$$
I=\int_{-\infty}^{\infty} F(t) d t .
$$

Mathematically, $I$ gives the area under the curve $y=F(t)$ lying over the $t$-axis. (See Figure 10.8.2.)

[^62]We now introduce a mathematical description of a force that instantaneously imparts an impulse of unit magnitude to an object at $t=a$. Thus, the two properties that we wish to characterize are the following:

1. The force acts instantaneously.
2. The force has unit impulse.

We proceed in the following manner. Define the function $d_{\epsilon}(t-a)$ by

$$
\begin{equation*}
d_{\epsilon}(t-a)=\frac{u_{a}(t)-u_{a+\epsilon}(t)}{\epsilon} \tag{10.8.1}
\end{equation*}
$$

where $u_{a}$ is the unit step function. (See Figure 10.8.3.) We can interpret $d_{\epsilon}(t-a)$ as representing a force of magnitude $1 / \epsilon$ that acts for a time interval of $\epsilon$ starting at $t=a$. Notice that this force does have unit impulse, since

$$
I=\int_{-\infty}^{\infty} d_{\epsilon}(t-a) d t=\int_{-\infty}^{\infty} \frac{u_{a}(t)-u_{a+\epsilon}(t)}{\epsilon} d t=\int_{a}^{a+\epsilon} \frac{1}{\epsilon} d t=1
$$



Figure 10.8.3: The function $d_{\epsilon}(t-a)$.
To capture the idea of an instantaneous force we take the limit as $\epsilon \rightarrow 0^{+}$. It follows from (10.8.1) that

$$
\lim _{\epsilon \rightarrow 0^{+}} d_{\epsilon}(t-a)=0 \text { whenever } t \neq a
$$

Also, since $I=1$ for all $t$,

$$
\lim _{\epsilon \rightarrow 0^{+}} I=1
$$

These properties characterize mathematically the idea of a force of unit impulse acting instantaneously at $t=a$. We use them to define the unit impulse function.

## DEFINITION 10.8.1

The unit impulse function, or Dirac delta function, $\delta(t-a)$ is the (generalized) function that satisfies

1. $\delta(t-a)=0, t \neq a$
2. $\int_{-\infty}^{\infty} \delta(t-a) d t=1$.

Remark The unit impulse function is not a function in the usual sense. It is an example of what is called a generalized function. The detailed study of such functions is beyond
the scope of the present text. However, all that we will require are the properties (1) and (2) of Definition 10.8.1.

Thus, to summarize,
$\delta(t-a)$ describes a force that instantaneously
imparts a unit impulse to a system at $t=a$.

We now consider the possibility of determining the Laplace transform of $\delta(t-a)$. The natural way to do this is to return to the function $d_{\epsilon}(t-a)$ and define the Laplace transform of $\delta(t-a)$ in the following manner.

$$
\begin{aligned}
L[\delta(t-a)] & =\lim _{\epsilon \rightarrow 0^{+}} L\left[d_{\epsilon}(t-a)\right]=\lim _{\epsilon \rightarrow 0^{+}} \int_{0}^{\infty} e^{-s t}\left[\frac{u_{a}(t)-u_{a+\epsilon}(t)}{\epsilon}\right] d t \\
& =\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \int_{a}^{a+\epsilon} e^{-s t} d t=\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon}\left\{-\frac{1}{s}\left[e^{-s(a+\epsilon)}-e^{-s a}\right]\right\} \\
& =\frac{1}{s} e^{-s a} \lim _{\epsilon \rightarrow 0^{+}}\left(\frac{1-e^{-\epsilon s}}{\epsilon}\right)
\end{aligned}
$$

Using L'Hopital's rule to evaluate the preceding limit yields

$$
L[\delta(t-a)]=e^{-s a}
$$

In particular,

$$
L[\delta(t)]=1
$$

It can be shown more generally that if $g$ is a continuous function on $(-\infty, \infty)$, then

$$
\int_{-\infty}^{\infty} g(t) \delta(t-a) d t=g(a)
$$

Example 10.8.2 Solve the initial-value problem

$$
y^{\prime \prime}+4 y^{\prime}+13 y=\delta(t-\pi), \quad y(0)=2, \quad y^{\prime}(0)=1
$$

Solution: Taking the Laplace transform of both sides of the given differential equation and imposing the initial conditions yields

$$
s^{2} Y-2 s-1+4(s Y-2)+13 Y=e^{-\pi s}
$$

which implies that

$$
\begin{aligned}
Y(s) & =\frac{e^{-\pi s}+2 s+9}{s^{2}+4 s+13}=\frac{e^{-\pi s}+2 s+9}{(s+2)^{2}+9} \\
& =\frac{e^{-\pi s}}{(s+2)^{2}+9}+\frac{2(s+2)}{(s+2)^{2}+9}+\frac{5}{(s+2)^{2}+9}
\end{aligned}
$$

Taking the inverse Laplace transform of both sides gives

$$
\begin{aligned}
y(t) & =L^{-1}\left\{\frac{1}{3} e^{-\pi t} L\left[e^{-2 t} \sin 3 t\right]\right\}+2 e^{-2 t} \cos 3 t+\frac{5}{3} e^{-2 t} \sin 3 t \\
& =\frac{1}{3} u_{\pi}(t) e^{-2(t-\pi)} \sin [3(t-\pi)]+2 e^{-2 t} \cos 3 t+\frac{5}{3} e^{-2 t} \sin 3 t
\end{aligned}
$$

Since $\sin [3(t-\pi)]=-\sin 3 t$, we finally obtain

$$
y(t)=-\frac{1}{3} u_{\pi}(t) e^{-2(t-\pi)} \sin 3 t+e^{-2 t}\left(2 \cos 3 t+\frac{5}{3} \sin 3 t\right) .
$$

## Example 10.8.3



Impulsive force acts after 3 s

Figure 10.8.4: A spring-mass system in which friction is neglected and the only external force acting on the system is an impulsive force that imparts 5 units of impulse at $t=3$.

Consider the spring-mass system depicted in Figure 10.8.4. At $t=0$, the mass is pulled down a distance 1 unit from equilibrium and released from rest. After 3 seconds, the mass is dealt an instantaneous blow that imparts five units of impulse in the upward direction. The initial-value problem governing the motion of the mass is

$$
\frac{d^{2} y}{d t^{2}}+4 y=-5 \delta(t-3), \quad y(0)=1, \quad \frac{d y}{d t}(0)=0
$$

where $5 \delta(t-3)$ describes the impulsive force that acts on the mass at $t=3$, and the positive $y$-direction is downward. Determine the motion of the mass for all $t>0$.

Solution: Taking the Laplace transform of the differential equation and imposing the initial conditions yields

$$
s^{2} Y(s)-s+4 Y(s)=-5 e^{-3 s}
$$

so that

$$
Y(s)=\frac{-5 e^{-3 s}+s}{s^{2}+4}=-\frac{5 e^{-3 s}}{s^{2}+4}+\frac{s}{s^{2}+4}
$$

We can now take the inverse Laplace transform of both sides of this equation to obtain

$$
y(t)=L^{-1}\left\{-\frac{5}{2} e^{-3 s} L[\sin 2 t]\right\}+\cos 2 t .
$$

Thus,

$$
y(t)=-\frac{5}{2} u_{3}(t) \sin [2(t-3)]+\cos 2 t .
$$

The first term on the right-hand side represents the contribution from the impulsive force. Obviously this does not affect the motion of the mass until $t=3$, but then contributes for all $t \geq 3$. More explicitly, we can write the solution as

$$
y(t)=\left\{\begin{array}{cr}
\cos 2 t, & 0 \leq t<3, \\
\cos 2 t-\frac{5}{2} \sin 2(t-3), & t \geq 3
\end{array}\right.
$$

The resulting motion is depicted in Figure 10.8.5, where the effect of the impulsive force is apparent. We see that $y(t)$ is continuous at $t=3$, but that $y^{\prime}(t)$ is discontinuous at $t=3$.


Figure 10.8.5: The motion of the spring-mass system in Example 10.8.3.

## Key Terms

Impulsive force, Unit impulse (Dirac delta) function.

## Skills

- Be able to solve initial-value problems involving the Dirac delta function.


## True-False Review

For Questions (a)-(e), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The impulse of a force $F(t)$ acting on an object is obtained by integrating $F(t)$ over all values of $t$.
(b) A unit impulse force is a force that acts instantaneously and has unit impulse.
(c) The Laplace transform of the unit impulse function $\delta(t-a)$ is $e^{a s}$.
(d) The initial-value problem governing the motion of a spring-mass system that is dealt an instantaneous blow at $t=a$ is a second-order nonhomogeneous differential equation involving the unit impulse function.
(e) The instantaneous blow delivered to a spring-mass system determines the initial conditions for the nonhomogeneous differential equation governing the motion of the mass as a function of time.

## Problems

For Problems 1-13, solve the given initial-value problem.

1. $y^{\prime}+y=\delta(t-5), \quad y(0)=3$.
2. $y^{\prime}-2 y=\delta(t-2), \quad y(0)=1$.
3. $y^{\prime}+4 y=3 \delta(t-1), \quad y(0)=2$.
4. $y^{\prime}-5 y=2 e^{-t}+\delta(t-3), \quad y(0)=0$.
5. $y^{\prime \prime}-3 y^{\prime}+2 y=\delta(t-1), \quad y(0)=1, \quad y^{\prime}(0)=0$.
6. $y^{\prime \prime}-4 y=\delta(t-3), \quad y(0)=0, \quad y^{\prime}(0)=1$.
7. $y^{\prime \prime}+2 y^{\prime}+5 y=\delta(t-\pi / 2), \quad y(0)=0, \quad y^{\prime}(0)=2$.
8. $y^{\prime \prime}-4 y^{\prime}+13 y=\delta(t-\pi / 4), \quad y(0)=3, \quad y^{\prime}(0)=0$.
9. $y^{\prime \prime}+4 y^{\prime}+3 y=\delta(t-2), \quad y(0)=1, \quad y^{\prime}(0)=-1$.
10. $y^{\prime \prime}+6 y^{\prime}+13 y=\delta(t-\pi / 4), \quad y(0)=5, \quad y^{\prime}(0)=5$.
11. $y^{\prime \prime}+9 y=15 \sin 2 t+\delta(t-\pi / 6), \quad y(0)=0$, $y^{\prime}(0)=0$.
12. $y^{\prime \prime}+16 y=4 \cos 3 t+\delta(t-\pi / 3), \quad y(0)=0$, $y^{\prime}(0)=0$.
13. $y^{\prime \prime}+2 y^{\prime}+5 y=4 \sin t+\delta(t-\pi / 6), \quad y(0)=0$, $y^{\prime}(0)=1$.
14. The motion of a spring-mass system is governed by the initial-value problem

$$
\frac{d^{2} y}{d t^{2}}+4 y=F_{0} \cos 3 t, \quad y(0)=0, \quad \frac{d y}{d t}(0)=0
$$

where $F_{0}$ is a constant. At $t=5$ seconds, the mass is dealt a blow in the upward (negative) direction that instantaneously imparts 4 units of impulse to the system. Determine the resulting motion of the mass.
15. The motion of a spring-mass system is governed by

$$
\begin{gathered}
\frac{d^{2} y}{d t^{2}}+4 \frac{d y}{d t}+13 y=10 \sin 5 t \\
y(0)=0, \quad \frac{d y}{d t}(0)=0
\end{gathered}
$$

At $t=10$ seconds, the mass is dealt a blow in the downward (positive) direction that instantaneously imparts 2 units of impulse to the system. Determine the resulting motion of the mass.
16. Consider the spring-mass system whose motion is governed by the initial-value problem

$$
\begin{aligned}
\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y & =F_{0} \sin \omega t+A \delta\left(t-t_{0}\right) \\
y(0) & =0, \quad \frac{d y}{d t}(0)=0
\end{aligned}
$$

where $\omega_{0}, \omega, F_{0}, A$, and $t_{0}$ are positive constants and $\omega \neq \omega_{0}$. Solve the initial-value problem to determine the position of the mass at time $t$.

### 10.9 The Convolution Integral

Very often in solving a differential equation using the Laplace transform method we require the inverse Laplace transform of an expression of the form

$$
H(s)=F(s) G(s),
$$

where $F(s)$ and $G(s)$ are functions whose inverse Laplace transform is known. It is important to note that

$$
L^{-1}[H(s)] \neq L^{-1}[F(s)] L^{-1}[G(s)] .
$$

For example,

$$
\begin{aligned}
L^{-1}\left[\frac{1}{(s-1)\left(s^{2}-1\right)}\right] & =L^{-1}\left[\frac{1}{2(s-1)}-\frac{s+1}{2\left(s^{2}+1\right)}\right] \\
& =\frac{1}{2} e^{t}-\frac{1}{2} \cos t-\frac{1}{2} \sin t
\end{aligned}
$$

whereas

$$
L^{-1}\left[\frac{1}{s-1}\right] L^{-1}\left[\frac{1}{s^{2}+1}\right]=e^{t} \sin t
$$

Consequently,

$$
L^{-1}\left[\frac{1}{(s-1)\left(s^{2}+1\right)}\right] \neq L^{-1}\left[\frac{1}{s-1}\right] L^{-1}\left[\frac{1}{s^{2}+1}\right] .
$$

However, it is possible, at least in theory, to determine $L^{-1}[F(s) G(s)]$ directly in terms of an integral involving $f(t)$ and $g(t)$. Before showing this, we require a definition.

## DEFINITION 10.9.1

Suppose that $f$ and $g$ are continuous on the interval $[0, b]$. Then for $t$ in $(0, b]$, the convolution product, $f * g$, of $f$ and $g$ is defined by

$$
(f * g)(t)=\int_{0}^{t} f(t-\tau) g(\tau) d \tau
$$

Notice that $f * g$ is indeed a function of $t$. The integral

$$
\int_{0}^{t} f(t-\tau) g(\tau) d \tau
$$

is called a convolution integral.
Example 10.9.2 If $f(t)=t$ and $g(t)=\sin t$, determine $f * g$.
Solution: From Definition 10.9.1, we have

$$
\begin{aligned}
(f * g)(t) & =\int_{0}^{t}(t-\tau) \sin \tau d \tau=t \int_{0}^{t} \sin \tau d \tau-\int_{0}^{t} \tau \sin \tau d \tau \\
& =t(1-\cos t)-(\sin t-t \cos t) \\
& =t-\sin t .
\end{aligned}
$$

The convolution product satisfies the three basic properties of the ordinary multiplicative product, namely,

1. $f * g=g * f$.
2. $f *(g * h)=(f * g) * h$.
3. $f *(g+h)=f * g+f * h$.
(Commutative)
(Associative)
(Distributive over addition)

The proofs of these properties are left as exercises.
We now show how the convolution product can be useful in evaluating inverse Laplace transforms.

## Theorem 10.9.3 (The Convolution Theorem)

If $f$ and $g$ are in $E(0, \infty)$, then

$$
\begin{equation*}
L[f * g]=L[f] L[g] . \tag{10.9.1}
\end{equation*}
$$

Conversely,

$$
\begin{equation*}
L^{-1}[F(s) G(s)]=(f * g)(t) . \tag{10.9.2}
\end{equation*}
$$

Proof We must use the definition of the Laplace transform and the convolution product:

$$
\begin{aligned}
L[f * g] & =\int_{0}^{\infty} e^{-s t}\left\{\int_{0}^{t} f(t-\tau) g(\tau) d \tau\right\} d t \\
& =\int_{0}^{\infty} \int_{0}^{t} e^{-s t} f(t-\tau) g(\tau) d \tau d t .
\end{aligned}
$$

It is not clear how to proceed at this point. However, when dealing with an iterated double integral, it is often worth changing the order of integration to see if any simplification arises. In this case, the limits of integration are $0 \leq \tau \leq t, 0 \leq t<\infty$, so that the region of integration is that part of the $t \tau$-plane that lies above the $t$-axis and below the line $\tau=t$. This region is shown in Figure 10.9.1.


Figure 10.9.1: Changing the order of integration in Theorem 10.9.3.

Reversing the order of integration, the new limits are $\tau \leq t<\infty, 0 \leq \tau<\infty$. Thus, we can write

$$
L[(f * g)(t)]=\int_{0}^{\infty} \int_{\tau}^{\infty} e^{-s t} f(t-\tau) g(\tau) d t d \tau
$$

We now make the change of variable $u=t-\tau$ in the first iterated integral. Then $d u=d t$ (remember that $\tau$ is treated as a constant when performing the inside integration) and
the new $u$-limits are $0 \leq u<\infty$. Consequently,

$$
\begin{aligned}
L[(f * g)(t)] & =\int_{0}^{\infty} \int_{0}^{\infty} e^{-s(u+\tau)} g(\tau) f(u) d u d \tau \\
& =\int_{0}^{\infty} e^{-s \tau} g(\tau)\left[\int_{0}^{\infty} e^{-s u} f(u) d u\right] d \tau \\
& =\left[\int_{0}^{\infty} e^{-s u} f(u) d u\right]\left[\int_{0}^{\infty} e^{-s \tau} g(\tau) d \tau\right]=L[f] L[g],
\end{aligned}
$$

as required. The converse, (10.9.2), is obtained in the usual manner by taking the inverse Laplace transform of (10.9.1).

Remark It can be shown more generally that

$$
L^{-1}\left[F_{1}(s) F_{2}(s) \ldots F_{n}(s)\right]=\left(f_{1} * f_{2} * \cdots * f n\right)(t)
$$

## Example 10.9.4 Determine $L[f]$ if

$$
f(t)=\int_{0}^{t} \sin (t-\tau) e^{-\tau} d \tau
$$

Solution: In this case, we recognize that

$$
f(t)=\sin t * e^{-t},
$$

so that, by the convolution theorem,

$$
L[f]=L[\sin t] L\left[e^{-t}\right]=\frac{1}{\left(s^{2}+1\right)(s+1)} .
$$

Example 10.9.5 Find $L^{-1}\left[\frac{1}{s^{2}(s-1)}\right]$.
Solution: We could determine the inverse Laplace transform in the usual manner by first using a partial fractions decomposition. However, we will use the convolution theorem:

$$
L^{-1}\left[\frac{1}{s^{2}(s-1)}\right]=L^{-1}\left[\frac{1}{s^{2}}\right] * L^{-1}\left[\frac{1}{s-1}\right]=\int_{0}^{t}(t-\tau) e^{\tau} d \tau .
$$

By integrating by parts, we obtain

$$
L^{-1}\left[\frac{1}{s^{2}(s-1)}\right]=\left.\left[t e^{\tau}-\left(\tau e^{\tau}-e^{\tau}\right)\right]\right|_{0} ^{t}=e^{t}-1 .
$$

Example 10.9.6 Find $L^{-1}\left[\frac{G(s)}{(s-1)^{2}+1}\right]$.
Solution: Using the convolution theorem, we see that

$$
\begin{aligned}
L^{-1}\left[\frac{G(s)}{(s-1)^{2}+1}\right] & =L^{-1}\left[\frac{1}{(s-1)^{2}+1}\right] * L^{-1}[G(s)] \\
& =e^{t} \sin t * g(t)
\end{aligned}
$$

That is,

$$
L^{-1}\left[\frac{G(s)}{(s-1)^{2}+1}\right]=\int_{0}^{t} e^{t-\tau} \sin (t-\tau) g(\tau) d \tau
$$

Example 10.9.7 Solve the initial-value problem

$$
y^{\prime \prime}+\omega^{2} y=f(t), \quad y(0)=\alpha, \quad y^{\prime}(0)=\beta
$$

where $\alpha, \beta$, and $\omega$ are constants with $\omega \neq 0$, and $f(t)$ is an arbitrary function in $E(0, \infty)$.
Solution: Taking the Laplace transform of the differential equation and imposing the given initial conditions yields

$$
s^{2} Y(s)-\alpha s-\beta+\omega^{2} Y(s)=F(s)
$$

where $F(s)$ denotes the Laplace transform of $f$. Simplifying, we obtain

$$
Y(s)=\frac{F(s)}{s^{2}+\omega^{2}}+\frac{\alpha s}{s^{2}+\omega^{2}}+\frac{\beta}{s^{2}+\omega^{2}} .
$$

Taking the inverse Laplace transform of both sides of this equation and using the convolution theorem yields

$$
y(t)=\frac{1}{\omega} \int_{0}^{t} \sin \omega(t-\tau) f(\tau) d \tau+\alpha \cos \omega t+\frac{\beta}{\omega} \sin \omega t .
$$

## Volterra Integral Equations

The applications of the Laplace transform that we have so far considered have been for solving differential equations. We now briefly discuss another type of equation whose solution can often be obtained by using the Laplace transform.

An equation of the form

$$
\begin{equation*}
x(t)=f(t)+\int_{0}^{t} k(t-\tau) x(\tau) d \tau \tag{10.9.3}
\end{equation*}
$$

is called a Volterra integral equation. In this equation, the unknown function is $x(t)$. The functions $f$ and $k$ are specified, and $k$ is called the kernel of the equation. For example,

$$
x(t)=2 \sin t+\int_{0}^{t} \cos (t-\tau) x(\tau) d \tau
$$

is a Volterra integral equation. We now show how the convolution theorem for Laplace transforms can be used to determine, up to the evaluation of an inverse transform, the function $x(t)$ that satisfies Equation (10.9.3). The key to solving Equation (10.9.3) is to notice that the integral that appears in this equation is, in fact, a convolution integral. Thus, taking the Laplace transform of both sides of Equation (10.9.3) we obtain

$$
X(s)=F(s)+L[k(t) * x(t)] .
$$

That is, using the convolution theorem,

$$
X(s)=F(s)+K(s) X(s) .
$$

Solving algebraically for $X(s)$ yields

$$
X(s)=\frac{F(s)}{1-K(s)}
$$

so that

$$
x(t)=L^{-1}\left[\frac{F(s)}{1-K(s)}\right] .
$$

This technique can be used to solve a wide variety of Volterra integral equations.
Example 10.9.8 Solve the Volterra integral equation

$$
x(t)=3 \cos t+5 \int_{0}^{t} \sin (t-\tau) x(\tau) d \tau .
$$

Solution: Taking the Laplace transform of the given integral equation and using the convolution theorem yields

$$
X(s)=\frac{3 s}{s^{2}+1}+\frac{5}{s^{2}+1} X(s) .
$$

That is,

$$
X(s)\left(\frac{s^{2}-4}{s^{2}+1}\right)=\frac{3 s}{s^{2}+1},
$$

so that

$$
X(s)=\frac{3 s}{s^{2}-4} .
$$

Decomposing the right-hand side into partial fractions, we obtain

$$
X(s)=\frac{3}{2}\left(\frac{1}{s-2}+\frac{1}{s+2}\right) .
$$

Taking the inverse Laplace transform yields

$$
x(t)=\frac{3}{2}\left(e^{2 t}+e^{-2 t}\right)=3 \cosh 2 t .
$$

## Exercises for 10.9

## Key Terms

Convolution product, Convolution integral, Convolution Theorem, Volterra integral equation, Kernel of the Volterra integral equation.

## Skills

- Be able to compute the convolution product of two functions $f$ and $g$.
- Be able to prove the basic properties of the convolution product.
- Be able to use the Convolution Theorem to compute the Laplace transform of a convolution product.
- Be able to use the Convolution Theorem to compute the inverse Laplace transform of a product of functions.
- Be able to solve initial-value problems up to the evaluation of a convolution integral.
- Be able to solve Volterra integral equations.


## True-False Review

For Questions (a)-(g), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) For all continuous functions $f$ and $g, f * g=g * f$.
(b) If the functions $f$ and $g$ are continuous and positive on $[0, b]$, then the convolution product $f * g$ is an increasing function of $t$.
(c) If $f$ and $g$ are in $E(0, \infty)$, then $L[f g]=L[f] * L[g]$.
(d) Any equation of the form

$$
x(t)=f(t)+\int_{0}^{t} k(t-\tau) x(\tau) d \tau
$$

is called a Volterra integral equation.
(e) If $f, g$, and $h$ are continuous functions on $[0, b]$ and if $f * g=f * h$, then $g=h$.
(f) The Convolution Theorem states (in part) that the inverse Laplace transform of the product $F(s) G(s)$ is the convolution product $(f * g)(t)$, where $f$ and $g$ are in $E(0, \infty)$.
(g) If $a$ is a constant and $f$ and $g$ are continuous on the interval $[0, b]$, then

$$
a(f * g)=(a f) * g=f *(a g)
$$

## Problems

For Problems 1-6, determine $f * g$.

1. $f(t)=t, \quad g(t)=1$.
2. $f(t)=6 t^{2}, \quad g(t)=5 t^{3}$.
3. $f(t)=\cos t, \quad g(t)=t$.
4. $f(t)=e^{t}, \quad g(t)=t$.
5. $f(t)=t^{2}, \quad g(t)=e^{t}$.
6. $f(t)=e^{t}, \quad g(t)=e^{t} \sin t$.
7. Prove that $f * g=g * f$.
8. Prove that $f *(g * h)=(f * g) * h$.
9. Prove that $f *(g+h)=f * g+f * h$.

For Problems 10-14, determine $L[f * g]$.
10. $f(t)=t, \quad g(t)=\sin t$.
11. $f(t)=e^{2 t}, \quad g(t)=1$.
12. $f(t)=\sin t, \quad g(t)=\cos 2 t$.
13. $f(t)=e^{t}, \quad g(t)=t e^{2 t}$.
14. $f(t)=t^{2}, \quad g(t)=e^{2 t} \sin 2 t$.

For Problems 15-20, determine $L^{-1}[F(s) G(s)]$ in the following two ways: (a) using the Convolution Theorem, (b) using partial fractions.
15. $F(s)=\frac{1}{s}, \quad G(s)=\frac{1}{s-2}$.
16. $F(s)=\frac{1}{s+1}, \quad G(s)=\frac{1}{s}$.
17. $F(s)=\frac{s}{s^{2}+4}, \quad G(s)=\frac{2}{s}$.
18. $F(s)=\frac{1}{s+2}, \quad G(s)=\frac{s+2}{s^{2}+4 s+13}$.
19. $F(s)=\frac{1}{s^{2}+9}, \quad G(s)=\frac{2}{s^{3}}$.
20. $F(s)=\frac{1}{s^{2}}, \quad G(s)=\frac{e^{-\pi s}}{s^{2}+1}$.

For Problems 21-25, express $L^{-1}[F(s) G(s)]$ in terms of a convolution integral.
21. $F(s)=\frac{4}{s^{3}}, \quad G(s)=\frac{s-1}{s^{2}-2 s+5}$.
22. $F(s)=\frac{s+1}{s^{2}+2 s+2}, \quad G(s)=\frac{1}{(s+3)^{2}}$.
23. $F(s)=\frac{2}{s^{2}+6 s+10}, \quad G(s)=\frac{2}{s-4}$.
24. $F(s)=\frac{s+4}{s^{2}+8 s+25}, \quad G(s)=\frac{s e^{-\pi / 2}}{s^{2}+16}$.
25. $F(s)=\frac{1}{s-4}, \quad G(s)$ arbitrary.

For Problems 26-32, solve the given initial-value problem up to the evaluation of a convolution integral.
26. $y^{\prime \prime}+y=e^{-t}, \quad y(0)=0, \quad y^{\prime}(0)=1$.
27. $y^{\prime \prime}-2 y^{\prime}+10 y=\cos 2 t, \quad y(0)=0, \quad y^{\prime}(0)=1$.
28. $y^{\prime \prime}+16 y=f(t), \quad y(0)=\alpha, \quad y^{\prime}(0)=\beta$, where $\alpha$ and $\beta$ are constants.
29. $y^{\prime}-a y=f(t), \quad y(0)=\alpha$, where $a$ and $\alpha$ are constants.
30. $y^{\prime \prime}-a^{2} y=f(t), \quad y(0)=\alpha, \quad y^{\prime}(0)=\beta$, where $a, \alpha$, and $\beta$ are constants and $a \neq 0$.
31. $y^{\prime \prime}-(a+b) y^{\prime}+a b y=f(t), \quad y(0)=\alpha, \quad y^{\prime}(0)=$ $\beta$, where $a, b, \alpha$, and $\beta$ are constants and $a \neq b$.
32. $y^{\prime \prime}-2 a y^{\prime}+\left(a^{2}+b^{2}\right) y=f(t), \quad y(0)=\alpha, \quad y^{\prime}(0)=$ $\beta$, where $a, b, \alpha$, and $\beta$ are constants, and $b \neq 0$.

For Problems 33-38, solve the given Volterra integral equation.
33. $x(t)=e^{-t}+4 \int_{0}^{t}(t-\tau) x(\tau) d \tau$.
34. $x(t)=2 e^{3 t}-\int_{0}^{t} e^{2(t-\tau)} x(\tau) d \tau$.
35. $x(t)=4 e^{t}+3 \int_{0}^{t} e^{-(t-\tau)} x(\tau) d \tau$.
36. $x(t)=1+2 \int_{0}^{t} \sin (t-\tau) x(\tau) d \tau$.
37. $x(t)=e^{2 t}+5 \int_{0}^{t} \cos [2(t-\tau)] x(\tau) d \tau$.
38. $x(t)=2\left\{1+\int_{0}^{t} \cos [2(t-\tau)] x(\tau) d \tau\right\}$.
39. Show that the initial-value problem

$$
y^{\prime \prime}+y=f(t), \quad y(0)=0, \quad y^{\prime}(0)=0
$$

can be reformulated as the integral equation

$$
x(t)=f(t)-\int_{0}^{t}(t-\tau) x(\tau) d \tau
$$

where $y^{\prime \prime}(t)=x(t)$.

### 10.10 Chapter Review

Laplace transforms are a powerful tool in solving differential equations. In particular, the real power of the Laplace transform comes from the simplification of differential equations with a forcing term that is piecewise continuous or periodic in nature. The Laplace transform of a function $f$ defined on an interval $[0, \infty)$ is the function $F(s)$ defined by

$$
\begin{equation*}
F(s)=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{10.10.1}
\end{equation*}
$$

provided that the improper integral converges. Throughout the chapter, we have developed formulas for the Laplace transforms of a number of basic functions. These results are summarized in the table below.

## Summary of Laplace Transforms

| Function $f(t)$ | Laplace Transform $F(s)$ |
| :--- | :--- |
| $f(t)=t^{n}, n$ a nonnegative integer | $F(s)=\frac{n!}{s^{n+1}}, s>0$. |
| $f(t)=e^{a t}, a$ constant | $F(s)=\frac{1}{s-a}, s>a$. |
| $f(t)=\sin b t, b$ constant | $F(s)=\frac{b}{s^{2}+b^{2}}, s>0$. |
| $f(t)=\cos b t, b$ constant | $F(s)=\frac{s}{s^{2}+b^{2}}, s>0$. |
| $f(t)=t^{-1 / 2}$ | $F(s)=(\pi / s)^{1 / 2}, s>0$. |
| $f(t)=u_{a}(t)$ (see Section 10.7) | $F(s)=\frac{1}{s} e^{-a s}$. |
| $f(t)=\delta(t-a)$ (see Section 10.8) | $F(s)=e^{-a s}$. |

Transform of Derivatives (see Section 10.4)

| $f^{\prime}$ | $L\left[f^{\prime}\right]=s L[f]-f(0)$. |
| :--- | :--- |
| $f^{\prime \prime}$ | $L\left[f^{\prime \prime}\right]=s^{2} L[f]-s f(0)-f^{\prime}(0)$. |

Shifting Theorems (see Sections 10.5 and 10.7)

| $e^{a t} f(t)$ | $F(s-a)$. |
| :--- | :--- |
| $u_{a}(t) f(t-a)$. | $e^{-a s} F(s)$. |

The Laplace transform satisfies the linearity properties

$$
L[f+g]=L[f]+L[g] \quad \text { and } \quad L[c f]=c L[f]
$$

for all transformable functions $f$ and $g$ and constants $c$. Therefore, we can take linear combinations of the functions from the above table and compute their Laplace transforms as well.

In order to transform a first- or second-order differential equation with unknown function $y(t)$, we use the formulas given in the table above for $L\left[f^{\prime}\right]$ or $L\left[f^{\prime \prime}\right]$, respectively, and obtain the resulting algebraic equation for the Laplace transform $Y(s)$ of $y(t)$. After solving this equation for $Y(s)$, we find the solution $y(t)$ of the initialvalue problem by taking the inverse Laplace transform: $y(t)=L^{-1}[Y(s)]$. Note that $y(t)=L^{-1}[Y(s)]$ if and only if $L[y](s)=Y(s)$. Higher-order differential equations can also be handled by this technique, using a generalization of the formulas for Laplace transforms of derivatives in the table above. The figure below summarizes this technique.


Figure 10.10.1: Using the Laplace transform to solve an initial-value problem.

## Additional Problems

For Problems 1-10, use (10.10.1) to determine $L[f]$.

1. $f(t)=3 t-4$.
2. $f(t)=\sin 2 t$.
3. $f(t)=4 t^{2}$.
4. $f(t)=5 e^{-3 t}$.
5. $f(t)=7 t e^{-t}$.
6. $f(t)=\sin a t \cos b t$, where $a, b$ are positive constants.
7. $f(t)=\sin ^{2} a t$, where $a$ is a positive constant.
8. $f(t)=\left\{\begin{array}{rr}2, & 0 \leq t \leq 1, \\ t, & t>1 .\end{array}\right.$
9. $f(t)=\left\{\begin{array}{rr}t+1, & 0 \leq t<3, \\ t^{2}-1, & t>3 .\end{array}\right.$
10. $f(t)=\left\{\begin{array}{cr}2, & 0 \leq t \leq 1, \\ 1-t, & 1<t \leq 2, \\ 0, & t>2 .\end{array}\right.$

For Problems 11-19, use properties of the Laplace transform and the table of Laplace transforms to determine $L[f]$.
11. $f(t)=5 \cos 2 t-7 e^{-t}-3 t^{6}$.
12. $f(t)=e^{-5 t} / \sqrt{t}$.
13. $f(t)=e^{3 t} \cos 5 t-e^{-t} \sin 2 t$.
14. $f(t)=6 t^{4} e^{-2 t}-2 t e^{t+1}+\sqrt{10 t}$.
15. $f(t)=e^{-5 t} / \sqrt{t}$.
16. $f(t)=2(t-5) u_{5}(t)$.
17. $f(t)=2+2\left(e^{-t}-1\right) u_{1}(t)$.
18. $f(t)=\int_{0}^{t}(t-w) \cos 2 w d w$.
19. $f(t)=\int_{0}^{t}(t-w)^{2} e^{w} d w$.

For Problems 20-25, determine a function $f(t)$ that has the given Laplace transform $F(s)$.
20. $F(s)=\frac{3}{s^{2}}$.
21. $F(s)=\frac{4 s+5}{s^{2}+9}$.
22. $F(s)=\frac{s-2}{s^{2}+2 s+2}$.
23. $F(s)=\frac{2}{s\left(s^{2}+16\right)}$.
24. $F(s)=\frac{2 s+5}{s\left(s^{2}+4 s+20\right)}$.
25. $F(s)=\frac{2 s+5}{s\left(s^{2}+4 s+20\right)}$.

For Problems 26-28, sketch $f(t)$, express $f(t)$ in terms of $u_{a}(t)$, and determine $L\{f(t)\}$.
26. $f(t)=\left\{\begin{array}{lr}2, & 0 \leq t<1, \\ 3-t, & t \geq 1 .\end{array}\right.$
27. $f(t)=\left\{\begin{array}{cr}1, & 0 \leq t<\ln 2, \\ 2 e^{-t}, & t \geq \ln 2 .\end{array}\right.$
28. $f(t)=\left\{\begin{array}{cr}t, & 0 \leq t<1, \\ 1 & 1<t \leq 2, \\ 3-t, & 2<t \leq 3, \\ 0, & t>3 .\end{array}\right.$
29. Let $f \in E(0, \infty)$ and let $a$ be a positive real number.

Define the function $f_{a}$ as follows

$$
f_{a}(t)=\left\{\begin{array}{cr}
f(t-a), & \text { if } t \geq a \\
0, & \text { if } 0 \leq t<a
\end{array}\right.
$$

Show that $L\left\{f_{a}(t)\right\}=f(s+a)$.
30. Use the Convolution Theorem and the table of Laplace transforms to show that

$$
\int_{0}^{x}(x-w)^{a} w^{b} d w=\frac{a!b!}{(a+b+1)!} x^{a+b+1}
$$

$a>-1, b>-1, x>0$.
31. Let $f(x)=x e^{a x}$, where $a$ is a constant.
(a) Show that

$$
L\left\{f^{\prime}(x)\right\}=a L\{f(x)\}+\frac{1}{s-a}
$$

(b) Use the result from (a) together with the expression for the Laplace transform of the derivative of a function, to determine $L\left\{x e^{a x}\right\}$ without integrating.
(c) Use mathematical induction to establish that

$$
L\left\{x^{n} e^{a x}\right\}=\frac{n!}{(s-a)^{n+1}}, \quad s>a, \quad n=1,2, \ldots
$$

32. Let $y(t)$ be the solution to the initial-value problem $y^{\prime}+a y=f(t), y(0)=y_{0}$, where $a$ and $y_{0}$ are constants. Verify that

$$
L[y]=\frac{L[f]}{s+a}+\frac{y_{0}}{s+a},
$$

and show that

$$
y(t)=y_{0} e^{-a t}+\int_{0}^{t} e^{-a(t-w)} f(w) d w
$$

33. Show that the general solution to the initial-value problem

$$
\begin{gathered}
y^{(n)}+a_{1} y^{(n-1)}+\cdots+a_{n} y=f(t) \\
y(0)=0, y^{\prime}(0)=0, \ldots, y^{(n-1)}(0)=0
\end{gathered}
$$

is

$$
y(t)=\int_{0}^{t} K(t-w) f(w) d w
$$

for an appropriate function $K(t)$ that should be determined.

For Problems 34-40, use the Laplace transform to solve the given initial-value problem.
34. $y^{\prime \prime}-3 y^{\prime}-4 y=4 e^{-t}, \quad y(0)=1, \quad y^{\prime}(0)=1$.
35. $y^{\prime \prime}-2 y^{\prime}-8 y=5, \quad y(0)=1, \quad y^{\prime}(0)=0$.
36. $y^{\prime \prime}+9 y=8 \cos 3 t, \quad y(0)=1, \quad y^{\prime}(0)=0$.
37. $y^{\prime \prime}+y=f(t), \quad y(0)=0, \quad y^{\prime}(0)=1$, where

$$
f(t)=\left\{\begin{array}{lr}
1, & 0 \leq t<\pi / 2 \\
0, & t \geq \pi / 2
\end{array}\right.
$$

38. $y^{\prime \prime}+4 y=4 \sin t+3 \delta(t-2), \quad y(0)=2, \quad y^{\prime}(0)=1$.
39. $y^{\prime \prime}+2 y^{\prime}+y=\delta(t-4), \quad y(0)=0, \quad y^{\prime}(0)=0$.
40. $y^{\prime \prime}+4 y^{\prime}+4 y=\delta(t-4), \quad y(0)=1, \quad y^{\prime}(0)=2$.

For Problems 41-44, use the Laplace transform to solve the given system of differential equations subject to the given initial conditions.
41. $\frac{d x_{1}}{d t}=x_{1}+2 x_{2}, \quad \frac{d x_{2}}{d t}=2 x_{1}+x_{2}$,

$$
x_{1}(0)=1, \quad \frac{d x_{1}}{d t}(0)=0 .
$$

42. $\frac{d x_{1}}{d t}=2 x_{2}, \quad \frac{d x_{2}}{d t}=-2 x_{1}$,

$$
x_{1}(0)=0, \quad x_{2}(0)=1 .
$$

43. $\frac{d x_{1}}{d t}=-2 x_{2}, \quad \frac{d x_{2}}{d t}=2 x_{1}+4 x_{2}$,

$$
x_{1}(0)=1, \quad x_{2}(0)=1 .
$$

44. $\frac{d x_{1}}{d t}=2 x_{1}+4 x_{2}+16 \sin 2 t$,

$$
\begin{gathered}
\frac{d x_{2}}{d t}=-2 x_{1}-2 x_{2}+16 \cos 2 t, \\
x_{1}(0)=0, \quad x_{2}(0)=1 .
\end{gathered}
$$

For Problems 45-48, use the Laplace transform to solve the given integral equation.
45. $x(t)=2 t+\int_{0}^{t} \sin (t-\tau) x(\tau) d \tau$.
46. $x(t)=2 t^{2}+\int_{0}^{t}(t-\tau) x(\tau) d \tau$.
47. $x(t)=2 t^{2}+\int_{0}^{t} \sin [2(t-\tau)] x(\tau) d \tau$.
48. $x(t)=3+4 \int_{0}^{t} x(t-\tau) \cos \tau d \tau$.

## Project: Population Growth with Harvesting

For many species of animals, population is controlled by allowing a harvesting period during the year. In order to guard against overharvesting, restrictions are placed on the length of the harvesting period and the harvesting rate. For example, in parts of Southern California the duck hunting season lasts for about 100 days each year with the restriction that a hunter may harvest a maximum of seven ducks per day during that period. In this project you will analyze a modification to the Malthusian population growth model considered in Chapter 1 that takes into account such harvesting.

Let $P(t)$ denote the population at time $t$, with $t$ measured in days; let $r$ denote the harvesting rate, the number of animals harvested/day; and let $a$ days denote the length of the harvesting period. Then, the behavior of $P(t)$ can be modeled by the following initial-value problem

$$
\begin{gathered}
\frac{d P}{d t}=k P-r\left[1-u_{a}(t)\right], \quad(k>0) \\
P(0)=P_{0},
\end{gathered}
$$

and the harvesting period corresponds to the time interval $0 \leq t \leq a$.

1. Use the Laplace transform to solve the preceding initial-value problem to obtain

$$
P(t)=\frac{1}{k}\left(k P_{0}-r\right) e^{k t}+\frac{r}{k}\left\{1+\left[e^{k(t-a)}-1\right] u_{a}(t)\right\}, \quad t \geq 0 .
$$

2. Show that the population is increasing, constant, or decreasing during the harvesting period depending on whether $r$ is less than, equal to, or greater than $k P_{0}$, respectively, and sketch representative solution curves in each case.
3. An extreme case of overharvesting occurs if all members of the population are harvested during the harvesting period. This would correspond to extinction of the population. According to your results from Part 2, this could only occur if $r>k P_{0}$. In this case, show that extinction will indeed occur if

$$
r \geq \frac{k P_{0}}{1-e^{-k a}},
$$

and that the time to extinction is

$$
t_{0}=\frac{1}{k} \ln \left(\frac{r}{r-k P_{0}}\right) \leq a .
$$

For the remainder of the project, assume that

$$
k P_{0}<r<\frac{k P_{0}}{1-e^{-k a}},
$$

so that the population is decreasing during the harvesting period, but extinction does not occur.
4. Determine the harvesting rate that would ensure that at the beginning of the following harvesting period $(t=365)$ the population will have recovered to its initial value, $P_{0}$.
5. Show that in order for no more than $\alpha \%$ of the initial population to be harvested, the length of the harvesting period must satisfy

$$
e^{k a} \leq \frac{100\left(r-k P_{0}\right)+\alpha k P_{0}}{100\left(r-k P_{0}\right)} .
$$

6. Consider a population that has

$$
k=1 / 1000, \quad P_{0}=100,000, \quad r=400 .
$$

(a) Determine the maximum length of the harvesting period in order to ensure that no more than $20 \%$ of the initial population are harvested.
(b) Using the result obtained in (a), determine the initial population in the subsequent harvesting period.

## 11

## Series Solutions to Linear Differential Equations

So far, the techniques that we have developed for solving differential equations have involved determining a closed form solution for a given equation (or system) in terms of familiar elementary functions. Essentially, the only differential equations of order two or more that we can derive such solutions for are as follows:

1. Constant coefficient equations.
2. Cauchy-Euler equations.

For example, we cannot at the present time determine the solution to the seemingly simple differential equation

$$
y^{\prime \prime}+e^{x} y=0
$$

In this chapter, we consider the possibility of representing solutions to linear differential equations in the form of some type of infinite series. We begin in Section 11.2 with the simplest case, namely, differential equations whose solutions can be represented as a convergent power series,

$$
y(x)=\sum_{n=0}^{\infty} a_{n} x^{n}
$$

where $a_{n}$ are constants. This can be considered as a generalization of the method of undetermined coefficients to the case when we have an infinite number of constants. We will determine the appropriate values of these constants by substitution into the differential equation.

Not all differential equations have solutions that can be represented by a convergent power series. We will find that the next simplest type of series solution that is applicable
to a broad class of linear differential equations is one of the form

$$
y(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}
$$

called a Frobenius series. Here, in addition to the coefficients $a_{n}$, we must also determine the value of the constant $r$ (which in general will not be a positive integer). The analysis of this problem is quite involved, and the computations can be extremely tedious. However, the technique is an important and useful addition to the applied mathematician's tools for solving differential equations.

Before beginning the development of the theory, we note that for simplicity we will restrict our attention in this chapter to second-order linear homogeneous differential equations whose standard form is

$$
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0
$$

where $p$ and $q$ are functions that are specified on some interval $I$. The techniques can be extended easily to higher order, and also to systems of linear differential equations.

### 11.1 A Review of Power Series

We begin with a very brief review of the main facts about power series, which should be familiar from a previous calculus course. They will be required throughout the remainder of the chapter.

## DEFINITION 11.1.1

An infinite series of the form

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n}\left(x-x_{0}\right)^{n} \tag{11.1.1}
\end{equation*}
$$

where $a_{n}$ and $x_{0}$ are constants, is called a power series centered at $x=x_{0}$.

The substitution $u=x-x_{0}$ has the effect of transforming (11.1.1) to

$$
\sum_{n=0}^{\infty} a_{n} u^{n}
$$

so that we can, without loss of generality, restrict attention to power series of the form

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n} x^{n} \tag{11.1.2}
\end{equation*}
$$

whose center is $x=0$. The series (11.1.2) is said to converge at $x=x_{1}$ if

$$
\lim _{k \rightarrow \infty} \sum_{n=0}^{k} a_{n} x_{1}^{n}
$$

exists and is finite. The set of all $x$ for which (11.1.2) converges is called the interval of convergence.

## Theorem 11.1.2 (Basic Convergence Theorem)

For the power series (11.1.2), precisely one of the following is true:

1. $\sum_{n=0}^{\infty} a_{n} x^{n}$ converges only at $x=0$.
2. $\sum_{n=0}^{\infty} a_{n} x^{n}$ converges for all real $x$.
3. There is a positive number $R$ such that $\sum_{n=0}^{\infty} a_{n} x^{n}$ converges (absolutely) for $|x|<R$ and diverges for $|x|>R$.

Remark The number $R$ occurring in possibility (3) is called the radius of convergence. (See Figure 11.1.1.) The convergence or divergence of the series at the endpoints $x= \pm R$ must be treated separately. In possibility (2), we define the radius of convergence to be $R=\infty$.


Figure 11.1.1: The radius of convergence of a power series.

## Ratio Test

For the power series $\sum_{n=0}^{\infty} a_{n} x^{n}$, if

$$
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=L
$$

then the radius of convergence of the power series is $R=\frac{1}{L}$. If $L=0$, the series converges for all $x$, whereas if $L=\infty$, the power series converges only at $x=0$.

Example 11.1.3 Determine the radius of convergence of $\sum_{n=0}^{\infty} \frac{n^{2} x^{n}}{3^{n}}$.
Solution: In this case, we have

$$
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\lim _{n \rightarrow \infty} \frac{(n+1)^{2}}{3^{n+1}} \cdot \frac{3^{n}}{n^{2}}=\lim _{n \rightarrow \infty} \frac{(n+1)^{2}}{3 n^{2}}=\frac{1}{3} .
$$

Thus, $L=\frac{1}{3}$, so that the radius of convergence is $R=3$. It is easy to see that the series diverges at the endpoints ${ }^{1} x= \pm 3$, so that the interval of convergence is $(-3,3)$.
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## The Algebra of Power Series

Two power series $\sum_{n=0}^{\infty} a_{n} x^{n}$ and $\sum_{n=0}^{\infty} b_{n} x^{n}$ are equal if and only if each corresponding coefficient is equal; that is, $a_{n}=b_{n}$ for all $n$. In particular,

$$
\sum_{n=0}^{\infty} a_{n} x^{n}=0 \quad \text { if and only if } \quad a_{n}=0 \text { for every } n
$$

We will use this result repeatedly throughout the chapter.
Now let $\sum_{n=0}^{\infty} a_{n} x^{n}$ and $\sum_{n=0}^{\infty} b_{n} x^{n}$ be power series with radii of convergence $R_{1}$ and $R_{2}$, respectively, and let $R=\min \left\{R_{1}, R_{2}\right\}$. For $|x|<R$, define the functions $f$ and $g$ by

$$
f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}, \quad g(x)=\sum_{n=0}^{\infty} b_{n} x^{n} .
$$

Then, for $|x|<R$,

1. $f(x)+g(x)=\sum_{n=0}^{\infty}\left(a_{n}+b_{n}\right) x^{n}$ (addition of power series).
2. $c f(x)=\sum_{n=0}^{\infty}\left(c a_{n}\right) x^{n}$ (multiplication of a power series by a real number $c$ ).
3. $f(x) g(x)=\sum_{n=0}^{\infty} c_{n} x^{n}$, where $c_{n}=\sum_{k=0}^{n} a_{n-k} b_{k}$ (multiplication of power series). The coefficients $c_{n}$ appearing in this formula can be written in the equivalent form $c_{n}=\sum_{k=0}^{n} a_{k} b_{n-k}$.

Example 11.1.4 Assume that the coefficients in the expansion

$$
f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}
$$

satisfy

$$
\begin{equation*}
\sum_{n=1}^{\infty} n a_{n} x^{n}-\sum_{n=0}^{\infty} a_{n} x^{n+1}=0 \tag{11.1.3}
\end{equation*}
$$

Express all $a_{n}$ in terms of $a_{0}$.
Solution: We replace $n$ by $n-1$ in the second summation in (11.1.3) (and alter the range of $n$ appropriately) to obtain a common power of $x^{n}$ in both sums. The result is

$$
\sum_{n=1}^{\infty} n a_{n} x^{n}-\sum_{n=1}^{\infty} a_{n-1} x^{n}=0,
$$

which can be written as

$$
\sum_{n=1}^{\infty}\left(n a_{n}-a_{n-1}\right) x^{n}=0
$$

It follows that the $a_{n}$ must satisfy the recurrence relation ${ }^{2}$

$$
n a_{n}-a_{n-1}=0, \quad n=1,2,3, \ldots ;
$$

that is,

$$
a_{n}=\frac{1}{n} a_{n-1}, \quad n=1,2,3, \ldots
$$

Substituting for successive values of $n$, we obtain
$n=1: \quad a_{1}=a_{0}$,
$n=2: \quad a_{2}=\frac{1}{2} a_{1}=\frac{1}{2} a_{0}$,
$n=3: \quad a_{3}=\frac{1}{3} a_{2}=\frac{1}{3 \cdot 2} a_{0}$,
$n=4: \quad a_{4}=\frac{1}{4} a_{3}=\frac{1}{4 \cdot 3 \cdot 2} a_{0}$.
Continuing in this manner, we see that

$$
a_{n}=\frac{1}{n!} a_{0} .
$$

Consequently, we can write ${ }^{3}$

$$
f(x)=a_{0} \sum_{n=0}^{\infty} \frac{1}{n!} x^{n} .
$$

## Differentiation of Power Series

Suppose that $\sum_{n=0}^{\infty} a_{n} x^{n}$ has radius of convergence $R$, and let

$$
f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}, \quad|x|<R .
$$

Then $f(x)$ can be differentiated an arbitrary number of times on the interval $|x|<R$. Furthermore, the derivatives can be obtained by termwise differentiation. Thus,

$$
\begin{aligned}
& f^{\prime}(x)=\sum_{n=0}^{\infty} n a_{n} x^{n-1}=\sum_{n=1}^{\infty} n a_{n} x^{n-1}, \\
& f^{\prime \prime}(x)=\sum_{n=1}^{\infty} n(n-1) a_{n} x^{n}=\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n},
\end{aligned}
$$

and so on for higher-order derivatives. Similar statements can be made for integration of power series, but these will not be needed in this text.
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## Analytic Functions and Taylor Series

We now introduce one of the main definitions of the section.

## DEFINITION 11.1.5

A function is said to be analytic at $x=x_{0}$ if it can be represented by a convergent power series centered at $x=x_{0}$ with nonzero radius of convergence.

In a previous calculus course the reader should have seen that if a function is analytic at $x=x_{0}$, then the power series representation of that function is unique and is given by

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n} . \tag{11.1.4}
\end{equation*}
$$

This is the Taylor series expansion of $f(x)$ about $x=x_{0}$. If $x_{0}=0$, then (11.1.4) reduces to

$$
f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^{n},
$$

which is called the Maclaurin series expansion of $f(x)$. Many of the familiar elementary functions are analytic at all points. In particular, the Maclaurin expansions of $e^{x}, \sin x$, and $\cos x$ are, respectively,

$$
\begin{aligned}
e^{x} & =1+x+\frac{1}{2!} x^{2}+\frac{1}{3!} x^{3}+\cdots+\frac{1}{n!} x^{n}+\cdots=\sum_{n=0}^{\infty} \frac{1}{n!} x^{n}, \\
\sin x & =x-\frac{1}{3!} x^{3}+\frac{1}{5!} x^{5}-\cdots+\frac{(-1)^{n}}{(2 n+1)!} x^{2 n+1}+\cdots=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} x^{2 n+1}, \\
\cos x & =1-\frac{1}{2!} x^{2}+\frac{1}{4!} x^{4}-\cdots+\frac{(-1)^{n}}{(2 n)!} x^{2 n}+\cdots=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n)!} x^{2 n} .
\end{aligned}
$$

We can determine many other analytic functions using the next theorem, whose proof is omitted.

Theorem 11.1.6 If $f(x)$ and $g(x)$ are analytic at $x=x_{0}$, then so also are $f(x) \pm g(x), f(x) g(x)$, and $\frac{f(x)}{g(x)}\left(\right.$ provided that $\left.g\left(x_{0}\right) \neq 0\right)$.

Of particular importance to us throughout this chapter will be polynomial functions; that is, functions of the form

$$
\begin{equation*}
p(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n} \tag{11.1.5}
\end{equation*}
$$

where $a_{0}, a_{1}, \ldots, a_{n}$ are real numbers. Such a function is analytic at all points. In particular, (11.1.5) can be considered as the Maclaurin series expansion of $p$ about $x=0$. Since the series has only a finite number of terms, it converges for all real $x$. Now suppose that $p(x)$ and $q(x)$ are polynomials, and hence are analytic at all points. According to Theorem 11.1.6, the rational function defined by $r(x)=\frac{p(x)}{q(x)}$ is analytic at all points $x=x_{0}$ such that $q\left(x_{0}\right) \neq 0$. However, Theorem 11.1.6 does not give us any indication
of the radius of convergence of the series representation of $r(x)$. The next theorem deals with this issue.

Theorem 11.1.7 If $p(x)$ and $q(x)$ are polynomials and $q\left(x_{0}\right) \neq 0$, then the power series representation of $p / q$ has radius of convergence $R$, where $R$ is the distance, in the complex plane, from $x_{0}$ to the nearest root of $q$.
Once more, we omit the proof of this result; it can be found in texts on advanced calculus. If $z=a+i b$ is a root of $q$, then the distance from the center, $x=x_{0}$, of the power series to $z$ is (see Figure 11.1.2)

$$
\left|z-x_{0}\right|=\sqrt{\left(a-x_{0}\right)^{2}+b^{2}} .
$$



Figure 11.1.2: Determining the radius of convergence of the power series representation of a rational function centered at $x=x_{0}$.

Example 11.1.8 Determine the radius of convergence of the power series representation of the function

$$
f(x)=\frac{1-x}{x^{2}-4}
$$

centered at (a) $x=0$, (b) $x=1$.
Solution: Taking $p(x)=1-x$ and $q(x)=x^{2}-4$, we have

$$
f(x)=\frac{p(x)}{q(x)},
$$

and the roots of $q$ are $x= \pm 2$.
(a) In this case, the center of the power series is $x=0$, so that the distance to the nearest root of $q$ is 2 . (See Figure 11.1.3.) Consequently, the radius of convergence of the power series representation of $f$ centered at $x=0$ is $R=2$.
(b) If the center of the power series is $x=1$, then the nearest root of $q$ is at $x=2$ (see Figure 11.1.3), and hence, the radius of convergence of the power series representation of $f$ is $R=1$.


Figure 11.1.3: Determining the radius of convergence of the power series representation of the function given in Example 11.1.8.

Example 11.1.9 Determine the radius of convergence of the power series expansion of

$$
f(x)=\frac{1-x}{\left(x^{2}+2 x+2\right)(x-2)}
$$

centered at $x=0$.
Solution: We take $p(x)=1-x$ and $q(x)=\left(x^{2}+2 x+2\right)(x-2)$. According to Theorem 11.1.7, the radius of convergence of the required power series will be given by the distance from $x=0$ to the nearest root of $q$. It is easily seen that the roots of $q$ are $x_{1}=-1+i, x_{2}=-1-i$, and $x_{3}=2$. The corresponding distances from $x=0$ are $d_{1}=\sqrt{2}, d_{2}=\sqrt{2}$, and $d_{3}=2$, so the radius of convergence is $R=\sqrt{2}$. (See Figure 11.1.4.)


Figure 11.1.4: Determination of the radius of convergence of the power series representation of the rational function given in Example 11.1.9.

## Exercises for 11.1

## Key Terms

Power series, Converge, Interval of convergence, Radius of convergence, Ratio test, Analytic function, Analytic at $x=x_{0}$, Taylor series, Maclaurin series.

## Skills

- Be able to determine the radius and interval of convergence of a power series, using for example, the Ratio Test or Theorem 11.1.2.
- Be able to determine all points at which a function is analytic.
- Be familiar with the basic algebra and calculus of power series.
- Know the relationship between the roots of a function $g(x)$ and the points of analyticity of a function of the form $\frac{f(x)}{g(x)}$.


## True-False Review

For Questions (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The radius of convergence of the power series representation of a function $f(x)$ depends on the point $x_{0}$ about which the power series is centered.
(b) If $\sum_{n=0}^{\infty} a_{n} x^{n}$ and $\sum_{n=0}^{\infty} b_{n} x^{n}$ both converge at $x=x_{1}$, then so does $\sum_{n=0}^{\infty}\left(a_{n}+b_{n}\right) x^{n}$.
(c) If $\sum_{n=0}^{\infty} a_{n} x^{n}$ and $\sum_{n=0}^{\infty} b_{n} x^{n}$ both fail to converge at $x=x_{1}$, then so does $\sum_{n=0}^{\infty}\left(a_{n}+b_{n}\right) x^{n}$.
(d) If the radius of convergence of the power series $\sum_{n=0}^{\infty} a_{n} x^{n}$ is $R$, then the power series converges at $x= \pm R$, as well as $|x|<R$.
(e) The product of two analytic functions at $x=x_{0}$ remains analytic at $x=x_{0}$.
(f) Every infinitely differentiable function $f$ can be represented by the formula

$$
f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n},
$$

which holds for all real values of $x$ in the domain of $f$.
(g) Every polynomial has a power series representation about any point $x_{0}$ with an infinite radius of convergence.
(h) If $f$ and $g$ have power series representations centered at $x=0$ of radii $R_{1}$ and $R_{2}$, respectively, then the product $f g$ has a power series representation centered at $x=0$ of radius $R$, where $R=\min \left\{R_{1}, R_{2}\right\}$.
(i) The coefficient of $x^{n}$ in the product $\sum_{n=0}^{\infty} a_{n} x^{n} \sum_{n=0}^{\infty} b_{n} x^{n}$ is $a_{n} b_{n}$.
(j) A Maclaurin series is a Taylor series that is centered at $x=0$.

## Problems

For Problems 1-6, determine the radius of convergence of the given power series.

1. $\sum_{n=0}^{\infty} \frac{x^{n}}{2^{2 n}}$.
2. $\sum_{n=0}^{\infty} \frac{(3 x)^{n}}{5^{3 n}}$.
3. $\sum_{n=0}^{\infty} \frac{x^{n}}{n^{2}}$.
4. $\sum_{n=0}^{\infty} \frac{2^{n} x^{n}}{n}$.
5. $\sum_{n=0}^{\infty} n!x^{n}$.
6. $\sum_{n=0}^{\infty} \frac{5^{n} x^{n}}{n!}$.

For Problems 7-11, determine the radius of convergence of the power series representation of the given function with center $x_{0}$.
7. $f(x)=\frac{x^{2}-1}{x+2}, \quad x_{0}=0$.
8. $f(x)=\frac{x}{x^{2}+1}, \quad x_{0}=0$.
9. $f(x)=\frac{2 x}{x^{2}+16}, \quad x_{0}=1$.
10. $f(x)=\frac{x^{2}-3}{x^{2}-2 x+5}, \quad x_{0}=0$.
11. $f(x)=\frac{x}{\left(x^{2}+4 x+13\right)(x-3)}, \quad x_{0}=-1$.
12. (a) Determine all values of $x$ at which the function

$$
\begin{equation*}
f(x)=\frac{1}{x^{2}-1} \tag{11.1.6}
\end{equation*}
$$

is analytic.
(b) Determine the radius of convergence of a power series representation of the function (11.1.6) centered at $x=x_{0}$. (You will need to consider the cases $-1<x_{0}<1$ and $\left|x_{0}\right|>1$ separately.)
13. By redefining the ranges of the summations appearing on the left-hand side, show that

$$
\begin{aligned}
\sum_{n=2}^{\infty} n(n-1) a_{n-1} x^{n-2} & +\sum_{n=1}^{\infty} n a_{n} x^{n-1} \\
& =\sum_{n=0}^{\infty}(n+1)(n+3) a_{n+1} x^{n}
\end{aligned}
$$

14. If $f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}$, where the coefficients in the expansion satisfy

$$
\sum_{n=0}^{\infty} n(n+2) a_{n} x^{n}+\sum_{n=1}^{\infty}(n-3) a_{n-1} x^{n}=0
$$

determine $f(x)$.
15. Suppose it is known that the coefficients in the expansion

$$
f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}
$$

satisfy

$$
\sum_{n=0}^{\infty}(n+2) a_{n+1} x^{n}-\sum_{n=0}^{\infty} a_{n} x^{n}=0
$$

Show that

$$
f(x)=\frac{a_{0}}{x} \sum_{n=0}^{\infty} \frac{1}{(n+1)!} x^{n+1}
$$

and express this in terms of familiar elementary functions.
16. If

$$
\sum_{n=1}^{\infty}(n+1)(n+2) a_{n+1} x^{n}-\sum_{n=1}^{\infty} n a_{n-1} x^{n}=0
$$

show that for $k=1,2,3, \ldots$, we have

$$
a_{2 k}=\frac{1 \cdot 3 \cdot 5 \cdots(2 k-1)}{(2 k+1)!} a_{0}, \quad a_{2 k+1}=\frac{2^{k+1} k!}{(2 k+2)!} a_{1} .
$$

### 11.2 Series Solutions about an Ordinary Point

We now consider the second-order linear homogeneous differential equation written in standard form:

$$
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0
$$

Our aim is to determine a series representation of the general solution to this differential equation centered at $x=x_{0}$. We will see that the existence and form of the solution is dependent on the behavior of the functions $p$ and $q$ at $x=x_{0}$.

## DEFINITION 11.2.1

The point $x=x_{0}$ is called an ordinary point of the differential equation

$$
\begin{equation*}
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0 \tag{11.2.1}
\end{equation*}
$$

if $p$ and $q$ are both analytic at $x=x_{0}$. Any point that is not an ordinary point of (11.2.1) is called a singular point of the differential equation.

Example 11.2.2 The differential equation

$$
y^{\prime \prime}+\frac{1}{x^{2}-4} y^{\prime}+\frac{1}{x+1} y=0
$$

has

$$
p(x)=\frac{1}{x^{2}-4} \quad \text { and } \quad q(x)=\frac{1}{x+1}
$$

We see by inspection that the only points at which $p$ fails to be analytic are $x= \pm 2$, whereas $q$ is analytic at all points except $x=-1$. Consequently, the only singular points of the differential equation are $x=-1, \pm 2$. All other points are ordinary points.

In this section, we restrict our attention to ordinary points. Since the functions $p$ and $q$ are analytic at an ordinary point, we might suspect that any solution to (11.2.1) valid at $x=x_{0}$ is also analytic there and hence can be represented as a convergent power series

$$
y(x)=\sum_{n=0}^{\infty} a_{n}\left(x-x_{0}\right)^{n}
$$

for appropriate constants $a_{n}$. This is indeed the case, but before stating the general result, we consider a familiar example.

Example 11.2.3 Determine two linearly independent power series solutions to the differential equation

$$
\begin{equation*}
y^{\prime \prime}+y=0 \tag{11.2.2}
\end{equation*}
$$

centered at $x=0$. Identify the solutions in terms of familiar elementary functions.
Solution: Since $x=0$ is an ordinary point of the differential equation, we try for a power series solution of the form

$$
\begin{equation*}
y(x)=\sum_{n=0}^{\infty} a_{n} x^{n} \tag{11.2.3}
\end{equation*}
$$

We proceed in a similar manner to the method of undetermined coefficients by substituting (11.2.3) into (11.2.2) and determining the values of the $a_{n}$ such that (11.2.3) is indeed a solution. Differentiating (11.2.3) twice with respect to $x$ yields

$$
y^{\prime}(x)=\sum_{n=1}^{\infty} n a_{n} x^{n-1}, \quad y^{\prime \prime}(x)=\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-2}
$$

where we have shifted the starting point on the summations without loss of generality. Substituting into (11.2.2), it follows that (11.2.3) does define a solution, provided that

$$
\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-2}+\sum_{n=0}^{\infty} a_{n} x^{n}=0
$$

If we replace $n$ by $k+2$ in the first summation, and replace $n$ by $k$ in the second summation, the result is

$$
\sum_{k=0}^{\infty}(k+2)(k+1) a_{k+2} x^{k}+\sum_{k=0}^{\infty} a_{k} x^{k}=0
$$

Combining the summations yields

$$
\sum_{k=0}^{\infty}\left[(k+2)(k+1) a_{k+2}+a_{k}\right] x^{k}=0
$$

This implies that the coefficients of $x^{k}$ must vanish for $k=0,1,2, \ldots$ Consequently, we obtain the recurrence relation

$$
(k+2)(k+1) a_{k+2}+a_{k}=0, \quad k=0,1,2, \ldots
$$

Since $(k+2)(k+1)$ is never zero, we can write this recurrence relation in the equivalent form

$$
\begin{equation*}
a_{k+2}=-\frac{1}{(k+2)(k+1)} a_{k}, \quad k=0,1,2, \ldots \tag{11.2.4}
\end{equation*}
$$

We now use this relation to determine the appropriate values of the coefficients. It is convenient to consider separately the two cases (1) $k$ is even and (2) $k$ is odd.

Case 1: $k$ is even. Substituting successively into (11.2.4), we obtain the coefficients as follows:

When $k=0$, we have

$$
a_{2}=-\frac{1}{2} a_{0} .
$$

When $k=2$, we have

$$
a_{4}=-\frac{1}{4 \cdot 3} a_{2}=\frac{1}{4 \cdot 3 \cdot 2} a_{0} .
$$

That is,

$$
a_{4}=\frac{1}{4!} a_{0} .
$$

When $k=4$, we have

$$
a_{6}=-\frac{1}{6 \cdot 5} a_{4},
$$

so that

$$
a_{6}=-\frac{1}{6!} a_{0}
$$

Continuing in this manner, we soon recognize the pattern that is emerging; namely,

$$
\begin{equation*}
a_{2 n}=\frac{(-1)^{n}}{(2 n)!} a_{0} \tag{11.2.5}
\end{equation*}
$$

Thus, all of the even coefficients are determined in terms of $a_{0}$, but $a_{0}$ itself is arbitrary.
Case 2: $k$ is odd. Now consider the recurrence relation (11.2.4) when $k$ is an odd positive integer:

When $k=1$, we have

$$
a_{3}=-\frac{1}{2 \cdot 3} a_{1}=-\frac{1}{3!} a_{1} .
$$

When $k=3$, we have

$$
a_{5}=-\frac{1}{4 \cdot 5} a_{3}=\frac{1}{5!} a_{1}
$$

When $k=5$, we have

$$
a_{7}=-\frac{1}{6 \cdot 7} a_{5}=-\frac{1}{7!} a_{1}
$$

Continuing in this manner, we see that the general odd coefficient is

$$
\begin{equation*}
a_{2 n+1}=\frac{(-1)^{n}}{(2 n+1)!} a_{1} . \tag{11.2.6}
\end{equation*}
$$

Thus, using Equations (11.2.5) and (11.2.6), we have shown that for all values of $a_{0}, a_{1}$, a solution to the given differential equation is

$$
y(x)=a_{0}\left(1-\frac{1}{2!} x^{2}+\frac{1}{4!} x^{4}-\cdots\right)+a_{1}\left(x-\frac{1}{3!} x^{3}+\frac{1}{5!} x^{5}-\cdots\right) .
$$

That is,

$$
\begin{equation*}
y(x)=a_{0} \sum_{n=0}^{\infty} \frac{(-1)^{2 n}}{(2 n)!} x^{2 n}+a_{1} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} x^{2 n+1} \tag{11.2.7}
\end{equation*}
$$

Setting $a_{0}=1$ and $a_{1}=0$ yields the solution

$$
y_{1}(x)=\sum_{n=0}^{\infty} \frac{(-1)^{2 n}}{(2 n)!} x^{2 n}
$$

whereas setting $a_{0}=0$ and $a_{1}=1$ yields the solution

$$
y_{2}(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} x^{2 n+1}
$$

Applying the ratio test, it is straightforward to show that both of the foregoing series converge for all real $x$. Finally, since $y_{1}$ and $y_{2}$ are not proportional, they are linearly independent on any interval. It follows that (11.2.7) is the general solution of the given differential equation. Indeed, the power series representing $y_{1}$ is just the Maclaurin series expansion of $\cos x$, whereas the series defining $y_{2}$ is the Maclaurin series expansion of $\sin x$. Thus, we can write (11.2.7) in the more familiar form

$$
y(x)=a_{0} \cos x+a_{1} \sin x
$$

The solution of the previous example consisted of the following four steps.

1. Assume that a power series solution of the form $y(x)=\sum_{n=0}^{\infty} a_{n} x^{n}$ exists.
2. Determine the values of the coefficients, $a_{n}$, such that $y$ is a formal solution of the differential equation. This led to two distinct solutions, one determined in terms of the constant $a_{0}$, and the other in terms of the constant $a_{1}$.
3. Use the ratio test to determine the radius of convergence of the solutions, and hence, the interval over which the solutions are valid.
4. Check that the solutions are linearly independent on the interval of existence.

The next theorem justifies the preceding steps and shows that the technique can be applied about any ordinary point of a differential equation.

Theorem 11.2.4 Let $p$ and $q$ be analytic at $x=x_{0}$, and suppose that their power series expansions are valid for $\left|x-x_{0}\right|<R$. Then the general solution to the differential equation

$$
\begin{equation*}
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0 \tag{11.2.8}
\end{equation*}
$$

can be represented as a power series centered at $x=x_{0}$, with radius of convergence at least $R$. The coefficients in this series solution can be determined in terms of $a_{0}$ and $a_{1}$ by directly substituting $y(x)=\sum_{n=0}^{\infty} a_{n}\left(x-x_{0}\right)^{n}$ into (11.2.8). The resulting solution is of the form

$$
y(x)=a_{0} y_{1}(x)+a_{1} y_{2}(x)
$$

where $y_{1}$ and $y_{2}$ are linearly independent solutions to (11.2.8) on the interval of existence. If the initial conditions $y\left(x_{0}\right)=\alpha, y^{\prime}\left(x_{0}\right)=\beta$ are imposed, then $a_{0}=\alpha, a_{1}=\beta$.

Idea Behind Proof We outline the steps required to prove this theorem but do not give details. The first step is to expand $p$ and $q$ in a power series centered at $x=x_{0}$. Then we assume a solution exists of the form

$$
y(x)=\sum_{n=0}^{\infty} a_{n}\left(x-x_{0}\right)^{n}
$$

and substitute this into the differential equation. Upon collecting the coefficients of like powers of $x-x_{0}$, a recurrence relation is obtained, and it can be shown that this relation determines all of the coefficients in terms of $a_{0}$ and $a_{1}$. These steps are computationally tedious, but quite straightforward. The hard part is to show that the power series solution that has been obtained has a radius of convergence at least equal to $R$. This requires some ideas from advanced calculus. Having determined a power series solution, $y_{1}$ and $y_{2}$ arise as the special cases $a_{0}=1, a_{1}=0$, and $a_{0}=0, a_{1}=1$, respectively. The Wronskian of these functions satisfies $W\left[y_{1}, y_{2}\right]\left(x_{0}\right)=1$, so that they are linearly independent on their interval of existence. Finally, it is easy to show that $y\left(x_{0}\right)=a_{0}$ and that $y^{\prime}\left(x_{0}\right)=a_{1}$.

We now illustrate the use of the above theorem with some examples.

Example 11.2.5 Show that

$$
\begin{equation*}
\left(1+x^{2}\right) y^{\prime \prime}+3 x y^{\prime}+y=0 \tag{11.2.9}
\end{equation*}
$$

has two linearly independent series solutions centered at $x=0$, and determine a lower bound on the radius of convergence of these solutions.

Solution: We first rewrite (11.2.9) in the standard form

$$
y^{\prime \prime}+\frac{3 x}{1+x^{2}} y^{\prime}+\frac{1}{1+x^{2}} y=0,
$$

from which we conclude that $x=0$ is an ordinary point, and hence, (11.2.9) does indeed have two linearly independent series solutions centered at $x=0$. In this case,

$$
p(x)=\frac{3 x}{1+x^{2}} \quad \text { and } \quad q(x)=\frac{1}{1+x^{2}} .
$$

According to Theorem 11.2.4, the radius of convergence of the power series solutions will be at least equal to the smaller of the radii of convergence of the power series representations of $p$ and $q$. Using Theorem 11.1.7, we see directly that the series expansions of both $p$ and $q$ about $x=0$ have radius of convergence $R=1$, so that a lower bound on the radius of convergence of the power series solutions to (11.2.9) is also $R=1$.

Example 11.2.6 Determine two linearly independent series solutions in powers of $x$ to

$$
\begin{equation*}
y^{\prime \prime}-2 x y^{\prime}-4 y=0, \tag{11.2.10}
\end{equation*}
$$

and find the radius of convergence of these solutions.
Solution: The point $x=0$ is an ordinary point of the differential equation, and therefore Theorem 11.2.4 can be applied with $x_{0}=0$. In this case, we have

$$
p(x)=-2 x, \quad q(x)=-4 .
$$

Since these are both polynomials, their power series expansions about $x=0$ are valid for all $x$, and hence, from Theorem 11.2.4, the general solution to (11.2.10) can be expressed in the form

$$
\begin{equation*}
y(x)=\sum_{n=0}^{\infty} a_{n} x^{n}, \tag{11.2.11}
\end{equation*}
$$

and this power series solution will converge for all real $x$. Differentiating (11.2.11) we obtain

$$
y^{\prime}(x)=\sum_{n=1}^{\infty} n a_{n} x^{n-1}, \quad y^{\prime \prime}(x)=\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-2} .
$$

Substitution into (11.2.10) yields

$$
\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-2}-2 \sum_{n=1}^{\infty} n a_{n} x^{n}-4 \sum_{n=0}^{\infty} a_{n} x^{n}=0
$$

We now redefine the ranges in the summation in order to obtain a common $x^{k}$ in all terms. This is accomplished by replacing $n$ with $k+2$ in the first summation, and, for consistency in notation, we replace $n$ with $k$ in the other summations. The result is

$$
\sum_{k=0}^{\infty}\left[(k+2)(k+1) a_{k+2}-2 k a_{k}-4 a_{k}\right] x^{k}=0
$$

This equation requires that the coefficient of $x^{k}$ vanish, and hence, we obtain the recurrence relation

$$
(k+2)(k+1) a_{k+2}-2 k a_{k}-4 a_{k}=0, \quad k=0,1,2, \ldots,
$$

which can be written in the equivalent form

$$
a_{k+2}=\frac{2(k+2)}{(k+1)(k+2)} a_{k}, \quad k=0,1,2, \ldots ;
$$

that is,

$$
\begin{equation*}
a_{k+2}=\frac{2}{k+1} a_{k}, \quad k=0,1,2, \ldots . \tag{11.2.12}
\end{equation*}
$$

We see from this relation that, as in Example 11.2.3, all of the even coefficients can be expressed in terms of $a_{0}$, whereas all of the odd coefficients can be expressed in terms of $a_{1}$. We now determine the exact form of these coefficients.

Case 1: $k$ is even. From (11.2.12), we have the following:
When $k=0$,

$$
a_{2}=2 a_{0} .
$$

When $k=2$,

$$
a_{4}=\frac{2}{3} a_{2}=\frac{2^{2}}{3} a_{0}
$$

When $k=4$,

$$
a_{6}=\frac{2}{5} a_{4}=\frac{2^{3}}{1 \cdot 3 \cdot 5} a_{0}
$$

The general even coefficient is thus

$$
a_{2 n}=\frac{2^{n}}{1 \cdot 3 \cdot 5 \cdot(2 n-1)} a_{0}
$$

Case 2: $k$ is odd. Substituting successively into (11.2.12) yields the following:
When $k=1$,

$$
a_{3}=a_{1}
$$

When $k=3$,

$$
a_{5}=\frac{2}{4} a_{3}=\frac{1}{1 \cdot 2} a_{1}
$$

When $k=5$,

$$
a_{7}=\frac{2}{6} a_{5}=\frac{1}{1 \cdot 2 \cdot 3} a_{1}
$$

When $k=7$,

$$
a_{9}=\frac{2}{8} a_{7}=\frac{1}{1 \cdot 2 \cdot 3 \cdot 4} a_{1}
$$

The general odd coefficient can therefore be written as

$$
a_{2 n+1}=\frac{1}{n!} a_{1}
$$

Substituting back into (11.2.11), we obtain the solution

$$
\begin{aligned}
y(x)= & a_{0}\left[1+2 x^{2}+\frac{2^{2}}{1 \cdot 3} x^{4}+\frac{2^{3}}{1 \cdot 3 \cdot 5} x^{6}+\cdots+\frac{2^{n}}{1 \cdot 3 \cdot 5 \cdots(2 n-1)} x^{2 n}+\cdots\right] \\
& +a_{1}\left[x+x^{3}+\frac{1}{2!} x^{5}+\frac{1}{3!} x^{7}+\cdots+\frac{1}{n!} x^{2 n+1}+\cdots\right] .
\end{aligned}
$$

That is,

$$
y(x)=a_{0}\left[1+\sum_{n=1}^{\infty} \frac{2^{n}}{1 \cdot 3 \cdot 5 \cdots(2 n-1)} x^{2 n}\right]+a_{1}\left[\sum_{n=0}^{\infty} \frac{1}{n!} x^{2 n+1}\right] .
$$

Consequently, from Theorem 11.2.4, two linearly independent solutions to (11.2.10) on $(-\infty, \infty)$ are

$$
y_{1}(x)=1+\sum_{n=1}^{\infty} \frac{2^{n}}{1 \cdot 3 \cdots(2 n-1)} x^{2 n}, \quad y_{2}(x)=\sum_{n=0}^{\infty} \frac{1}{n!} x^{2 n+1}
$$

In Examples 11.2.3 and 11.2.6, we were able to solve the recurrence relation that arose from the power series technique. In general, this will not be possible, and hence, we must be satisfied with obtaining just a finite number of terms of each power series solution.

Example 11.2.7 Determine the terms up to $x^{5}$ in each of the two linearly independent power series solutions to

$$
y^{\prime \prime}+\left(2-4 x^{2}\right) y^{\prime}-8 x y=0
$$

centered at $x=0$. Also find the radius of convergence of these solutions.
Solution: The functions $p(x)=2-4 x^{2}$ and $q(x)=-8 x$ are polynomials, and hence, from Theorem 11.2.4, the power series solutions will converge for all real $x$. We now determine the solutions. Substituting

$$
\begin{equation*}
y(x)=\sum_{n=0}^{\infty} a_{n} x^{n} \tag{11.2.13}
\end{equation*}
$$

into the given differential equation yields

$$
\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-2}+2 \sum_{n=1}^{\infty} n a_{n} x^{n-1}-4 \sum_{n=1}^{\infty} n a_{n} x^{n+1}-8 \sum_{n=0}^{\infty} a_{n} x^{n+1}=0 .
$$

Replacing $n$ by $k+2$ in the first summation, $k+1$ in the second summation, and $k-1$ in the third and fourth summations, we obtain

$$
\begin{aligned}
& \sum_{k=0}^{\infty}(k+2)(k+1) a_{k+2} x^{k}+2 \sum_{k=0}^{\infty}(k+1) a_{k+1} x^{k} \\
&-4 \sum_{k=2}^{\infty}(k-1) a_{k-1} x^{k}-8 \sum_{k=1}^{\infty} a_{k-1} x^{k}=0 .
\end{aligned}
$$

Separating out the terms corresponding to $k=0$ and $k=1$, it follows that this can be written as

$$
\begin{aligned}
\left(2 a_{2}+2 a_{1}\right) & +\left(6 a_{3}+4 a_{2}-8 a_{0}\right) x \\
& +\sum_{k=2}^{\infty}\left\{(k+2)(k+1) a_{k+2}+2(k+1) a_{k+1}-[4(k-1)+8] a_{k-1}\right\} x^{k}=0 .
\end{aligned}
$$

Setting the coefficients of all powers $x^{k}$ to zero yields the following:
For $k=0$ and $k=1$, we have

$$
\begin{equation*}
2 a_{2}+2 a_{1}=0 \quad \text { and } \quad 6 a_{3}+4 a_{2}-8 a_{0}=0 \tag{11.2.14}
\end{equation*}
$$

and for $k \geq 2$, we have

$$
\begin{equation*}
(k+2)(k+1) a_{k+2}+2(k+1) a_{k+1}-[4(k-1)+8] a_{k-1}=0 . \tag{11.2.15}
\end{equation*}
$$

It follows from (11.2.14) that

$$
\begin{equation*}
a_{2}=-a_{1}, \quad a_{3}=\frac{2}{3}\left(2 a_{0}+a_{1}\right), \tag{11.2.16}
\end{equation*}
$$

and (11.2.15) yields the general recurrence relation

$$
\begin{equation*}
a_{k+2}=\frac{4 a_{k-1}-2 a_{k+1}}{k+2}, \quad k=2,3,4, \ldots \tag{11.2.17}
\end{equation*}
$$

In this case, the recurrence relation is quite difficult to solve. However, we were only asked to determine terms up to $x^{5}$ in the series solution, and so we proceed to do so. We already have $a_{2}$ and $a_{3}$ expressed in terms of $a_{0}$ and $a_{1}$. Setting $k=2$ in (11.2.17) yields

$$
a_{4}=\frac{1}{4}\left(4 a_{1}-2 a_{3}\right)=\frac{1}{4}\left[4 a_{1}-\frac{4}{3}\left(2 a_{0}+a_{1}\right)\right],
$$

where we have substituted from (11.2.16) for $a_{3}$. Simplifying this expression, we obtain

$$
a_{4}=\frac{2}{3}\left(a_{1}-a_{0}\right) .
$$

We still require one more term. Setting $k=3$ in (11.2.17) yields

$$
a_{5}=\frac{1}{5}\left(4 a_{2}-2 a_{4}\right)=\frac{1}{5}\left[-4 a_{1}-\frac{4}{3}\left(a_{1}-a_{0}\right)\right],
$$

so that

$$
a_{5}=\frac{4}{15}\left(a_{0}-4 a_{1}\right) .
$$

Substituting for the coefficients $a_{2}, a_{3}, a_{4}$, and $a_{5}$ into (11.2.13), we obtain
$y(x)=a_{0}+a_{1} x-a_{1} x^{2}+\frac{2}{3}\left(2 a_{0}+a_{1}\right) x^{3}+\frac{2}{3}\left(a_{1}-a_{0}\right) x^{4}+\frac{4}{15}\left(a_{0}-4 a_{1}\right) x^{5}+\cdots$.
That is,
$y(x)=a_{0}\left(1+\frac{4}{3} x^{3}-\frac{2}{3} x^{4}+\frac{4}{15} x^{5}+\cdots\right)+a_{1}\left(x-x^{2}+\frac{2}{3} x^{3}+\frac{2}{3} x^{4}-\frac{16}{15} x^{5}+\cdots\right)$.
Thus, two linearly independent solutions to the given differential equation on $(-\infty, \infty)$ are

$$
y_{1}(x)=1+\frac{4}{3} x^{3}-\frac{2}{3} x^{4}+\frac{4}{15} x^{5}+\cdots
$$

and

$$
y_{2}(x)=x-x^{2}+\frac{2}{3} x^{3}+\frac{2}{3} x^{4}-\frac{16}{15} x^{5}+\cdots .
$$

## Exercises for 11.2

## Key Terms

Ordinary point, Singular point.

## Skills

- Be able to decide if a given point $x=x_{0}$ is an ordinary point or a singular point of a differential equation of the form (11.2.1).
- Be able to determine two linearly independent power series solutions to a differential equation of the form (11.2.1) centered at an ordinary point $x=x_{0}$.
- In cases where the recurrence relation for the coefficients of a power series solution to a differential equation cannot be explicitly solved, be able to obtain a specified finite number of terms of two linearly independent power series solutions.
- Be able to determine a lower bound on the radius of convergence of a power series solution to a differential equation.
- Be able to determine the general solution to a differential equation of the form (11.2.1) as a linear combination of two linearly independent power series solutions, and be able to find its radius of convergence.
- Be able to solve initial-value problems via the technique of power series solutions.


## True-False Review

For Questions (a)-(j), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text.

If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) If $p(x)$ and $q(x)$ are polynomials, then the differential equation $y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0$ has no singular points.
(b) The radius of convergence of a power series solution to the differential equation $y^{\prime \prime}+\frac{1}{x} y^{\prime}+\frac{1}{x+1} y=0$ centered at $x=-3$ is at most 2 .
(c) The radius of convergence of a power series solution to the differential equation $y^{\prime \prime}+\frac{1}{x^{2}-1} y^{\prime}+\frac{1}{x+2} y=0$ centered at $x=2$ is at least 2 .
(d) The coefficients $a_{0}$ and $a_{1}$ in the power series solution to an initial-value problem $y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0$, where $p(x)$ and $q(x)$ are analytic at $x=x_{0}$, are the values $y\left(x_{0}\right)$ and $y^{\prime}\left(x_{0}\right)$, respectively.
(e) A power series solution to $y^{\prime \prime}+p(x) y^{\prime}+q(x)=0$ centered at an ordinary point $x=x_{0}$ always exists and has a positive radius of convergence.
(f) Two linearly independent power series solutions to the differential equation $y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0$ cannot contain any of the same powers of $x$.
(g) If $\sum_{n=0}^{\infty} a_{n} x^{n}$ is a power series solution to the differential equation $y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0$, then so is $\sum_{n=0}^{\infty} a_{n} x^{n+1}$.
(h) The recurrence relation $a_{k}=a_{k-2}$ has a unique solution $a_{0}, a_{1}, a_{2}, a_{3}, \ldots$ provided that the value of $a_{0}$ is specified.
(i) The recurrence relation $a_{k}=3 a_{k-1}-2 a_{k-3}$ has a unique solution $a_{0}, a_{1}, a_{2}, a_{3}, \ldots$ provided that the values of $a_{0}, a_{1}$, and $a_{2}$ are specified.
(j) If the recurrence relation arising in the power series method of solution of a differential equation cannot be solved, then the differential equation has no solution.

## Problems

For Problems 1-8, determine two linearly independent power series solutions to the given differential equation centered at $x=0$. Also determine the radius of convergence of the series solutions.

1. $y^{\prime \prime}-y=0$.
2. $y^{\prime \prime}+2 x y^{\prime}+4 y=0$.
3. $y^{\prime \prime}-2 x y^{\prime}-2 y=0$.
4. $y^{\prime \prime}-x^{2} y^{\prime}-2 x y=0$.
5. $y^{\prime \prime}+x y=0$.
6. $y^{\prime \prime}+x y^{\prime}+3 y=0$.
7. $y^{\prime \prime}-x^{2} y^{\prime}-3 x y=0$.
8. $y^{\prime \prime}+2 x^{2} y^{\prime}+2 x y=0$.

For Problems 9-12, determine two linearly independent power series solutions to the given differential equation centered at $x=0$. Give a lower bound on the radius of convergence of the series solutions obtained.
9. $\left(x^{2}-3\right) y^{\prime \prime}-3 x y^{\prime}-5 y=0$.
10. $\left(1+x^{2}\right) y^{\prime \prime}+4 x y^{\prime}+2 y=0$.
11. $\left(1-4 x^{2}\right) y^{\prime \prime}-20 x y^{\prime}-16 y=0$.
12. $\left(x^{2}-1\right) y^{\prime \prime}-6 x y^{\prime}+12 y=0$.

For Problems 13-16, determine terms up to and including $x^{5}$ in two linearly independent power series solutions of the given differential equation. State the radius of convergence of the series solutions.
13. $y^{\prime \prime}+2 y^{\prime}+4 x y=0$.
14. $y^{\prime \prime}+x y^{\prime}+(2+x) y=0$.
15. $y^{\prime \prime}-e^{x} y=0$. [Hint: $e^{x}=1+x+\frac{1}{2!} x^{2}+\frac{1}{3!} x^{3}+\cdots$.]
16. $y^{\prime \prime}+(\sin x) y^{\prime}+y=0$.
17. Consider the differential equation

$$
\begin{equation*}
x y^{\prime \prime}-(x-1) y^{\prime}-x y=0 . \tag{11.2.18}
\end{equation*}
$$

(a) Is $x=0$ an ordinary point?
(b) Determine the first three nonzero terms in each of two linearly independent series solutions to Equation (11.2.18) centered at $x=1$.
[Hint: Make the change of variables $z=x-1$ and obtain a series solution in powers of $z$.]
Give a lower bound on the radius of convergence of each of your solutions.
18. Determine a series solution to the initial-value problem

$$
\begin{gathered}
\left(1+2 x^{2}\right) y^{\prime \prime}+7 x y^{\prime}+2 y=0, \\
y(0)=0, \quad y^{\prime}(0)=1 .
\end{gathered}
$$

19. (a) Determine a series solution to the initial-value problem
$4 y^{\prime \prime}+x y^{\prime}+4 y=0, \quad y(0)=1, \quad y^{\prime}(0)=0$.
(b) Find a polynomial that approximates the solution to Equation (11.2.19) with an error less than $10^{-5}$ on the interval $[-1,1]$.
[Hint: The series obtained is a convergent alternating series.]

The power series technique can also be used to solve nonhomogeneous differential equations of the form

$$
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=r(x)
$$

provided that $p, q$, and $r$ are analytic at the point about which we are expanding. For Problems 20-21, determine terms up to $x^{6}$ in the power series representation of the general solution to the given differential equation centered at $x=0$. Identify those terms in your solution that correspond to the complementary function and those that correspond to a particular solution to the differential equation.
20. $y^{\prime \prime}+2 x^{2} y^{\prime}+x y=2 \cos x$.
21. $y^{\prime \prime}+x y^{\prime}-4 y=6 e^{x}$.

### 11.3 The Legendre Equation

There are several linear differential equations that arise frequently in applied mathematics and whose solutions can only be obtained using a power series technique. Among the most important of these are the following:

$$
\begin{array}{rlrl}
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+\alpha(\alpha+1) y & =0, & & \text { (Legendre Equation) } \\
y^{\prime \prime}-2 x y^{\prime}+2 \alpha y & =0, & & \text { (Hermite Equation) } \\
\left(1-x^{2}\right) y^{\prime \prime}-x y^{\prime}+\alpha^{2} y=0, & & \text { (Chebyshev Equation) }
\end{array}
$$

where $\alpha$ is an arbitrary constant. Since $x=0$ is an ordinary point of these equations, we can obtain a series solution in powers of $x$. We will consider only the Legendre equation and leave the analysis of the remaining equations for the exercises.

The Legendre equation is

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+\alpha(\alpha+1) y=0 \tag{11.3.1}
\end{equation*}
$$

where $\alpha$ is an arbitrary constant. To determine a lower bound on the radius of convergence of the series solution about $x=0$ to this equation, we divide by $1-x^{2}$ to obtain

$$
y^{\prime \prime}-\frac{2 x}{1-x^{2}} y^{\prime}+\frac{\alpha(\alpha+1)}{1-x^{2}} y=0
$$

Since the power series expansion of $\frac{1}{1-x^{2}}$ about $x=0$ is valid for $|x|<1$, it follows that a lower bound on the radius of convergence of the power series solutions to Equation (11.3.1) about $x=0$ is 1 . We now determine the series solutions. Substituting

$$
y(x)=\sum_{n=0}^{\infty} a_{n} x^{n}
$$

into Equation (11.3.1) yields

$$
\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-2}-\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n}-2 \sum_{n=1}^{\infty} n a_{n} x^{n}+\sum_{n=0}^{\infty} \alpha(\alpha+1) a_{n} x^{n}=0
$$

That is, upon redefining the ranges of the summations,

$$
\sum_{n=0}^{\infty}\left[(n+2)(n+1) a_{n+2}-n(n-1) a_{n}-2 n a_{n}+\alpha(\alpha+1) a_{n}\right] x^{n}=0
$$

Thus, we obtain the recurrence relation

$$
\begin{equation*}
a_{n+2}=\frac{n(n+1)-\alpha(\alpha+1)}{(n+1)(n+2)} a_{n}, \quad n=0,1,2, \ldots, \tag{11.3.2}
\end{equation*}
$$

which can be written as

$$
a_{n+2}=-\frac{(\alpha-n)(\alpha+n+1)}{(n+1)(n+2)} a_{n}, \quad n=0,1,2, \ldots
$$

## Even values of $n$ :

$n=0 \Longrightarrow a_{2}=-\frac{\alpha(\alpha+1)}{2} a_{0}$,
$n=2 \Longrightarrow a_{4}=-\frac{(\alpha-2)(\alpha+3)}{3 \cdot 4} a_{2}=\frac{(\alpha-2) \alpha(\alpha+1)(\alpha+3)}{4!} a_{0}$,
$n=4 \Longrightarrow a_{6}=-\frac{(\alpha-4)(\alpha+5)}{5 \cdot 6} a_{4}=-\frac{(\alpha-4)(\alpha-2) \alpha(\alpha+1)(\alpha+3)(\alpha+5)}{6!} a_{0}$.

In general, for $k=1,2,3 \ldots$, we have

$$
a_{2 k}=(-1)^{k} \frac{(\alpha-2 k+2)(\alpha-2 k+4) \cdots(\alpha-2) \alpha(\alpha+1) \cdots(\alpha+2 k-1)}{(2 k)!} a_{0} .
$$

## Odd values of $n$ :

$$
\begin{aligned}
n=1 \Longrightarrow a_{3} & =-\frac{(\alpha-1)(\alpha+2)}{2 \cdot 3} a_{1}, \\
n=3 \Longrightarrow a_{5} & =-\frac{(\alpha-3)(\alpha+4)}{4 \cdot 5} a_{3}=\frac{(\alpha-3)(\alpha-1)(\alpha+2)(\alpha+4)}{5!} a_{1}, \\
n=5 \Longrightarrow a_{7} & =-\frac{(\alpha-5)(\alpha+6)}{6 \cdot 7} a_{5} \\
& =-\frac{(\alpha-5)(\alpha-3)(\alpha-1)(\alpha+2)(\alpha+4)(\alpha+6)}{7!} a_{1} .
\end{aligned}
$$

In general, for $k=1,2,3, \ldots$, we have

$$
a_{2 k+1}=(-1)^{k} \frac{(\alpha-2 k+1) \cdots(\alpha-3)(\alpha-1)(\alpha+2)(\alpha+4) \cdots(\alpha+2 k)}{(2 k+1)!} a_{1} .
$$

Consequently, for $a_{0} \neq 0$ and $a_{1} \neq 0$, two linearly independent solutions to the Legendre equation are

$$
\begin{align*}
y_{1}(x)= & a_{0}\left[1-\frac{\alpha(\alpha+1)}{2} x^{2}+\frac{(\alpha-2) \alpha(\alpha+1)(\alpha+3)}{4!} x^{4}\right. \\
& \left.-\frac{(\alpha-4)(\alpha-2) \alpha(\alpha+1)(\alpha+3)(\alpha+5)}{6!} x^{6}+\cdots\right] \tag{11.3.3}
\end{align*}
$$

and

$$
\begin{equation*}
y_{2}(x)=a_{1}\left[x-\frac{(\alpha-1)(\alpha+2)}{2!} x^{3}+\frac{(\alpha-3)(\alpha-1)(\alpha+2)(\alpha+4)}{5!} x^{5}+\cdots\right], \tag{11.3.4}
\end{equation*}
$$

and both of these solutions are valid for $|x|<1$.

## The Legendre Polynomials

Of particular importance in applications is the special case of the Legendre equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+N(N+1) y=0
$$

in which $N$ is a nonnegative integer. In this case, the recurrence relation (11.3.2) is

$$
a_{n+2}=\frac{n(n+1)-N(N+1)}{(n+1)(n+2)} a_{n}, \quad n=0,1,2, \ldots,
$$

which implies that

$$
a_{N+2}=a_{N+4}=\cdots=0
$$

Consequently, one of the solutions (11.3.3) or (11.3.4) to Legendre's equation, depending on whether $N$ is even or odd, is a polynomial of degree $N$. (Notice that such a solution converges for all $x$, and hence, we have a radius of convergence greater than that guaranteed by Theorem 11.2.4.)

## DEFINITION 11.3.1

Let $N$ be a nonnegative integer. The Legendre polynomial of degree $N$, denoted $P_{N}(x)$, is defined to be the polynomial solution to

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+N(N+1) y=0,
$$

which has been normalized so that $P_{N}(1)=1$.

Example 11.3.2 Determine $P_{0}, P_{1}$, and $P_{2}$.
Solution: $\quad$ Substituting $\alpha=N$ into (11.3.3) and (11.3.4) yields
$N=0: y_{1}(x)=a_{0}$, which implies that $P_{0}(x)=1$;
$N=1: y_{2}(x)=a_{1} x$, which implies that $P_{1}(x)=x$;
$N=2: y_{1}(x)=a_{0}\left(1-3 x^{2}\right)$, and imposing the normalizing condition $y_{1}(1)=1$, we require that $a_{0}=-\frac{1}{2}$, so that $P_{2}(x)=\frac{1}{2}\left(3 x^{2}-1\right)$.

In general, it is tedious to determine $P_{N}(x)$ directly from (11.3.3) and (11.3.4), and various other methods have been derived. Among the most useful are the following:

## Rodrigues' Formula

$$
P_{N}(x)=\frac{1}{2^{N} N!} \frac{d^{N}}{d x^{N}}\left(x^{2}-1\right)^{N}, \quad N=0,1,2, \ldots
$$

## Recurrence Relation

$$
P_{N+1}(x)=\frac{(2 N+1) x P_{N}(x)-N P_{N-1}(x)}{N+1}, \quad N=1,2,3, \ldots .
$$

We can use Rodrigues' formula to obtain $P_{N}$ directly. Alternatively, starting with $P_{0}$ and $P_{1}$, we can use the recurrence relation to generate all $P_{N}$.

Example 11.3.3 According to Rodrigues' formula,

$$
P_{2}(x)=\frac{1}{8} \frac{d^{2}}{d x^{2}}\left(x^{2}-1\right)^{2}=\frac{1}{8} \frac{d}{d x}\left[4 x\left(x^{2}-1\right)\right]=\frac{1}{2}\left(3 x^{2}-1\right),
$$

which does indeed coincide with that given in the previous example.

The first five Legendre polynomials are given in Table 11.3.1.

| $N$ | Legendre Polynomial of Degree $N$ |
| :--- | :--- |
| 0 | $P_{0}(x)=1$ |
| 1 | $P_{1}(x)=x$ |
| 2 | $P_{2}(x)=\frac{1}{2}\left(3 x^{2}-1\right)$ |
| 3 | $P_{3}(x)=\frac{1}{2} x\left(5 x^{2}-3\right)$ |
| 4 | $P_{4}(x)=\frac{1}{8}\left(35 x^{4}-30 x^{2}+3\right)$ |

Table 11.3.1: The First Five Legendre Polynomials

## Orthogonality of the Legendre Polynomials

In Section 5.1, we defined an inner product on the vector space $C^{0}[a, b]$ by

$$
\langle f, g\rangle=\int_{a}^{b} f(x) g(x) d x
$$

for all $f$ and $g$ in $C^{0}[a, b]$. We now show that the Legendre polynomials are orthogonal relative to the above inner product on the interval $[-1,1]$.

Theorem 11.3.4 The set of Legendre polynomials $\left\{P_{0}, P_{1}, P_{2}, \ldots\right\}$ is an orthogonal set of functions on the interval $[-1,1]$. That is,

$$
\int_{-1}^{1} P_{M}(x) P_{N}(x) d x=0 \quad \text { whenever } M \neq N .
$$

Proof Using the product rule for differentiation, we see easily that Legendre's equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+\alpha(\alpha+1) y=0
$$

can be written in the form

$$
\left[\left(1-x^{2}\right) y^{\prime}\right]^{\prime}+\alpha(\alpha+1) y=0
$$

Consequently, the Legendre polynomials $P_{N}(x)$ and $P_{M}(x)$ satisfy

$$
\begin{align*}
{\left[\left(1-x^{2}\right) P_{N}^{\prime}\right]^{\prime}+N(N+1) P_{N} } & =0,  \tag{11.3.5}\\
{\left[\left(1-x^{2}\right) P_{M}^{\prime}\right]^{\prime}+M(M+1) P_{M} } & =0, \tag{11.3.6}
\end{align*}
$$

respectively. Multiplying Equation (11.3.5) by $P_{M}$ and Equation (11.3.6) by $P_{N}$ and subtracting yields

$$
\left[\left(1-x^{2}\right) P_{N}^{\prime}\right]^{\prime} P_{M}-\left[\left(1-x^{2}\right) P_{M}^{\prime}\right]^{\prime} P_{N}+[N(N+1)-M(M+1)] P_{M} P_{N}=0
$$

which can be written as

$$
\begin{gathered}
\left\{\left[\left(1-x^{2}\right) P_{N}^{\prime} P_{M}\right]^{\prime}-\left(1-x^{2}\right) P_{N}^{\prime} P_{M}^{\prime}\right\}-\left\{\left[\left(1-x^{2}\right) P_{M}^{\prime} P_{N}\right]^{\prime}-\left(1-x^{2}\right) P_{N}^{\prime} P_{M}^{\prime}\right\} \\
+[N(N+1)-M(M+1)] P_{M} P_{N}=0 .
\end{gathered}
$$

That is,

$$
\left[\left(1-x^{2}\right)\left(P_{N}^{\prime} P_{M}-P_{M}^{\prime} P_{N}\right)\right]^{\prime}+[N(N+1)-M(M+1)] P_{M} P_{N}=0 .
$$

Integrating over the interval $[-1,1]$, we obtain

$$
\left[\left(1-x^{2}\right)\left(P_{N}^{\prime} P_{M}-P_{M}^{\prime} P_{N}\right)\right]_{-1}^{1}+[N(N+1)-M(M+1)] \int_{-1}^{1} P_{M}(x) P_{N}(x) d x=0 .
$$

The first term vanishes at $x= \pm 1$, and the term multiplying the integral can be factorized to yield

$$
(N-M)(N+M+1) \int_{-1}^{1} P_{M}(x) P_{N}(x) d x=0 .
$$

Since $M$ and $N$ are nonnegative integers, the previous formula implies that

$$
\int_{-1}^{1} P_{M}(x) P_{N}(x) d x=0 \quad \text { whenever } M \neq N .
$$

It can also be shown, although it is more difficult (see N.N. Lebedev, Special Functions and their Applications, Dover, 1972), that

$$
\begin{equation*}
\int_{-1}^{1} P_{N}^{2}(x) d x=\frac{2}{2 N+1} . \tag{11.3.7}
\end{equation*}
$$

Consequently, $\left\{\sqrt{\frac{2 N+1}{2}} P_{N}(x)\right\}$ is an orthonormal set of polynomials on $[-1,1]$.
Since the set of Legendre polynomials $\left\{P_{0}, P_{1}, \ldots, P_{N}\right\}$ is linearly independent on any interval, ${ }^{4}$ it is a basis for the vector space of all polynomials of degree less than or equal to $N$. Thus, if $p(x)$ is any polynomial, there exist scalars $a_{0}, a_{1}, \ldots, a_{N}$ such that

$$
\begin{equation*}
p(x)=\sum_{k=0}^{N} a_{k} P_{k}(x) . \tag{11.3.8}
\end{equation*}
$$

We can use orthogonality of the Legendre polynomials to determine the coefficients $a_{k}$ in this expansion as follows. Multiplying (11.3.8) by $P_{j}(x)$ for $0 \leq j \neq N$, and integrating over the interval $[-1,1]$ yields

$$
\int_{-1}^{1} p(x) P_{j}(x) d x=\int_{-1}^{1} \sum_{k=0}^{N} a_{k} P_{k}(x) P_{j}(x) d x=\sum_{k=0}^{N} a_{k} \int_{-1}^{1} P_{k}(x) P_{j}(x) d x .
$$

[^65]However, due to the orthogonality of the Legendre polynomials, all of the terms in the summation with $k \neq j$ vanish, so that

$$
\int_{-1}^{1} p(x) P_{j}(x) d x=a_{j} \int_{-1}^{1} P_{j}(x) P_{j}(x) d x
$$

Consequently, using (11.3.7), we obtain

$$
\int_{-1}^{1} p(x) P_{j}(x) d x=\frac{2}{2 j+1} a_{j}
$$

which implies that

$$
\begin{equation*}
a_{j}=\frac{2 j+1}{2} \int_{-1}^{1} p(x) P_{j}(x) d x \tag{11.3.9}
\end{equation*}
$$

Example 11.3.5 Expand $f(x)=x^{2}-x+2$ as a series of Legendre polynomials.
Solution: Since $f(x)$ has degree 2 , we can write

$$
x^{2}-x+2=a_{0} P_{0}+a_{1} P_{1}+a_{2} P_{2}
$$

where, from (11.3.9), the coefficients are given by

$$
a_{j}=\frac{2 j+1}{2} \int_{-1}^{1}\left(x^{2}-x+2\right) P_{j}(x) d x
$$

From Table 11.3.1,

$$
P_{0}(x)=1, \quad P_{1}(x)=x, \quad P_{2}(x)=\frac{1}{2}\left(3 x^{2}-1\right)
$$

so that

$$
\begin{aligned}
& a_{0}=\frac{1}{2} \int_{-1}^{1}\left(x^{2}-x+2\right) d x=\frac{7}{3} \\
& a_{1}=\frac{3}{2} \int_{-1}^{1}\left(x^{2}-x+2\right) x d x=-1 \\
& a_{2}=\frac{5}{2} \int_{-1}^{1} \frac{1}{2}\left(x^{2}-x+2\right)\left(3 x^{2}-1\right) d x=\frac{2}{3} .
\end{aligned}
$$

Consequently,

$$
x^{2}-x+2=\frac{7}{3} P_{0}-P_{1}+\frac{2}{3} P_{2}
$$

More generally, the following expansion theorem plays a fundamental role in many applications of mathematics to physics, chemistry, engineering, and so on.

Theorem 11.3.6 Let $f$ and $f^{\prime}$ be continuous on the interval $(-1,1)$. Then, for $-1<x<1$,

$$
\begin{equation*}
f(x)=a_{0} P_{0}(x)+a_{1} P_{1}(x)+\cdots+a_{n} P_{n}(x)+\cdots=\sum_{n=0}^{\infty} a_{n} P_{n}(x) \tag{11.3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n}=\frac{2 n+1}{2} \int_{-1}^{1} f(x) P_{n}(x) d x \tag{11.3.11}
\end{equation*}
$$

Proof Establishing the existence of a convergent series of the form (11.3.10) is best left for a course on Fourier analysis or partial differential equations. The derivation that the coefficients in such an expansion must be given by (11.3.11) follows similar steps to those leading to Equation (11.3.9) and is left as an exercise.

Example 11.3.7 Determine the terms leading up to and including $P_{3}(x)$ in the Legendre series expansion of $f(x)=\sin \pi x,-1<x<1$.
Solution: According to the previous theorem, the given function does have a Legendre series expansion with coefficients given by

$$
a_{n}=\frac{2 n+1}{2} \int_{-1}^{1} \sin (\pi x) P_{n}(x) d x .
$$

Thus,

$$
\begin{aligned}
& a_{0}=\frac{1}{2} \int_{-1}^{1} \sin (\pi x) d x=0 \\
& a_{1}=\frac{3}{2} \int_{-1}^{1} x \sin (\pi x) d x=\frac{3}{\pi}, \\
& a_{2}=\frac{5}{2} \int_{-1}^{1} \frac{1}{2}\left(3 x^{2}-1\right) \sin (\pi x) d x=0, \\
& a_{3}=\frac{7}{2} \int_{-1}^{1} \frac{1}{2} x\left(5 x^{2}-3\right) \sin (\pi x) d x=\frac{7}{\pi^{3}}\left(\pi^{2}-15\right) .
\end{aligned}
$$

Consequently, Theorem 11.3.6 implies that, for $-1<x<1$,

$$
\begin{equation*}
\sin \pi x=\frac{3}{x} P_{1}(x)+\frac{7}{\pi^{3}}\left(\pi^{2}-15\right) P_{3}(x)+\cdots . \tag{11.3.12}
\end{equation*}
$$

To illustrate how good this approximation is, in Figure 11.3.1 we have sketched the functions

$$
f(x)=\sin \pi x \quad \text { and } \quad g(x)=\frac{3}{\pi} P_{1}(x)+\frac{7}{\pi^{3}}\left(\pi^{2}-15\right) P_{3}(x) .
$$



Figure 11.3.1: Comparison of $f(x)=\sin \pi x$ and its Legendre polynomial expansion of degree 3.

For comparison, in Figure 11.3.2 we sketch $f(x)$ and the fifth-order Taylor approximation

$$
h(x)=\pi x-\frac{1}{3!}(\pi x)^{3}+\frac{1}{5!}(\pi x)^{5} .
$$



Figure 11.3.2: Comparison of $f(x)=\sin \pi x$ and its Taylor polynomial expansion of degree 5 .

In Figure 11.3.3, we sketch $f(x)$ together with the Legendre polynomial approximation

$$
k(x)=\frac{3}{\pi} P_{1}(x)+\frac{7}{\pi^{3}}\left(\pi^{2}-15\right) P_{3}(x)+\frac{11}{\pi^{5}}\left(945-105 \pi^{2}+\pi^{4}\right) P_{5}(x)
$$

that arises when we include the next nonzero term in (11.3.12). We see that $k(x)$ gives an excellent approximation to $f(x)=\sin \pi x$ at all points in $[-1,1]$ (including the endpoints).


Figure 11.3.3: Comparison of $f(x)=\sin \pi x$ and its Legendre polynomial expansion of degree 5.

Remark Computation by hand of the coefficients in a Legendre polynomial expansion can be very tedious. However, computer algebra systems, such as Maple or Mathematica, have the Legendre polynomials as built-in functions, and therefore can be useful in computing the coefficients. For example, in Maple the command $P(n, x)$ generates $P_{N}(x)$.

## Exercises for 11.3

## Key Terms

Legendre equation, Legendre polynomial of degree $N$, Rodrigues' formula.

## Skills

- Be able to compute the Legendre polynomials $P_{N}(x)$ directly for small $n$, either from (11.3.3) and (11.3.4),
or from Rodrigues' formula, or from the recurrence relation for the Legendre polynomials.
- Provided that a function $f$ has a continuous derivative on $(-1,1)$, be able to use the orthogonality of the Legendre polynomials to expand $f$ as a linear combination of Legendre polynomials.


## True-False Review

For Questions (a)-(d), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The radius of convergence of the power series solutions to Legendre's equation about $x=0$ is 1 .
(b) The Legendre polynomials define an orthogonal basis for the vector space $P_{n}(\mathbb{R})$.
(c) For an integer value of $\alpha$, one (but not both) of the formulas (11.3.3) and (11.3.4) is a polynomial.
(d) Each of the Legendre polynomials contains terms with all odd powers of $x$ or with all even powers of $x$.

## Problems

1. Use Equations (11.3.3) and (11.3.4) to determine polynomial solutions to Legendre's equation when $\alpha=3$ and $\alpha=4$. Hence, determine the Legendre polynomials $P_{3}(x)$ and $P_{4}(x)$.
2. Starting with $P_{0}(x)=1$ and $P_{1}(x)=x$, use the recurrence relation
$(n+1) P_{n+1}+n P_{n-1}=(2 n+1) x P_{n}, \quad n=1,2,3, \ldots$ to determine $P_{2}, P_{3}$, and $P_{4}$.
3. Use Rodrigues' formula to determine the Legendre polynomial of degree 3 .
4. Determine all values of the constants $a_{0}, a_{1}, a_{2}$, and $a_{3}$ such that

$$
x^{3}+2 x=a_{0} P_{0}+a_{1} P_{1}+a_{2} P_{2}+a_{3} P_{3} .
$$

5. Express $p(x)=2 x^{3}+x^{2}+5$ as a linear combination of Legendre polynomials.
6. Let $Q(x)$ be a polynomial of degree less than $N$. Prove that $\int_{-1}^{1} Q(x) P_{N}(x) d x=0$.
7. Show that

$$
\frac{d^{2} Y}{d \phi^{2}}+\cot \phi \frac{d Y}{d \phi}+\alpha(\alpha+1) Y=0, \quad 0<\phi<\pi
$$

is transformed into Legendre's equation by the change of variables $x=\cos \phi$.

Problems 8-10 deal with Hermite's equation:

$$
\begin{equation*}
y^{\prime \prime}-2 x y^{\prime}+2 \alpha y=0, \quad-\infty<x<\infty \tag{11.3.13}
\end{equation*}
$$

8. Determine two linearly independent series solutions to Hermite's equation centered at $x=0$.
9. Show that if $\alpha=N$, a positive integer, then Equation (11.3.13) has a polynomial solution. Determine the polynomial solutions when $\alpha=0,1,2$, and 3 .
10. When suitably normalized, the polynomial solutions to Equation (11.3.13) are called the Hermite polynomials, and are denoted by $H_{N}(x)$.
(a) Use Equation (11.3.13) to show that $H_{N}(x)$ satisfies

$$
\begin{equation*}
\left(e^{-x^{2}} H_{N}^{\prime}\right)^{\prime}+2 N e^{-x^{2}} H_{N}=0 \tag{11.3.14}
\end{equation*}
$$

[Hint: Replace $\alpha$ with $N$ in Equation (11.3.13) and multiply the resulting equation by $e^{-x^{2}}$.]
(b) Use Equation (11.3.14) to prove that the Hermite polynomials satisfy

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-x^{2}} H_{N}(x) H_{M}(x) d x=0, \quad M \neq N \tag{11.3.15}
\end{equation*}
$$

[Hint: Follow the steps taken in proving orthogonality of the Legendre polynomials. You will need to recall that

$$
\lim _{x \rightarrow \pm \infty} e^{-x^{2}} p(x)=0
$$

for any polynomial $p$.]
(c) Let $p(x)$ be a polynomial of degree $N$. Then we can write

$$
\begin{equation*}
p(x)=\sum_{k=1}^{N} a_{k} H_{k}(x) \tag{11.3.16}
\end{equation*}
$$

Given that

$$
\int_{-\infty}^{\infty} e^{-x^{2}} H_{N}^{2}(x) d x=2^{N} N!\sqrt{\pi}
$$

use (11.3.15) to prove that the constants in (11.3.16) are given by

$$
a_{j}=\frac{1}{2^{j} j!\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-x^{2}} H_{j}(x) p(x) d x
$$

11. $\diamond$ Use some form of technology to determine the coefficients in the Legendre expansion of the polynomial $p(x)=3 x^{3}-1$.

For Problems 12-13, use some form of technology to determine the first four terms in the Legendre series expansion of the given function on the interval $(-1,1)$. Plot the given function and the approximations

$$
\begin{aligned}
& S_{1}=a_{0} P_{0}, \quad S_{3}=a_{0} P_{0}+a_{1} P_{1}+a_{2} P_{2}, \\
& S_{5}=a_{0} P_{0}+a_{1} P_{1}+a_{2} P_{2}+a_{3} P_{3}+a_{4} P_{4}
\end{aligned}
$$

on the interval $(-1,1)$. Comment on the convergence of the Legendre series to the given function for $-1<x<1$.
12. $\diamond f(x)=\cos \pi x$.
13. $\diamond f(x)=x\left(1-x^{2}\right) e^{x}$.

### 11.4 Series Solutions about a Regular Singular Point

The power series technique for solving

$$
\begin{equation*}
y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0 \tag{11.4.1}
\end{equation*}
$$

developed in the previous section is directly applicable only at ordinary points; that is, points where $P$ and $Q$ are both analytic. According to Definition 11.2.1, any points at which $P$ or $Q$ fail to be analytic are called singular points of Equation (11.4.1), and the general analysis of the behavior of solutions to Equation (11.4.1) in the neighborhood of a singular point is quite complicated. However, singular points often turn out to be the points of major interest in an applied problem, and so it is of some importance that we pursue this analysis. In the next two sections, we will show that, provided that the functions $P$ and $Q$ are not too badly behaved at a singular point, the power series technique can be extended to obtain solutions of the corresponding differential equations that are valid in the neighborhood of the singular point. We will restrict our attention to differential equations whose singular points satisfy the following definition.

## DEFINITION 11.4.1

The point $x=x_{0}$ is called a regular singular point of the differential equation (11.4.1) if and only if the following two conditions are satisfied:

1. $x_{0}$ is a singular point of Equation (11.4.1).
2. Both of the functions

$$
p(x)=\left(x-x_{0}\right) P(x) \quad \text { and } \quad q(x)=\left(x-x_{0}\right)^{2} Q(x)
$$

are analytic at $x=x_{0}$.
A singular point of Equation (11.4.1) that does not satisfy condition (2) is called an irregular singular point.

Example 11.4.2 Determine the ordinary points, regular singular points, and irregular singular points of the differential equation

$$
\begin{equation*}
y^{\prime \prime}+\frac{1}{x(x-1)^{2}} y^{\prime}+\frac{x+1}{x(x-1)^{3}} y=0 . \tag{11.4.2}
\end{equation*}
$$

Solution: In this case, we have

$$
P(x)=\frac{1}{x(x-1)^{2}} \quad \text { and } \quad Q(x)=\frac{x+1}{x(x-1)^{3}},
$$

and, by inspection, $P$ and $Q$ are analytic at all points except $x=0$ and $x=1$. Hence the only singular points of Equation (11.4.2) are $x=0$ and $x=1$. Consequently, every $x$ with $x \neq 0$ and $x \neq 1$ is an ordinary point of the differential equation. We now determine whether the singular points $x=0$ and $x=1$ are regular or irregular.

Consider the singular point $x=0$. The functions

$$
p(x)=x P(x)=\frac{1}{(x-1)^{2}} \quad \text { and } \quad q(x)=x^{2} Q(x)=\frac{x(x+1)}{(x-1)^{3}}
$$

are both analytic at $x=0$, so that $x=0$ is a regular singular point of Equation (11.4.2).
Now consider the singular point $x=1$. Since

$$
p(x)=(x-1) P(x)=\frac{1}{x(x-1)}
$$

is nonanalytic at $x=1$, it follows that $x=1$ is an irregular singular point of Equation (11.4.2).

Now suppose that $x=x_{0}$ is a regular singular point of the differential equation

$$
y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0 .
$$

Multiplying this equation by $\left(x-x_{0}\right)^{2}$ yields

$$
\left(x-x_{0}\right)^{2} y^{\prime \prime}+\left(x-x_{0}\right)\left[\left(x-x_{0}\right) P(x)\right] y^{\prime}+\left(x-x_{0}\right)^{2} Q(x) y=0,
$$

which we can write as

$$
\left(x-x_{0}\right)^{2} y^{\prime \prime}+\left(x-x_{0}\right) p(x) y^{\prime}+q(x) y=0,
$$

where

$$
p(x)=\left(x-x_{0}\right) P(x) \quad \text { and } \quad q(x)=\left(x-x_{0}\right)^{2} Q(x) .
$$

Since, by assumption, $x=x_{0}$ is a regular singular point, it follows that the functions $p$ and $q$ are analytic at $x=x_{0}$. By the change of variables $z=x-x_{0}$, we can always transform a regular singular point to $x=0$, and so we will restrict our attention to differential equations that can be written in the form

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0 \tag{11.4.3}
\end{equation*}
$$

where $p$ and $q$ are analytic at $x=0$. This is the standardform of any differential equation that has a regular singular point at $x=0$. The simplest type of equation that falls into this category is the second-order Cauchy-Euler equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+p_{0} x y^{\prime}+q_{0} y=0, \tag{11.4.4}
\end{equation*}
$$

where $p_{0}$ and $q_{0}$ are constants. The solution techniques that we will develop for solving Equation (11.4.3) will be motivated by the solutions to Equation (11.4.4). Recall from Section 8.8 that (11.4.4) has solutions on the interval $(0, \infty)$ of the form $y(x)=x^{r}$, where $r$ is a root of the indicial equation

$$
r(r-1)+p_{0} r+q_{0}=0 .
$$

Now consider Equation (11.4.3). Since, by assumption, $p$ and $q$ are analytic at $x=0$, we can write

$$
\begin{equation*}
p(x)=p_{0}+p_{1} x+p_{2} x^{2}+\cdots, \quad q(x)=q_{0}+q_{1} x+q_{2} x^{2}+\cdots \tag{11.4.5}
\end{equation*}
$$

for $x$ in some interval of the form $(-R, R)$. It follows that Equation (11.4.3) can be written as

$$
x^{2} y^{\prime \prime}+x\left(p_{0}+p_{1} x+p_{2} x^{2}+\cdots\right) y^{\prime}+\left(q_{0}+q_{1} x+q_{2} x^{2}+\cdots\right) y=0
$$

If $|x| \ll 1$, this is approximately the Cauchy-Euler equation (11.4.4), and so it is reasonable to expect that for $x$ in the interval $(0, R)$, Equation (11.4.3) has solutions of the form

$$
\begin{equation*}
y(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0 \tag{11.4.6}
\end{equation*}
$$

where $r$ is a root of the indicial equation

$$
\begin{equation*}
r(r-1)+p_{0} r+q_{0}=0 \tag{11.4.7}
\end{equation*}
$$

A series of the form (11.4.6) is called a Frobenius series. We can assume without loss of generality that $a_{0} \neq 0$, since if this were not the case, we could always factor the leading power of $x$ out of the series and combine it into $x^{r}$.

The following theorem confirms our expectations:

Theorem 11.4.3 Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0, \quad x>0 \tag{11.4.8}
\end{equation*}
$$

where $p$ and $q$ are analytic at $x=0$. Suppose that

$$
p(x)=\sum_{n=0}^{\infty} p_{n} x^{n}, \quad q(x)=\sum_{n=0}^{\infty} q_{n} x^{n}
$$

for $|x|<R$. Let $r_{1}$ and $r_{2}$ denote the roots of the indicial equation

$$
r(r-1)+p_{0} r+q_{0}=0
$$

and assume that $r_{1} \geq r_{2}$ if these roots are real. Then Equation (11.4.8) has a solution of the form

$$
y_{1}(x)=x^{r_{1}} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0
$$

This solution is valid (at least) for $0<x<R$. Further, provided that $r_{1}$ and $r_{2}$ are distinct and do not differ by an integer, then there exists a second solution to (11.4.8) that is valid (at least) for $0<x<R$ of the form

$$
y_{2}(x)=x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}, \quad b_{0} \neq 0
$$

The solutions $y_{1}$ and $y_{2}$ are linearly independent on their intervals of existence.

Proof The proof of this theorem, as well as its extension to the case when the roots of the indicial equation do differ by an integer, will be discussed fully in the next section.

Remark Using the formula for the Maclaurin expansion of $p$ and $q$, it follows that the constants $p_{0}$ and $q_{0}$ appearing in (11.4.5) are given by

$$
p_{0}=p(0) \quad \text { and } \quad q_{0}=q(0) .
$$

Consequently, the indicial equation (11.4.7) for

$$
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0
$$

can be written directly as

$$
r(r-1)+p(0) r+q(0)=0 .
$$

We conclude this section with some examples that illustrate the implementation of the above theorem.

Example 11.4.4 Show that the differential equation

$$
x^{2} y^{\prime \prime}+x e^{2 x} y^{\prime}-2(\cos x) y=0, \quad x>0
$$

has two linearly independent Frobenius series solutions, and determine the interval on which these solutions are valid.

Solution: Comparing the given differential equation with the standard form (11.4.3), we see that

$$
p(x)=e^{2 x} \quad \text { and } \quad q(x)=-2 \cos x .
$$

Consequently,

$$
p(0)=1 \quad \text { and } \quad q(0)=-2,
$$

and so the indicial equation is

$$
r(r-1)+r-2=0 .
$$

That is,

$$
r^{2}-2=0 .
$$

Thus, the roots of the indicial equation are $r_{1}=\sqrt{2}$ and $r_{2}=-\sqrt{2}$. Since $r_{1}$ and $r_{2}$ are distinct and do not differ by an integer, it follows from Theorem 11.4.3 that the given differential equation has two Frobenius series solutions of the form

$$
y_{1}(x)=x^{\sqrt{2}} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad y_{2}(x)=x^{-\sqrt{2}} \sum_{n=0}^{\infty} b_{n} x^{n} .
$$

Further, since the power series expansions of $p$ and $q$ about $x=0$ are valid for all $x$, the preceding solutions will be defined and linearly independent on $(0, \infty)$.

Example 11.4.5 Find the general solution to

$$
\begin{equation*}
2 x^{2} y^{\prime \prime}+x y^{\prime}-(1+x) y=0, \quad x>0 . \tag{11.4.9}
\end{equation*}
$$

Solution: In this case, $p(x)=\frac{1}{2}$ and $q(x)=-\frac{1}{2}(1+x)$, both of which are analytic at $x=0$. Thus, $x=0$ is a regular singular point of Equation (11.4.9). The indicial equation $r(r-1)+\frac{1}{2} r-\frac{1}{2}=0$ can be written as $2 r^{2}-r-1=0$, which factors as
$(2 r+1)(r-1)=0$. Hence, the roots of the indicial equation are

$$
\begin{equation*}
r_{1}=1 \quad \text { and } \quad r_{2}=-\frac{1}{2} \tag{11.4.10}
\end{equation*}
$$

Since these roots are distinct and do not differ by an integer, it follows from Theorem 11.4.3 that the given differential equation has two Frobenius series solutions of the form

$$
y_{1}(x)=x \sum_{n=0}^{\infty} a_{n} x^{n}, \quad y_{2}(x)=x^{-1 / 2} \sum_{n=0}^{\infty} b_{n} x^{n} .
$$

Now we wish to determine the coefficients $a_{i}$ and $b_{i}$. To do this, we let

$$
y(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}=\sum_{n=0}^{\infty} a_{n} x^{r+n}, \quad a_{0} \neq 0,
$$

so that

$$
y^{\prime}(x)=\sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n-1}, \quad y^{\prime \prime}(x)=\sum_{n=0}^{\infty}(r+n)(r+n-1) a_{n} x^{r+n-2} .
$$

Substituting into (11.4.9) yields

$$
\sum_{n=0}^{\infty} 2(r+n)(r+n-1) a_{n} x^{r+n}+\sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n}-\sum_{n=0}^{\infty} a_{n} x^{r+n}-\sum_{n=0}^{\infty} a_{n} x^{r+n+1}=0
$$

That is, combining the first three terms and replacing $n$ with $n-1$ in the fourth sum,

$$
\begin{equation*}
\sum_{n=0}^{\infty}[2(r+n)(r+n-1)+(r+n)-1] a_{n} x^{n}-\sum_{n=1}^{\infty} a_{n-1} x^{n}=0 \tag{11.4.11}
\end{equation*}
$$

Thus, the coefficients of $x^{n}$ must vanish for $n=0,1,2, \ldots$ The constant term in (11.4.11), corresponding to $n=0$, leads directly to the indicial equation and the roots given in (11.4.10). On the other hand, when $n=1,2, \ldots$, in (11.4.11), we obtain the recurrence relation

$$
\begin{equation*}
(r+n-1)(2 r+2 n+1) a_{n}-a_{n-1}=0 . \tag{11.4.12}
\end{equation*}
$$

We now substitute the values of $r$ obtained in (11.4.10) into (11.4.12) to determine the corresponding Frobenius series solutions.
Let $r=1$ : Substituting into the recurrence relation (11.4.12) yields

$$
a_{n}=\frac{1}{n(2 n+3)} a_{n-1}, \quad n=1,2,3, \ldots
$$

Thus,

$$
\begin{array}{ll}
n=1: & a_{1}=\frac{1}{1 \cdot 5} a_{0}, \\
n=2: & a_{2}=\frac{1}{2 \cdot 7} a_{1}=\frac{1}{(2!)(5 \cdot 7)} a_{0}, \\
n=3: & a_{3}=\frac{1}{3 \cdot 9} a_{2}=\frac{1}{(3!)(5 \cdot 7 \cdot 9)} a_{0}, \\
n=4: & a_{4}=\frac{1}{4 \cdot 11} a_{3}=\frac{1}{(4!)(5 \cdot 7 \cdot 9 \cdot 11)} a_{0} .
\end{array}
$$

It follows that, in general,

$$
a_{n}=\frac{1}{(n!)[5 \cdot 7 \cdot 9 \cdots(2 n+3)]} a_{0}, \quad n=1,2,3, \ldots,
$$

so that the corresponding Frobenius series solution is

$$
y_{1}(x)=x\left[1+\frac{1}{5} x+\frac{1}{(2!)(5 \cdot 7)} x^{2}+\cdots+\frac{1}{(n!)[5 \cdot 7 \cdot 9 \cdots(2 n+3)]} x^{n}+\cdots\right],
$$

where we have set $a_{0}=1$. We can write this solution as

$$
y_{1}(x)=x\left[1+\sum_{n=1}^{\infty} \frac{1}{(n!)[5 \cdot 7 \cdot 9 \cdots(2 n+3)]} x^{n}\right], \quad x>0 .
$$

Let $r=-1 / 2$ : For the second Frobenius series solution, we replace the coefficients $a_{i}$ in the preceding work by $b_{i}$. In this case, the recurrence relation (11.4.12) reduces to

$$
b_{n}=\frac{1}{n(2 n-3)} b_{n-1}, \quad n=1,2, \ldots .
$$

We therefore obtain

$$
\begin{aligned}
n=1: & b_{1}=-b_{0}, \\
n=2: & b_{2}=\frac{1}{2 \cdot 1} b_{1}=-\frac{1}{2!} b_{0}, \\
n=3: & b_{3}=\frac{1}{3 \cdot 3} b_{2}=-\frac{1}{(3!)(1 \cdot 3)} b_{0}, \\
n=4: & b_{4}=\frac{1}{4 \cdot 5} b_{3}=-\frac{1}{(4!)(1 \cdot 3 \cdot 5)} b_{0} .
\end{aligned}
$$

In general, we have

$$
b_{n}=-\frac{1}{(n!)[1 \cdot 3 \cdot 5 \cdots(2 n-3)]} b_{0}, \quad n=1,2,3, \ldots
$$

It follows that a second linearly independent Frobenius series solution to the differential equation (11.4.9) on $(0, \infty)$ is
$y_{2}(x)=x^{-1 / 2}\left[1-x-\frac{1}{2!} x^{2}-\frac{1}{(3!)(1 \cdot 3)} x^{3}-\cdots-\frac{1}{(n!)[1 \cdot 3 \cdots(2 n-3)]} x^{n}-\cdots\right]$,
where we have set $b_{0}=1$. This can be written as

$$
y_{2}(x)=x^{-1 / 2}\left[1-\sum_{n=1}^{\infty} \frac{1}{(n!)[1 \cdot 3 \cdot 5 \cdots(2 n-3)]} x^{n}\right], \quad x>0 .
$$

Consequently, the general solution to the differential equation (11.4.9) on $(0, \infty)$ is

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x) .
$$

The differential equation in the previous example had two linearly independent Frobenius series solutions, and we were therefore able to determine its general solution. In the following example, there is only one linearly independent Frobenius series solution.

Example 11.4.6 Determine a Frobenius series solution to

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x(3+x) y^{\prime}+(1+3 x) y=0, \quad x>0 \tag{11.4.13}
\end{equation*}
$$

Solution: By inspection, we see that $x=0$ is a regular singular point of the differential equation (11.4.13), and so from Theorem 11.4.3, the differential equation has at least one Frobenius series solution. Further, since $p(x)=3+x$ and $q(x)=1+3 x$ are both polynomials, their power series expansions about $x=0$ are valid for all $x$. It follows that any Frobenius series solution will be valid for $0<x<\infty$. To determine a solution, we let

$$
y(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}=\sum_{n=0}^{\infty} a_{n} x^{r+n} .
$$

Differentiating twice with respect to $x$ yields

$$
y^{\prime}(x)=\sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n-1}, \quad y^{\prime \prime}(x)=\sum_{n=0}^{\infty}(r+n)(r+n-1) a_{n} x^{r+n-2},
$$

so that $y$ is a solution to (11.4.13) provided that $a_{n}$ and $r$ satisfy

$$
\begin{aligned}
\sum_{n=0}^{\infty}(r+n)(r+n-1) a_{n} x^{r+n} & +3 \sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n}+\sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n+1} \\
& +\sum_{n=0}^{\infty} a_{n} x^{r+n}+3 \sum_{n=0}^{\infty} a_{n} x^{r+n+1}=0
\end{aligned}
$$

Dividing by $x^{r}$ and replacing $n$ by $n-1$ in the third and fifth sums yields

$$
\begin{equation*}
\sum_{n=0}^{\infty}[(r+n)(r+n-1)+3(r+n)+1] a_{n} x^{n}+\sum_{n=1}^{\infty}(r+n+2) a_{n-1} x^{n}=0 \tag{11.4.14}
\end{equation*}
$$

This implies that the coefficients of $x^{n}$ must vanish for $n=0,1,2, \ldots$. When $n=0$, we obtain the indicial equation

$$
r(r-1)+3 r+1=0
$$

That is,

$$
(r+1)^{2}=0
$$

Thus, the only value of $r$ for which a Frobenius series solution exists is

$$
r=-1 .
$$

For $n \geq 1$, (11.4.14) yields the recurrence relation

$$
[(r+n)(r+n-1)+3(r+n)+1] a_{n}+(r+n+2) a_{n-1}=0 .
$$

Setting $r=-1$, we obtain

$$
[(n-1)(n-2)+3(n-1)+1] a_{n}+(n+1) a_{n-1}=0,
$$

which can be written as

$$
a_{n}=-\frac{n+1}{n^{2}} a_{n-1}, \quad n=1,2, \ldots
$$

Solving this recurrence relation, we have

$$
\begin{array}{ll}
n=1: & a_{1}=-2 a_{0}, \\
n=2: & a_{2}=-\frac{3}{4} a_{1}=\frac{3 \cdot 2}{4} a_{0}, \\
n=3: & a_{3}=-\frac{4}{9} a_{2}=-\frac{4!}{4 \cdot 9} a_{0} .
\end{array}
$$

The general coefficient is

$$
a_{n}=(-1)^{n} \frac{(n+1)!}{2^{2} \cdot 3^{2} \cdots n^{2}} a_{0}, \quad n=1,2,3, \ldots,
$$

which can be written as

$$
a_{n}=(-1)^{n} \frac{(n+1)!}{(n!)^{2}} a_{0} .
$$

That is,

$$
a_{n}=(-1)^{n} \frac{n+1}{n!} a_{0}, \quad n=1,2,3, \ldots
$$

Consequently, the corresponding Frobenius series solution is

$$
y(x)=x^{-1}\left[1+\sum_{n=1}^{\infty}(-1)^{n} \frac{n+1}{n!} x^{n}\right], \quad x>0,
$$

where we set $a_{0}=1$.
Notice that in this problem, there is only one linearly independent Frobenius series solution to the given differential equation. To determine a second linearly independent solution, we could, for example, use the reduction of order method introduced in Section 8.9. We will have more to say about this in the next section.

## Exercises for 11.4

## Key Terms

Regular singular point, Irregular singular point, Frobenius series.

## Skills

- Be able to classify singular points as regular or irregular.
- Be familiar with the indicial equation and be able to find its roots.
- Be able to use the roots of the indicial equation to determine a Frobenius series solution to Equation (11.4.3).
- In the case where the indicial equation has two distinct roots that do not differ by an integer, be able to find the general solution to Equation (11.4.3).


## True-False Review

For Questions (a)-(e), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) A point $x=x_{0}$ is a regular singular point of the differential equation $y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0$ provided that $P(x)$ and $Q(x)$ are not analytic at $x=x_{0}$, but $\left(x-x_{0}\right) P(x)$ and $\left(x-x_{0}\right) Q(x)$ are analytic at $x=x_{0}$.
(b) If $r_{1}$ and $r_{2}$ are the roots of the indicial equation associated with the differential equation $x^{2} y^{\prime \prime}+x p(x) y^{\prime}+$ $q(x) y=0$, then $x^{r_{1}} \sum_{n=0}^{\infty} a_{n} x^{n}$ and $x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}$ (where $a_{0}, b_{0} \neq 0$ ) are two linearly independent solutions to the differential equation.
(c) The coefficients in a Frobenius series solution to the differential equation $x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0$ are obtained by substituting the series solution and its derivatives into the differential equation and matching coefficients of the powers of $x$ on each side of the equation.
(d) It is possible for a given differential equation of the form $y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0$ to have ordinary points, regular singular points, and irregular singular points.
(e) It is possible for all of the singular points of a given differential equation of the form $y^{\prime \prime}+P(x) y^{\prime}+$ $Q(x) y=0$ to be irregular.

## Problems

For Problems 1-5, determine all singular points of the given differential equation and classify them as regular or irregular singular points.

1. $y^{\prime \prime}+\frac{1}{1-x} y^{\prime}+x y=0$.
2. $x^{2} y^{\prime \prime}+\frac{x}{x^{2}-4} y^{\prime}+\frac{1}{x(x-2)(x+2)^{2}} y=0$.
3. $x^{2} y^{\prime \prime}+\frac{x}{\left(1-x^{2}\right)^{2}} y^{\prime}+y=0$.
4. $(x-2)^{2} y^{\prime \prime}+(x-2) e^{x} y^{\prime}+\frac{4}{x} y=0$.
5. $y^{\prime \prime}+\frac{2}{x(x-3)} y^{\prime}-\frac{1}{x^{3}(x+3)} y=0$.

For Problems 6-9, determine the roots of the indicial equation of the given differential equation.
6. $x^{2} y^{\prime \prime}+x(1-x) y^{\prime}-7 y=0$.
7. $4 x^{2} y^{\prime \prime}+x e^{x} y^{\prime}-y=0$.
8. $4 x y^{\prime \prime}-x y^{\prime}+2 y=0$.
9. $x^{2} y^{\prime \prime}-x(\cos x) y^{\prime}+5 e^{2 x} y=0$.

For Problems 10-17, show that the indicial equation of the given differential equation has distinct roots that do not differ by an integer and find two linearly independent Frobenius series solutions on $(0, \infty)$.
10. $4 x^{2} y^{\prime \prime}+3 x y^{\prime}+x y=0$.
11. $6 x^{2} y^{\prime \prime}+x(1+18 x) y^{\prime}+(1+12 x) y=0$.
12. $x^{2} y^{\prime \prime}+x y^{\prime}-(2+x) y=0$.
13. $2 x y^{\prime \prime}+y^{\prime}-2 x y=0$.
14. $3 x^{2} y^{\prime \prime}-x(x+8) y^{\prime}+6 y=0$.
15. $2 x^{2} y^{\prime \prime}-x(1+2 x) y^{\prime}+2(4 x-1) y=0$.
16. $x^{2} y^{\prime \prime}+x(1-x) y^{\prime}-(5+x) y=0$.
17. $3 x^{2} y^{\prime \prime}+x(7+3 x) y^{\prime}+(1+6 x) y=0$.
18. Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x y^{\prime}+(1-x) y=0, \quad x>0 \tag{11.4.15}
\end{equation*}
$$

(a) Find the indicial equation, and show that the roots are $r= \pm i$.
(b) Determine the first three terms in a complexvalued Frobenius series solution to Equation (11.4.15).
(c) Use the solution in (b) to determine two linearly independent real-valued solutions to Equation (11.4.15).
19. Determine the first five nonzero terms in each of two linearly independent Frobenius series solutions to

$$
3 x^{2} y^{\prime \prime}+x\left(1+3 x^{2}\right) y^{\prime}-2 x y=0, \quad x>0
$$

20. Consider the differential equation

$$
4 x^{2} y^{\prime \prime}-4 x^{2} y^{\prime}+(1+2 x) y=0
$$

(a) Show that the indicial equation has only one root, and find the corresponding Frobenius series solution.
(b) Use the reduction of order technique to find a second linearly independent solution on $(0, \infty)$.
[Hint: To evaluate $\int \frac{e^{x}}{x} d x$, expand $e^{x}$ in a Maclaurin series.]
21. Find two linearly independent solutions to

$$
x^{2} y^{\prime \prime}+x(3-2 x) y^{\prime}+(1-2 x) y=0
$$

on $(0, \infty)$.

### 11.5 Frobenius Theory

In the previous section, we saw how Frobenius series solutions can be obtained to the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0, \quad x>0 \tag{11.5.1}
\end{equation*}
$$

In this section, we give some justification for Theorem 11.4.3 and extend this theorem to the case when the roots of the indicial equation for (11.5.1) differ by an integer. We will first assume that $x>0$ since our results can easily be extended to $x<0$. We begin by establishing the existence of at least one Frobenius series solution.

Assuming that $x=0$ is a regular singular point of (11.5.1), it follows that $p$ and $q$ are analytic at $x=0$, and hence, we can write

$$
p(x)=\sum_{n=0}^{\infty} p_{n} x^{n}, \quad q(x)=\sum_{n=0}^{\infty} q_{n} x^{n}
$$

for $|x|<R$. Consequently, (11.5.1) can be written as

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x \sum_{n=0}^{\infty} p_{n} x^{n} y^{\prime}+\sum_{n=0}^{\infty} q_{n} x^{n} y=0 \tag{11.5.2}
\end{equation*}
$$

We try for a Frobenius series solution and therefore let

$$
y(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0
$$

where $r$ and $a_{n}$ are constants to be determined. Differentiating $y$ twice yields

$$
y^{\prime}=\sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n-1}, \quad y^{\prime \prime}=\sum_{n=0}^{\infty}(r+n)(r+n-1) a_{n} x^{r+n-2} .
$$

We now substitute into Equation (11.5.2) to obtain

$$
\begin{aligned}
\sum_{n=0}^{\infty}(r+n)(r+n-1) a_{n} x^{n} & +\left[\sum_{n=0}^{\infty} p_{n} x^{n}\right]\left[\sum_{n=0}^{\infty}(r+n) a_{n} x^{n}\right] \\
& +\left[\sum_{n=0}^{\infty} q_{n} x^{n}\right]\left[\sum_{n=0}^{\infty} a_{n} x^{n}\right]=0
\end{aligned}
$$

Using the formula given in Section 11.1 for the product of two infinite series gives

$$
\begin{aligned}
\sum_{n=0}^{\infty}(r+n)(r+n-1) a_{n} x^{n} & +\sum_{n=0}^{\infty}\left[\sum_{k=0}^{n} p_{n-k} x^{n-k}(k+r) a_{k} x^{k}\right] \\
& +\sum_{n=0}^{\infty}\left[\sum_{k=0}^{n} q_{n-k} x^{n-k} a_{k} x^{k}\right]=0
\end{aligned}
$$

which can be written as

$$
\sum_{n=0}^{\infty}\left\{(r+n)(r+n-1) a_{n}+\sum_{k=0}^{n}\left[p_{n-k}(k+r)+q_{n-k}\right] a_{k}\right\} x^{n}=0
$$

Thus, $a_{n}$ must satisfy the recurrence relation

$$
\begin{equation*}
(r+n)(r+n-1) a_{n}+\sum_{k=0}^{n}\left[p_{n-k}(k+r)+q_{n-k}\right] a_{k}=0, \quad n=1,2, \ldots . \tag{11.5.3}
\end{equation*}
$$

Evaluating Equation (11.5.3) when $n=0$ yields

$$
\left[r(r-1)+p_{0} r+q_{0}\right] a_{0}=0,
$$

so that, since $a_{0} \neq 0$ (by assumption), $r$ must satisfy

$$
\begin{equation*}
r(r-1)+p_{0} r+q_{0}=0 \tag{11.5.4}
\end{equation*}
$$

which we recognize as being the indicial equation for (11.5.1). When $n \geq 1$, we combine the coefficients of $a_{n}$ in (11.5.3) to obtain

$$
\left[(r+n)(r+n-1)+p_{0}(r+n)+q_{0}\right] a_{n}+\sum_{k=0}^{n-1}\left[p_{n-k}(k+r)+q_{n-k}\right] a_{k}=0
$$

That is,
$\left[(r+n)(r+n-1)+p_{0}(r+n)+q_{0}\right] a_{n}=-\sum_{k=0}^{n-1}\left[p_{n-k}(k+r)+q_{n-k}\right] a_{k}, \quad n=1,2, \ldots$
If we define $F(r)$ by

$$
\begin{equation*}
F(r)=r(r-1)+p_{0} r+q_{0}, \tag{11.5.5}
\end{equation*}
$$

then

$$
F(r+n)=(r+n)(r+n-1)+p_{0}(r+n)+q_{0},
$$

so that the indicial equation (11.5.4) is

$$
F(r)=0,
$$

whereas the recurrence relation (11.5.5) can be written as

$$
\begin{equation*}
F(r+n) a_{n}=-\sum_{k=0}^{n-1}\left[p_{n-k}(k+r)+q_{n-k}\right] a_{k}, \quad n=1,2,3, \ldots . \tag{11.5.6}
\end{equation*}
$$

It is tempting to divide (11.5.6) by $F(r+n)$, thereby determining $a_{n}$ in terms of $a_{0}, a_{1}, \ldots, a_{n-1}$. However, we can do this only if $F(r+n) \neq 0$. Let $r_{1}$ and $r_{2}$ denote the roots of Equation (11.5.4). The following three familiar cases arise:

1. $r_{1}$ and $r_{2}$ are real and distinct.
2. $r_{1}$ and $r_{2}$ are real and coincident.
3. $r_{1}$ and $r_{2}$ are complex conjugates.

If $r_{1}$ and $r_{2}$ are real, we assume without loss of generality that $r_{1} \geq r_{2}$. Consider (11.5.6) when $r=r_{1}$. We have

$$
\begin{equation*}
F\left(r_{1}+n\right) a_{n}=-\sum_{k=0}^{n-1}\left[p_{n-k}\left(k+r_{1}\right)+q_{n-k}\right] a_{k}, \quad n=1,2,3, \ldots \tag{11.5.7}
\end{equation*}
$$

In cases (1) and (2), it follows, since $r=r_{1}$ is the largest root of $F(r)=0$, that $F\left(r_{1}+n\right) \neq 0$, for any $n$. Also, in case (3), $F\left(r_{1}+n\right) \neq 0$, and so, in all three cases we can write (11.5.7) as

$$
\begin{equation*}
a_{n}=-\frac{1}{F\left(r_{1}+n\right)} \sum_{k=0}^{n-1}\left[p_{n-k}\left(k+r_{1}\right)+q_{n-k}\right] a_{k}, \quad n=1,2,3, \ldots \tag{11.5.8}
\end{equation*}
$$

Starting from $n=1$, we can therefore determine all of the $a_{n}$ in terms of $a_{0}$, and so we formally obtain the Frobenius series solution

$$
y_{1}(x)=x^{r_{1}}\left[1+\sum_{n=1}^{\infty} a_{n}\left(r_{1}\right) x^{n}\right]
$$

where $a_{n}\left(r_{1}\right)$ denotes the coefficients obtained from (11.5.8) upon setting $a_{0}=1$. A fairly delicate analysis shows that this series solution converges for (at least) $0<x<R$. This justifies the steps in the preceding derivation and establishes the first part of Theorem 11.4.3 stated in the previous section.

We now consider the problem of determining a second linearly independent solution to Equation (11.5.1). We must consider the three cases separately.

Case 1: $r_{1}$ and $r_{2}$ are real and distinct. Setting $r=r_{2}$ in (11.5.6) yields

$$
\begin{equation*}
F\left(r_{2}+n\right) a_{n}=-\sum_{k=0}^{n-1}\left[p_{n-k}\left(k+r_{2}\right)+q_{n-k}\right] a_{k} \tag{11.5.9}
\end{equation*}
$$

Thus, provided that $F\left(r_{2}+n\right) \neq 0$ for any positive integer $n$, the same procedure that we used when $r=r_{1}$ will yield a second Frobenius series solution. But, since $r_{1}$ and $r_{2}$ are the only zeros of $F$, it follows that $F\left(r_{2}+n\right)=0$ if and only if there exists a positive integer $n$ such that $r_{2}+n=r_{1}$. Consequently, provided that $r_{1}-r_{2}$ is not a positive integer, there exists a second Frobenius series solution of the form

$$
y_{2}(x)=x^{r_{2}}\left[1+\sum_{n=1}^{\infty} a_{n}\left(r_{2}\right) x^{n}\right]
$$

where $a_{n}\left(r_{2}\right)$ denotes the values of the coefficients obtained from (11.5.6) when $r=r_{2}$, and once more, we have set $a_{0}=1$. Since $r_{1} \neq r_{2}$, it follows that the Frobenius series solutions $y_{1}$ and $y_{2}$ are linearly independent on (at least) $0<x<R$.

Now suppose that $r_{1}-r_{2}=N$, where $N$ is a positive integer. Then substituting for $r_{2}=r_{1}-N$ in (11.5.9), we obtain

$$
F\left(r_{1}+(n-N)\right) a_{n}=-\sum_{k=0}^{n-1}\left[p_{n-k}\left(k+r_{2}\right)+q_{n-k}\right] a_{k}, \quad n=1,2, \ldots,
$$

which, when $n=N$, leads to the consistency condition

$$
\begin{equation*}
0 \cdot a_{N}=-\sum_{k=0}^{N-1}\left[p_{N-k}\left(k+r_{2}\right)+q_{N+k}\right] a_{k} \tag{11.5.10}
\end{equation*}
$$

Since all of the coefficients $a_{1}, a_{2}, \ldots, a_{N-1}$ will already have been determined in terms of $a_{0},(11.5 .10)$ will be of the form

$$
\begin{equation*}
0 \cdot a_{N}=\alpha a_{0} \tag{11.5.11}
\end{equation*}
$$

where $\alpha$ is a constant. By assumption, $a_{0}$ is nonzero, and therefore two possibilities arise. (Notice that (11.5.11) is not an equation for determining $\alpha$; rather, it is a consistency condition for the validity of the recurrence relation.)
(a) First it may happen that $\alpha=0$. If this occurs, then from (11.5.11), $a_{N}$ can be specified arbitrarily, and (11.5.9) determines all of the remaining Frobenius coefficients. We therefore do obtain a second linearly independent Frobenius series solution.
(b) In the more general case, $\alpha$ will be nonzero. Then, since $a_{0} \neq 0$ (by assumption), (11.5.11) cannot be satisfied, and so we cannot compute the Frobenius coefficients. Hence, there does not exist a Frobenius series solution corresponding to $r=r_{2}$. The reduction of order technique from Section 8.9 can be used, however, to prove that there exists a second linearly independent solution to (11.5.1) on $(0, R)$, of the form

$$
y_{2}(x)=A y_{1}(x) \ln x+x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}
$$

where the constants $A$ and $b_{n}$ can be determined by direct substitution into the differential equation (11.5.1). The derivation is straightforward, but quite longwinded, and so the details have been relegated to Appendix D. Notice that the foregoing form includes case (a), which arises when $A=0$.

Case 2: $r_{1}=r_{2}$. In this case, there certainly cannot exist a second linearly independent Frobenius series solution. However, once more the reduction of order technique can be used to establish the existence of a second linearly independent solution of the form

$$
y_{2}(x)=y_{1}(x) \ln x+x^{r_{1}} \sum_{n=1}^{\infty} b_{n} x^{n}
$$

valid for (at least) $0<x<R$. (See Appendix D.) The coefficients $b_{n}$ can be obtained by substituting this expression for $y_{2}$ into the differential equation (11.5.1).

Case 3: $r_{1}$ and $r_{2}$ are complex conjugates. In this case, the solution just obtained when $r=r_{1}$ will be a complex-valued solution. Due to the linearity of the differential equation, it follows that the real and imaginary parts of this complex-valued solution will themselves be real-valued solutions. It can be shown that these real-valued solutions are linearly independent on their intervals of existence. Thus, we can always, in theory, obtain the general solution in this case.

Finally, we mention that the validity of the above solutions can be extended to $-R<x<0$ by the replacement

$$
x^{r_{1}} \rightarrow|x|^{r_{1}}, \quad x^{r_{2}} \rightarrow|x|^{r_{2}} .
$$

The preceding discussion is summarized in the next theorem.

Theorem 11.5.1 Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0 \tag{11.5.12}
\end{equation*}
$$

where $p$ and $q$ are analytic at $x=0$. Suppose that

$$
p(x)=\sum_{n=0}^{\infty} p_{n} x^{n}, \quad q(x)=\sum_{n=0}^{\infty} q_{n} x^{n}
$$

for $|x|<R$. Let $r_{1}$ and $r_{2}$ denote the roots of the indicial equation and assume that $r_{1} \geq r_{2}$ if these roots are real. Then (11.5.12) has two linearly independent solutions valid (at least) on the interval $(0, R)$. The form of the solution is determined as follows:

1. $r_{1}-r_{2}$ not an integer:

$$
\begin{array}{ll}
y_{1}(x)=x^{r_{1}} \sum_{n=0}^{\infty} a_{n} x^{n}, & a_{0} \neq 0 \\
y_{2}(x)=x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}, & b_{0} \neq 0 \tag{11.5.14}
\end{array}
$$

2. $r_{1}=r_{2}=r$ :

$$
\begin{align*}
& y_{1}(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0,  \tag{11.5.15}\\
& y_{2}(x)=y_{1}(x) \ln x+x^{r} \sum_{n=1}^{\infty} b_{n} x^{n} . \tag{11.5.16}
\end{align*}
$$

3. $r_{1}-r_{2}$ a positive integer:

$$
\begin{align*}
& y_{1}(x)=x^{r_{1}} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0  \tag{11.5.17}\\
& y_{2}(x)=A y_{1}(x) \ln x+x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}, \quad b_{0} \neq 0 \tag{11.5.18}
\end{align*}
$$

The coefficients in each of these solutions can be determined by direct substitution into Equation (11.5.12). Finally, if $x^{r_{1}}$ and $x^{r_{2}}$ are replaced by $|x|^{r_{1}}$ and $|x|^{r_{2}}$, respectively, we obtain linearly independent solutions that are valid for (at least) $0<|x|<R$.

Remark Since a solution of a homogeneous linear differential equation is only defined up to a multiplicative constant, we can use this freedom to set $a_{0}=1$ in (11.5.13), (11.5.15), and (11.5.17) and to set $b_{0}=1$ in (11.5.14) and (11.5.18). It is often convenient to make these choices in solving our problems.

We now consider several examples to illustrate the use of the preceding theorem.

Example 11.5.2 Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}-x(3+x) y^{\prime}+(4-x) y=0 \tag{11.5.19}
\end{equation*}
$$

Determine the general form of two linearly independent series solutions in the neighborhood of the regular singular point $x=0$.

Solution: By inspection we see that $x=0$ is a regular singular point of Equation (11.5.19) and that the indicial equation is

$$
r(r-1)-3 r+4=r^{2}-4 r+4=(r-2)^{2}=0 .
$$

Since $r=2$ is a repeated root, it follows from Theorem 11.5.1 that there exist two linearly independent solutions to Equation (11.5.19) of the form

$$
y_{1}(x)=x^{2} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad y_{2}(x)=y_{1}(x) \ln |x|+x^{2} \sum_{n=1}^{\infty} b_{n} x^{n} .
$$

The coefficients in each of these series solutions could be obtained by direct substitution into Equation (11.5.19). In this problem, we have

$$
p(x)=-(3+x), \quad q(x)=4-x .
$$

Since these are polynomials, their power series expansions about $x=0$ converge for all real $x$. It follows from Theorem 11.5 .1 that the series solutions to Equation (11.5.19) will be valid for all $x \neq 0$.

Example 11.5.3 Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x(1+2 x) y^{\prime}-\frac{1}{4}(1-\gamma x) y=0, \quad x>0, \tag{11.5.20}
\end{equation*}
$$

where $\gamma$ is a constant. Determine the form of two linearly independent series solutions to this differential equation about the regular singular point $x=0$.
Solution: In this case, we have $p_{0}=1$ and $q_{0}=-\frac{1}{4}$, so that

$$
F(r)=r(r-1)+r-\frac{1}{4}=r^{2}-\frac{1}{4} .
$$

Thus, the roots of the indicial equation are $r= \pm \frac{1}{2}$. Setting $r_{1}=\frac{1}{2}$ and $r_{2}=-\frac{1}{2}$, it follows that $r_{1}-r_{2}=1$, so that we are in Case 3 of Theorem 11.5.1. Thus, there exist two linearly independent solutions to Equation (11.5.20) on $(0, \infty)$ of the form

$$
\begin{equation*}
y_{1}(x)=x^{1 / 2} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad y_{2}(x)=A y_{1}(x) \ln x+x^{-1 / 2} \sum_{n=0}^{\infty} b_{n} x^{n} . \tag{11.5.21}
\end{equation*}
$$

To determine whether the constant $A$ is zero or nonzero, we need the general recurrence relation. Substituting

$$
y_{1}(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0,
$$

into (11.5.20) yields

$$
\left[\frac{4(r+n)^{2}-1}{4}\right] a_{n}=-[2(r+n-1)+\gamma] a_{n-1}, \quad n=1,2, \ldots .
$$

When $r=-\frac{1}{2}$, this reduces to

$$
\begin{equation*}
n(n-1) a_{n}=-(2 n-3+\gamma) a_{n-1} . \tag{11.5.22}
\end{equation*}
$$

As predicted from our general theory, the coefficient of $a_{n}$ is zero when $n=r_{1}-r_{2}=1$. Thus, a second Frobenius series solution exists [ $A=0$ in (11.5.21)] if and only if the term on the right-hand side also vanishes when $n=1$. Setting $n=1$ in (11.5.22) yields the consistency condition

$$
\begin{equation*}
0 \cdot a_{1}=(1-\gamma) a_{0} . \tag{11.5.23}
\end{equation*}
$$

Since $a_{0} \neq 0$, it follows from (11.5.23) that when $\gamma \neq 1$, there does not exist a second linearly independent Frobenius series solution and so the constant $A$ in (11.5.21) is necessarily nonzero. If $\gamma=1$, however, then (11.5.23) is identically satisfied independently of the value of $a_{1}$. In this case, we can specify $a_{1}$ arbitrarily and then the recurrence relation (11.5.22) will determine the remaining coefficients in a second linearly independent Frobenius series solution. To summarize:

1. If $\gamma \neq 1$, there exist two linearly independent solutions of the form (11.5.21) with $A$ necessarily nonzero.
2. If $\gamma=1$, then there exist two linearly independent Frobenius series solutions

$$
y_{1}(x)=x^{1 / 2} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad y_{2}(x)=x^{-1 / 2} \sum_{n=0}^{\infty} b_{n} x^{n} .
$$

In both cases, the series solutions will be valid for $0<x<\infty$.

Example 11.5.4 Determine two linearly independent series solutions to

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x(3-x) y^{\prime}+y=0, \quad x>0 . \tag{11.5.24}
\end{equation*}
$$

Solution: We see by inspection that $x=0$ is a regular singular point. Furthermore, since the functions

$$
p(x)=3-x \quad \text { and } \quad q(x)=1
$$

are polynomials, the linearly independent series solutions obtained in Theorem 11.5.1 will be valid on $(0, \infty)$. We begin by obtaining a Frobenius series solution. Substituting

$$
y(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0
$$

into (11.5.24) yields

$$
\begin{aligned}
\sum_{n=0}^{\infty}(r+n)(r+n-1) a_{n} x^{r+n} & +3 \sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n} \\
& -\sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n+1}+\sum_{n=0}^{\infty} a_{n} x^{r+n}=0,
\end{aligned}
$$

which, upon collecting coefficients of $x^{r+n}$ and replacing $n$ by $n-1$ in the third sum, can be written as

$$
\sum_{n=0}^{\infty}[(r+n)(r+n+2)+1] a_{n} x^{r+n}-\sum_{n=1}^{\infty}(r+n-1) a_{n-1} x^{r+n}=0 .
$$

Dividing by $x^{r}$ yields

$$
\begin{equation*}
\sum_{n=0}^{\infty}[(r+n)(r+n+2)+1] a_{n} x^{n}-\sum_{n=1}^{\infty}(r+n-1) a_{n-1} x^{n}=0 \tag{11.5.25}
\end{equation*}
$$

We determine the $a_{n}$ in the usual manner. When $n=0$, we obtain

$$
[r(r+2)+1] a_{0}=0
$$

so that the indicial equation is

$$
r^{2}+2 r+1=0
$$

that is,

$$
(r+1)^{2}=0
$$

Hence, there is only one root; namely,

$$
r=-1
$$

From (11.5.25), the remaining coefficients must satisfy the recurrence relation

$$
[(r+n)(r+n+2)+1] a_{n}-(r+n-1) a_{n-1}=0, \quad n=1,2, \ldots .
$$

Setting $r=-1$, this simplifies to

$$
a_{n}=\frac{n-2}{n^{2}} a_{n-1}, \quad n=1,2,3, \ldots
$$

Consequently,

$$
a_{1}=-a_{0}, \quad a_{2}=a_{3}=a_{4}=\cdots=0
$$

Thus, a Frobenius series solution to (11.5.24) is

$$
\begin{equation*}
y_{1}(x)=x^{-1}(1-x), \tag{11.5.26}
\end{equation*}
$$

where we set $a_{0}=1$.
Since the indicial equation for (11.5.24) has only one root, there does not exist a second linearly independent Frobenius series solution. However, according to Theorem 11.5.1, there is a second linearly independent solution of the form

$$
\begin{equation*}
y_{2}(x)=y_{1}(x) \ln x+x^{-1} \sum_{n=1}^{\infty} b_{n} x^{n} \tag{11.5.27}
\end{equation*}
$$

where the coefficients $b_{n}$ can be determined by substitution into (11.5.24). We now determine such a solution. The computations are quite straightforward, but they are long and tedious. The reader is encouraged to pay full attention and not to be overwhelmed by the formidable look of the equations. Differentiating (11.5.27) with respect to $x$ yields

$$
\begin{aligned}
& y_{2}^{\prime}=y_{1}^{\prime} \ln x+x^{-1} y_{1}+\sum_{n=1}^{\infty}(n-1) b_{n} x^{n-2}, \\
& y_{2}^{\prime \prime}=y_{1}^{\prime \prime} \ln x+2 x^{-1} y_{1}^{\prime}-x^{-2} y_{1}+\sum_{n=1}^{\infty}(n-2)(n-1) b_{n} x^{n-3} .
\end{aligned}
$$

Substituting into (11.5.24), we obtain the following equation for the $b_{n}$ :

$$
\begin{aligned}
x^{2}\left[y_{1}^{\prime \prime} \ln x\right. & \left.+2 x^{-1} y_{1}^{\prime}-x^{-2} y_{1}+\sum_{n=1}^{\infty}(n-2)(n-1) b_{n} x^{n-3}\right] \\
& +x(3-x)\left[y_{1}^{\prime} \ln x+x^{-1} y_{1}+\sum_{n=1}^{\infty}(n-1) b_{n} x^{n-2}\right] \\
& +y_{1} \ln x+x^{-1} \sum_{n=1}^{\infty} b_{n} x^{n}=0
\end{aligned}
$$

or, equivalently,

$$
\begin{aligned}
& {\left[x^{2} y_{1}^{\prime \prime}+x(3-x) y_{1}^{\prime}+y_{1}\right] \ln x+2 x y_{1}^{\prime}+2 y_{1}-x y_{1}+\sum_{n=1}^{\infty}(n-1)(n-2) b_{n} x^{n-1}} \\
& \quad+3 \sum_{n=1}^{\infty}(n-1) b_{n} x^{n-1}-\sum_{n=1}^{\infty}(n-1) b_{n} x^{n}+\sum_{n=1}^{\infty} b_{n} x^{n-1}=0
\end{aligned}
$$

Since $y_{1}$ is a solution to Equation (11.5.24), the combination of terms multiplying $\ln x$ vanish. ${ }^{5}$ Combining the coefficients of $x^{n-1}$, we obtain

$$
2 x y_{1}^{\prime}+2 y_{1}-x y_{1}+\sum_{n=1}^{\infty}[(n-1)(n-2)+3(n-1)+1] b_{n} x^{n-1}-\sum_{n=1}^{\infty}(n-1) b_{n} x^{n}=0
$$

Simplifying the terms in the first sum and replacing $n$ by $n-1$ in the second sum yields

$$
\begin{equation*}
2 x y_{1}^{\prime}+2 y_{1}-x y_{1}+\sum_{n=1}^{\infty} n^{2} b_{n} x^{n-1}-\sum_{n=2}^{\infty}(n-2) b_{n-1} x^{n-1}=0 \tag{11.5.28}
\end{equation*}
$$

From (11.5.26), we have

$$
y_{1}(x)=x^{-1}(1-x), \quad y_{1}^{\prime}(x)=-x^{-2}
$$

Substituting these expressions into (11.5.28) gives

$$
-2 x^{-1}+2 x^{-1}(1-x)-(1-x)+\sum_{n=1}^{\infty} n^{2} b_{n} x^{n-1}-\sum_{n=2}^{\infty}(n-2) b_{n-1} x^{n-1}=0
$$

That is,

$$
-3+x+\sum_{n=1}^{\infty} n^{2} b_{n} x^{n-1}-\sum_{n=2}^{\infty}(n-2) b_{n-1} x^{n-1}=0
$$

Equating the corresponding coefficients of $x^{n-1}$ to zero for $n=1,2, \ldots$, we obtain the $b_{n}$ in a familiar manner.

$$
\begin{array}{ll}
n=1: & -3+b_{1}=0, \text { which implies that } b_{1}=3 \\
n=2: & 1+4 b_{2}=0, \text { which implies that } b_{2}=-\frac{1}{4} \\
n \geq 3: & n^{2} b_{n}-(n-2) b_{n-1}=0 .
\end{array}
$$

[^66]That is,

$$
\begin{equation*}
b_{n}=\frac{n-2}{n^{2}} b_{n-1}, \quad n=3,4, \ldots \tag{11.5.29}
\end{equation*}
$$

When $n=3$, we have

$$
b_{3}=\frac{1}{3^{2}} b_{2} .
$$

Substituting for $b_{2}=-\frac{1}{4}=-\frac{1}{2^{2}}$ yields

$$
b_{3}=-\frac{1}{2^{2} \cdot 3^{2}} .
$$

When $n=4$, (11.5.29) implies that

$$
b_{4}=\frac{2}{4^{2}} b_{3}=-\frac{1 \cdot 2}{2^{2} \cdot 3^{2} \cdot 4^{2}} .
$$

We see that in general, for $n \geq 3$,

$$
b_{n}=-\frac{(n-2)!}{2^{2} \cdot 3^{2} \cdots n^{2}}
$$

which can be written as

$$
b_{n}=-\frac{(n-2)!}{(n!)^{2}}, \quad n=3,4, \ldots
$$

Finally, substituting for $b_{n}$ into (11.5.27) yields the following solution to Equation (11.5.24):

$$
y_{2}(x)=x^{-1}(1-x) \ln x+x^{-1}\left[3 x-\frac{1}{4} x^{2}-\sum_{n=3}^{\infty} \frac{(n-2)!}{(n!)^{2}} x^{n}\right] .
$$

Theorem 11.5.1 guarantees that $y_{1}$ and $y_{2}$ are linearly independent on $(0, \infty)$.
We give one final example to illustrate the case when the roots of the indicial equation differ by an integer.

Example 11.5.5 Determine two linearly independent solutions to

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x y^{\prime}-(4+x) y=0, \quad x>0 \tag{11.5.30}
\end{equation*}
$$

Solution: Since $x=0$ is a regular singular point, we try for Frobenius series solutions. Substituting

$$
y(x)=\sum_{n=0}^{\infty} a_{n} x^{r+n}
$$

into (11.5.30) and simplifying yields the indicial equation

$$
r^{2}-4=0
$$

and the recurrence relation

$$
\begin{equation*}
\left[(r+n)^{2}-4\right] a_{n}=a_{n-1}, \quad n=1,2, \ldots . \tag{11.5.31}
\end{equation*}
$$

It follows that the roots of the indicial equation are

$$
r_{1}=2 \quad \text { and } \quad r_{2}=-2,
$$

which differ by an integer. Substituting $r=2$ into (11.5.31) yields

$$
a_{n}=\frac{1}{n(n+4)} a_{n-1}, \quad n=1,2, \ldots
$$

This is easily solved to obtain

$$
a_{n}=\frac{4!}{n!(n+4)!} a_{0} .
$$

Consequently, one Frobenius series solution to (11.5.30) is

$$
y_{1}(x)=a_{0} \sum_{n=0}^{\infty} \frac{4!}{n!(n+4)!} x^{n+2} .
$$

Choosing $a_{0}=\frac{1}{4!}$, this solution reduces to

$$
\begin{equation*}
y_{1}(x)=\sum_{n=0}^{\infty} \frac{1}{n!(n+4)!} x^{n+2} . \tag{11.5.32}
\end{equation*}
$$

We now determine whether there exists a second linearly independent Frobenius series solution. Substituting $r=-2$ into (11.5.31) yields

$$
\begin{equation*}
n(n-4) a_{n}=a_{n-1}, \quad n=1,2, \ldots \tag{11.5.33}
\end{equation*}
$$

Thus, when $n=1, n=2$, or $n=3$, we obtain

$$
a_{1}=-\frac{1}{3} a_{0}, \quad a_{2}=\frac{1}{12} a_{0}, \quad a_{3}=-\frac{1}{36} a_{0} .
$$

However, when $n=4$, (11.5.33) requires

$$
0 \cdot a_{4}=a_{3}=-\frac{1}{36} a_{0},
$$

which is clearly impossible, since $a_{0} \neq 0$. It follows that a second linearly independent Frobenius series solution does not exist. However, according to Theorem 11.5.1, there is a second linearly independent solution of the form

$$
\begin{equation*}
y_{2}(x)=A y_{1}(x) \ln x+x^{-2} \sum_{n=0}^{\infty} b_{n} x^{n}, \tag{11.5.34}
\end{equation*}
$$

where the constants $A$ and $b_{n}$ can be determined by substitution into (11.5.30). Differentiating $y_{2}$ yields

$$
\begin{aligned}
& y_{2}^{\prime}=A y_{1}^{\prime} \ln x+A x^{-1} y_{1}+\sum_{n=0}^{\infty}(n-2) b_{n} x^{n-3}, \\
& y_{2}^{\prime \prime}=A y_{1}^{\prime \prime} \ln x+2 A x^{-1} y_{1}^{\prime}-A x^{-2} y_{1}+\sum_{n=0}^{\infty}(n-3)(n-2) b_{n} x^{n-4} .
\end{aligned}
$$

By substituting into (11.5.30) and simplifying, we obtain

$$
\begin{aligned}
A\left[x^{2} y_{1}^{\prime \prime}\right. & \left.+x y_{1}^{\prime}-(4+x) y\right] \ln x+2 A x y_{1}^{\prime}+\sum_{n=0}^{\infty}(n-3)(n-2) b_{n} x^{n-2} \\
& +\sum_{n=0}^{\infty}(n-2) b_{n} x^{n-2}-4 \sum_{n=0}^{\infty} b_{n} x^{n-2}-\sum_{n=0}^{\infty} b_{n} x^{n-1}=0
\end{aligned}
$$

The combination of terms multiplying $\ln x$ vanish, ${ }^{6}$ since $y_{1}$ is a solution of (11.5.30). Combining the coefficients of $x^{n-2}$ and simplifying yields

$$
\begin{equation*}
2 A x y_{1}^{\prime}+\sum_{n=1}^{\infty} n(n-4) b_{n} x^{n-2}-\sum_{n=0}^{\infty} b_{n} x^{n-1}=0 \tag{11.5.35}
\end{equation*}
$$

We must now determine $y_{1}^{\prime}$. Differentiating (11.5.32), we obtain

$$
y_{1}^{\prime}(x)=\sum_{n=0}^{\infty} \frac{n+2}{n!(n+4)!} x^{n+1}
$$

Substituting into (11.5.35) yields

$$
2 A \sum_{n=0}^{\infty} \frac{n+2}{n!(n+4)!} x^{n+2}+\sum_{n=1}^{\infty} n(n-4) b_{n} x^{n-2}-\sum_{n=0}^{\infty} b_{n} x^{n-1}=0
$$

We now replace $n$ with $n-4$ in the first sum and replace $n$ with $n-1$ in the third sum to obtain a common power of $x$ in all sums. The result is

$$
2 A \sum_{n=4}^{\infty} \frac{n-2}{(n-4)!n!} x^{n-2}+\sum_{n=1}^{\infty} n(n-4) b_{n} x^{n-2}-\sum_{n=1}^{\infty} b_{n-1} x^{n-2}=0
$$

Upon multiplying through by $x^{2}$, this becomes

$$
2 A \sum_{n=4}^{\infty} \frac{n-2}{(n-4)!n!} x^{n}+\sum_{n=1}^{\infty} n(n-4) b_{n} x^{n}-\sum_{n=1}^{\infty} b_{n-1} x^{n}=0
$$

We can now determine the appropriate values of the constants by setting successive coefficients of $x^{n}$ to zero in the usual manner.
$n=1: \quad-3 b_{1}-b_{0}=0$; hence

$$
b_{1}=-\frac{1}{3} b_{0}
$$

$n=2: \quad-4 b_{2}-b_{1}=0$; hence

$$
b_{2}=-\frac{1}{4} b_{1}=\frac{1}{12} b_{0}
$$

$n=3: \quad-3 b_{3}-b_{2}=0$; hence

$$
b_{3}=-\frac{1}{3} b_{2}=-\frac{1}{36} b_{0}
$$

[^67]$n=4: \quad \frac{1}{6} A-b_{3}=0$; hence
$$
A=6 b_{3}=-\frac{1}{6} b_{0}
$$
$n \geq 5:$
$$
b_{n}=\frac{1}{n(n-4)}\left[b_{n-1}-\frac{2 A(n-2)}{(n-4)!n!}\right]
$$

Using this recurrence relation, we could continue to determine values of the $b_{n}$. Notice that $b_{4}$ is unconstrained in this problem and so can be set equal to any convenient value. For example, we could set $b_{4}=0$. Substituting the values of the coefficients so far obtained into (11.5.34) gives

$$
\begin{equation*}
y_{2}(x)=b_{0}\left[-\frac{1}{6} y_{1}(x) \ln x+x^{-2}\left(1-\frac{1}{3} x+\frac{1}{12} x^{2}-\frac{1}{36} x^{3}+\cdots\right)\right] . \tag{11.5.36}
\end{equation*}
$$

Thus, two linearly independent solutions to the given differential equation on $(0, \infty)$ are

$$
y_{1}(x)=\sum_{n=0}^{\infty} \frac{1}{n!(n+4)!} x^{n+2}
$$

and

$$
y_{2}(x)=y_{1}(x) \ln x-6 x^{-2}\left(1-\frac{1}{3} x+\frac{1}{12} x^{2}-\frac{1}{36} x^{3}+\cdots\right)
$$

where we set $b_{0}=-6$ in (11.5.36).

Remark In the previous example, we had to be content with determining only a few terms in the second linearly independent solution, since we could not solve the recurrence relation that arose for the $b_{n}$. This is usually the case in these types of problems.

## Exercises for 11.5

## Skills

- Understand the three cases arising from the roots of the indicial equation of the differential equation $x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0$, where $p$ and $q$ are analytic at $x=0$. The results are summarized in Theorem 11.5.1.
- Be able to determine the general form for two linearly independent series solutions to the differential equation $x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0$
- Be able to solve for the coefficients in the general form of a series solution to the differential equation $x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0$ by substituting the series into the differential equation.


## True-False Review

For Questions (a)-(f), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text.

If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) The roots of the indicial equation for the differential equation

$$
x^{2} y^{\prime \prime}-\left(x-x^{2}\right) y^{\prime}+\left(1+x^{3}\right) y=0
$$

are distinct and differ by an integer.
(b) The roots of the indicial equation for the differential equation

$$
x^{2} y^{\prime \prime}-(2 \sqrt{5}-1) x y^{\prime}+\left(\frac{19}{4}-3 x^{2}\right) y=0
$$

are distinct and differ by an integer.
(c) The roots of the indicial equation for the differential equation

$$
x^{2} y^{\prime \prime}+\left(9 x-2 x^{5}\right) y^{\prime}+\left(25+5 x^{2}+10 x^{4}\right) y=0
$$

are distinct and differ by an integer.
(d) The roots of the indicial equation for the differential equation

$$
x^{2} y^{\prime \prime}+\left(4 x+\frac{1}{2} x^{2}-\frac{1}{3} x^{3}\right) y^{\prime}-\frac{7}{4} y=0
$$

are distinct and differ by an integer.
(e) The roots of the indicial equation for the differential equation

$$
x^{2} y^{\prime \prime}+x^{2} y^{\prime}+x y=0
$$

are distinct and differ by an integer.
(f) Two linearly independent Frobenius series solutions exist for the differential equation $x^{2} y^{\prime \prime}+x p(x) y^{\prime}+$ $q(x) y=0$ (where $p$ and $q$ are analytic at $x=0$ ) only if the roots $r_{1}$ and $r_{2}$ of the indicial equation differ by an integer.

## Problems

For Problems $1-8$, determine the roots of the indicial equation of the given differential equation. Also obtain the general form of two linearly independent solutions to the differential equation on an interval $(0, R)$. Finally, if $r_{1}-r_{2}$ equals a positive integer, obtain the recurrence relation and determine whether the constant $A$ in

$$
y_{2}(x)=A y_{1}(x) \ln x+x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}
$$

is zero or nonzero.

1. $x^{2} y^{\prime \prime}+x(x-3) y^{\prime}+(4-x) y=0$.
2. $4 x^{2} y^{\prime \prime}+2 x^{2} y^{\prime}+y=0$.
3. $x^{2} y^{\prime \prime}+x(\cos x) y^{\prime}-2 e^{x} y=0$.
4. $x^{2} y^{\prime \prime}+x^{2} y^{\prime}-(2+x) y=0$.
5. $x^{2} y^{\prime \prime}+2 x^{2} y^{\prime}+\left(x-\frac{3}{4}\right) y=0$.
6. $x^{2} y^{\prime \prime}+x y^{\prime}+(2 x-1) y=0$.
7. $x^{2} y^{\prime \prime}+x^{3} y^{\prime}-(2+x) y=0$.
8. $x^{2}\left(x^{2}+1\right) y^{\prime \prime}+7 x e^{x} y^{\prime}+9(1+\tan x) y=0$.
9. Determine all values of the constant $\alpha$ for which

$$
x^{2} y^{\prime \prime}+x(1-2 x) y^{\prime}+\left[2(\alpha-1) x-\alpha^{2}\right] y=0
$$

has two linearly independent Frobenius series solutions on $(0, \infty)$.
10. The indicial equation and recurrence relation for the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x[(2-b)+x] y^{\prime}-(b-\gamma x) y=0 \tag{11.5.37}
\end{equation*}
$$

are, respectively,

$$
\begin{aligned}
(r+1)(r-b) & =0 \\
(r+n+1)(r+n-b) a_{n} & =-[(r+n-1)+\gamma] a_{n-1} \\
n & =1,2,3, \ldots,
\end{aligned}
$$

in the usual notation, where $b$ and $\gamma$ are constants. Determine the form of two linearly independent series solutions to Equation (11.5.37) on $(0, \infty)$ in the following cases:
(a) $b$ not an integer.
(b) $b=-1$.
(c) $b=N$, a nonnegative integer. [For solutions containing a term of the form $A y_{1}(x) \ln x$, you must determine whether $A$ is zero or nonzero.]
11. Show that

$$
x^{2}(1+x) y^{\prime \prime}+x^{2} y^{\prime}-2 y=0
$$

has two linearly independent Frobenius series solutions on $(-1,1)$ and find them.
12. Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+3 x y^{\prime}+(1-x) y=0, \quad x>0 \tag{11.5.38}
\end{equation*}
$$

(a) Determine the indicial equation and show that it has a repeated root $r=-1$.
(b) Obtain the corresponding Frobenius series solution.
(c) It follows from Theorem 11.5.1 that Equation (11.5.38) has a second linearly independent solution of the form

$$
y_{2}(x)=y_{1}(x) \ln x+\frac{1}{x} \sum_{n=1}^{\infty} b_{n} x^{n}
$$

Show that $b_{1}=-2$ and that in general,

$$
b_{n}=\frac{1}{n^{2}}\left[b_{n-1}-\frac{2 n}{n!(n-1)!}\right], \quad n=2,3,4, \ldots
$$

Use this to find the first three terms of $y_{2}$.
13. Consider the differential equation

$$
\begin{equation*}
x y^{\prime \prime}-y=0, \quad x>0 \tag{11.5.39}
\end{equation*}
$$

(a) Show that the roots of the indicial equation are $r_{1}=1$ and $r_{2}=0$, and determine the Frobenius series solutions corresponding to $r_{1}=1$.
(b) Show that there does not exist a second linearly independent Frobenius series solution.
(c) According to Theorem 11.5.1, Equation (11.5.39) has a second linearly independent solution of the form

$$
y_{2}(x)=A y_{1}(x) \ln x+\sum_{n=0}^{\infty} b_{n} x^{n}
$$

Show that $A=b_{0}$, and determine the first three terms in $y_{2}$.

For Problems 14-27, determine two linearly independent solutions to the given differential equation on $(0, \infty)$.
14. $x^{2} y^{\prime \prime}+x\left(6+x^{2}\right) y^{\prime}+6 y=0$.
15. $x^{2} y^{\prime \prime}+x(1-x) y^{\prime}-y=0$.
16. $4 x^{2} y^{\prime \prime}+(1-4 x) y=0$.
17. $x y^{\prime \prime}+y^{\prime}-2 y=0$.
18. $x^{2} y^{\prime \prime}+x y^{\prime}-(1+x) y=0$.
19. $x^{2} y^{\prime \prime}-x(x+3) y^{\prime}+4 y=0$.
20. $x^{2} y^{\prime \prime}-x^{2} y^{\prime}-2 y=0$.
21. $x^{2} y^{\prime \prime}-x^{2} y^{\prime}-(3 x+2) y=0$.
22. $x^{2} y^{\prime \prime}+x(5-x) y^{\prime}+4 y=0$.
23. $4 x^{2} y^{\prime \prime}+4 x(1-x) y^{\prime}+(2 x-9) y=0$.
24. $x^{2} y^{\prime \prime}+2 x(2+x) y^{\prime}+2(1+x) y=0$.
25. $x^{2} y^{\prime \prime}-x(1-x) y^{\prime}+(1-x) y=0$.
26. $4 x^{2} y^{\prime \prime}+4 x(1+2 x) y^{\prime}+(4 x-1) y=0$.
27. $4 x^{2} y^{\prime \prime}-(3+4 x) y=0$.

For Problems 28-29, determine a Frobenius series solution to the given differential equation and use the reduction of order technique to find a second linearly independent solution on $(0, \infty)$.
28. $x y^{\prime \prime}-x y^{\prime}+y=0$.
29. $x^{2} y^{\prime \prime}+x(4+x) y^{\prime}+(2+x) y=0$.
30. Consider the Laguerre differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x(1-x) y^{\prime}+N x y=0 \tag{11.5.40}
\end{equation*}
$$

where $N$ is a constant. Show that in the case when $N$ is a positive integer, Equation (11.5.40) has a solution that is a polynomial of degree $N$, and find it. When properly normalized, these solutions are called the Laguerre polynomials.
31. Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x(1+2 N+x) y^{\prime}+N^{2} y=0 \tag{11.5.41}
\end{equation*}
$$

where $N$ is a positive integer.
(a) Show that there is only one Frobenius series solution and that it terminates after $N+1$ terms. Find this solution.
(b) Show that the change of variables $Y=x^{N} y$ transforms Equation (11.5.41) into the Laguerre differential equation (11.5.40).

### 11.6 Bessel's Equation of Order $p$

One of the most important differential equations in applied mathematics and mathematical physics is Bessel's equation of order $p$, defined by

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-p^{2}\right) y=0 \tag{11.6.1}
\end{equation*}
$$

where $p$ is a nonnegative constant. In general, it is not possible to obtain closed form solutions to this equation. However, since $x=0$ is a regular singular point, we can apply the Frobenius series technique to obtain series solutions. We will assume that $x>0$. The indicial equation for (11.6.1) is

$$
r(r-1)+r-p^{2}=0
$$

with roots

$$
r= \pm p
$$

Consequently, provided that $2 p$ is not an integer, there will exist two linearly independent Frobenius series solutions. In order to obtain these solutions, we let

$$
\begin{equation*}
y(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n} \tag{11.6.2}
\end{equation*}
$$

so that

$$
y^{\prime}(x)=\sum_{n=0}^{\infty}(r+n) a_{n} x^{r+n-1}, \quad y^{\prime \prime}(x)=\sum_{n=0}^{\infty}(r+n)(r+n-1) a_{n} x^{r+n-2} .
$$

Substituting into (11.6.1) and rearranging yields

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left[(r+n)^{2}-p^{2}\right] a_{n} x^{r+n}+\sum_{n=2}^{\infty} a_{n-2} x^{r+n}=0 . \tag{11.6.3}
\end{equation*}
$$

When $n=0$, we obtain the indicial equation whose roots are, as we have seen above,

$$
r= \pm p .
$$

When $n=1$, (11.6.3) implies that

$$
\begin{equation*}
\left[(r+1)^{2}-p^{2}\right] a_{1}=0 \tag{11.6.4}
\end{equation*}
$$

and for $n \geq 2$, we obtain the general recurrence relation

$$
\begin{equation*}
\left[(r+n)^{2}-p^{2}\right] a_{n}=-a_{n-2}, \quad n=2,3, \ldots \tag{11.6.5}
\end{equation*}
$$

Consider the root $r=p$. In this case, (11.6.4) reduces to

$$
(2 p+1) a_{1}=0
$$

so that, since $p \geq 0$,

$$
\begin{equation*}
a_{1}=0 . \tag{11.6.6}
\end{equation*}
$$

Setting $r=p$ in (11.6.5) yields

$$
\begin{equation*}
a_{n}=-\frac{1}{n(2 p+n)} a_{n-2}, \quad n=2,3, \ldots \tag{11.6.7}
\end{equation*}
$$

It follows from (11.6.6) and (11.6.7) that all of the odd coefficients are zero; that is,

$$
\begin{equation*}
a_{2 k+1}=0, \quad k=0,1,2, \ldots . \tag{11.6.8}
\end{equation*}
$$

Now consider the even coefficients. From (11.6.7), we obtain

$$
a_{2}=-\frac{1}{2(2 p+2)} a_{0}, \quad a_{4}=-\frac{1}{4(2 p+4)} a_{2}=\frac{1}{2 \cdot 4(2 p+4)(2 p+2)} a_{0},
$$

and so on. The general even coefficient is

$$
a_{2 k}=\frac{(-1)^{k}}{2 \cdot 4 \cdots(2 k)(2 p+2)(2 p+4) \cdots(2 p+2 k)} a_{0}, \quad k=1,2, \ldots,
$$

which can be written as

$$
a_{2 k}=\frac{(-1)^{k}}{2^{2 k} k!(p+1)(p+2) \cdots(p+k)} a_{0}, \quad k=1,2,3, \ldots
$$

Consequently, the corresponding Frobenius series solution to Bessel's equation is

$$
\begin{equation*}
y_{1}(x)=a_{0} x^{p}\left[1+\sum_{k=1}^{\infty} \frac{(-1)^{k}}{2^{2 k} k!(p+1)(p+2) \cdots(p+k)} x^{2 k}\right] \tag{11.6.9}
\end{equation*}
$$

This solution is valid for all $x>0$.

## Bessel Functions of the First Kind ${ }^{7}$

In order to study the solutions of Bessel's equation obtained above, it is convenient to first rewrite (11.6.9) in a different, but equivalent form. The analysis splits into two cases:

Case 1: $p=N$, a nonnegative integer: In this case, the solution (11.6.9) can be written as

$$
\begin{equation*}
y_{1}(x)=a_{0} x^{N}\left[1+\sum_{k=1}^{\infty} \frac{(-1)^{k}}{2^{2 k} k!(N+1)(N+2) \cdots(N+k)} x^{2 k}\right] \tag{11.6.10}
\end{equation*}
$$

where the constant $a_{0}$ can be chosen arbitrarily. It is convenient to make the choice

$$
a_{0}=\frac{1}{N!2^{N}}
$$

The corresponding solution of Bessel's equation is denoted $J_{N}(x)$ and is called the Bessel function of the first kind of integer order $N$. Substituting for $a_{0}$ into (11.6.10), we obtain

$$
\begin{equation*}
J_{N}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!(N+k)!}\left(\frac{x}{2}\right)^{2 k+N} \tag{11.6.11}
\end{equation*}
$$

The most important Bessel functions of integer order are $J_{0}(x)$ and $J_{1}(x)$ since, as we shall see shortly, all other integer-order Bessel functions of the first kind can be expressed in terms of these two. Writing out the first few terms in (11.6.11) when $N=0,1$ yields, respectively,

$$
\begin{aligned}
& J_{0}(x)=1-\frac{1}{4} x^{2}+\frac{1}{64} x^{4}-\cdots \\
& J_{1}(x)=\frac{1}{2} x\left(1-\frac{1}{8} x^{2}+\frac{1}{192} x^{4}-\cdots\right)
\end{aligned}
$$

An analysis of these functions shows that they both oscillate with decaying amplitude. Further, each has an infinite number of nonnegative zeros. A sketch of $J_{0}$ and $J_{1}$ on the interval $(0,10]$ is given in Figure 11.6.1.

Case 2: $p$ a noninteger: In order to obtain a formula analogous to (11.6.11) for the Frobenius series solution (11.6.9) when $p$ is not an integer, we need to introduce the gamma function. This function can be considered as the generalization of the factorial function to the case of noninteger real numbers.
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Figure 11.6.1: The Bessel functions of the first kind $J_{0}(x), J_{1}(x)$.

## DEFINITION 11.6.1

The gamma function, $\Gamma$, is defined by

$$
\Gamma(p)=\int_{0}^{\infty} t^{p-1} e^{-t} d t, \quad p>0
$$

It can be shown that the above improper integral converges for all $p>0$, so that the gamma function is well-defined for all such $p$. To show that the gamma function is a generalization of the factorial function, we first require the following result.

Lemma 11.6.2 For all $p>0$,

$$
\begin{equation*}
\Gamma(p+1)=p \Gamma(p) . \tag{11.6.12}
\end{equation*}
$$

Proof The proof consists of integrating the expression for $\Gamma(p+1)$ by parts:

$$
\begin{aligned}
\Gamma(p+1) & =\int_{0}^{\infty}{ }_{t}{ }^{p} e^{-t} d t=\left[-t^{p} e^{-t}\right]_{0}^{\infty}+p \int_{0}^{\infty}{ }_{t}{ }^{p-1} e^{-t} d t \\
& =p \Gamma(p) .
\end{aligned}
$$

We also require

$$
\begin{equation*}
\Gamma(1)=\int_{0}^{\infty} e^{-t} d t=1 \tag{11.6.13}
\end{equation*}
$$

Equations (11.6.12) and (11.6.13) imply that

$$
\Gamma(2)=1 \Gamma(1)=1, \quad \Gamma(3)=2 \Gamma(2)=2!, \quad \Gamma(4)=3 \Gamma(3)=3!,
$$

and in general, for all nonnegative integers $N$,

$$
\Gamma(N+1)=N!.
$$

This justifies the claim that the gamma function generalizes the factorial function. We now extend the definition of the gamma function to $p<0$. From (11.6.12),

$$
\begin{equation*}
\Gamma(p)=\frac{\Gamma(p+1)}{p} \tag{11.6.14}
\end{equation*}
$$

for $p>0$. We use this expression to define $\Gamma(p)$ for $p<0$ as follows. If $p$ is in the interval $(-1,0)$, then $p+1$ is in the interval $(0,1)$ and so $\Gamma(p)$ given in (11.6.14) is well-defined. We continue in this manner to successively define $\Gamma(p)$ in the intervals $(-2,-1),(-3,-2), \ldots$ From (11.6.13) and (11.6.14), it follows that

$$
\lim _{p \rightarrow 0^{+}} \Gamma(p)=+\infty, \quad \lim _{p \rightarrow 0^{-}} \Gamma(p)=-\infty
$$

so that the graph of the gamma function has the general form given in Figure 11.6.2.


Figure 11.6.2: The gamma function.

We note that the gamma function is continuous and in fact infinitely differentiable at all points of its domain, which consists of all real numbers with the exception of the collection of integers $\leq 0$. Finally, before returning to our discussion of Bessel's equation, we require the following formula:

$$
\begin{equation*}
\Gamma(p+1)[(p+1)(p+2) \cdots(p+k)]=\Gamma(p+k+1) \tag{11.6.15}
\end{equation*}
$$

The proof of this follows by repeated application of (11.6.14), in the form

$$
p \Gamma(p)=\Gamma(p+1)
$$

to the left-hand side of the above equality and is left as an exercise.
Now let us return to the solution (11.6.9) of Bessel's equation. Once more we make a specific choice for $a_{0}$. We set

$$
a_{0}=\frac{1}{2^{p} \Gamma(p+1)}
$$

Substituting this value for $a_{0}$ into (11.6.9) and using (11.6.15) yields the Bessel function of the first kind of order $p, J_{p}(x)$, defined by

$$
\begin{equation*}
J_{p}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(k+1) \Gamma(p+k+1)}\left(\frac{x}{2}\right)^{2 k+p} \tag{11.6.16}
\end{equation*}
$$

Notice that this does reduce to $J_{N}(x)$ when $N$ is a nonnegative integer.

## Bessel Functions of the Second Kind

Now consider determining the general solution of Bessel's equation. For all $p \geq 0$, we have shown above that one solution to Bessel's equation on $(0, \infty)$ is given in (11.6.16). We therefore require a second linearly independent solution. Since the roots of the indicial equation are $r= \pm p$, it follows from our general Frobenius theory that, provided $2 p$ is not equal to an integer, there will exist a second linearly independent Frobenius series solution corresponding to the root $r=-p$. It is not too difficult to see that this solution can be obtained by replacing $p$ by $-p$ in (11.6.16). Thus, we obtain

$$
\begin{equation*}
J_{-p}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(k+1) \Gamma(k-p+1)}\left(\frac{x}{2}\right)^{2 k-p} . \tag{11.6.17}
\end{equation*}
$$

Consequently, the general solution to Bessel's equation of order $p$ when $2 p$ is not equal to an integer is

$$
\begin{equation*}
y(x)=c_{1} J_{p}(x)+c_{2} J_{-p}(x) . \tag{11.6.18}
\end{equation*}
$$

When $2 p$ is equal to an integer, two subcases arise depending on whether $p$ is itself an integer or a half-integer (that is, $\frac{1}{2}, \frac{3}{2}, \ldots$ ). In the latter case, with $p$ of the form $(2 j+1) / 2(j$ a nonnegative integer), a straightforward analysis of the recurrence relation (11.6.5) with $r=-p$ shows that a second Frobenius series also exists in this case, and it is, in fact, given by (11.6.17). Thus, (11.6.18) represents the general solution of Bessel's equation, provided $p$ is not equal to an integer. In practice, rather than using $J_{-p}$ as the second linearly independent solution of Bessel's equation, it is usual to use the following linear combination of these two solutions:

$$
\begin{equation*}
Y_{p}(x)=\frac{J_{p}(x) \cos p \pi-J_{-p}(x)}{\sin p \pi} . \tag{11.6.19}
\end{equation*}
$$

The function defined in (11.6.19) is called the Bessel function of the second kind of order $p$. Using $Y_{p}$ we can therefore write the general solution of Bessel's equation, when $p$ is not equal to a positive integer, in the form

$$
\begin{equation*}
y(x)=c_{1} J_{p}(x)+c_{2} Y_{p}(x) . \tag{11.6.20}
\end{equation*}
$$

The determination of a second linearly independent solution to Bessel's equation when $p$ is a positive integer, $n$, is quite a bit more complicated. From our general Frobenius theory, we certainly know the form of the second linearly independent solution; namely,

$$
y_{2}(x)=A J_{n}(x) \ln x+x^{-n} \sum_{k=0}^{\infty} b_{k} x^{k},
$$

and the coefficients $A, b_{n}$ could be determined by direct substitution into (11.6.1). However, if we extend the definition of the Bessel function of the second kind to the case of positive integers by

$$
\begin{equation*}
Y_{n}(x)=\lim _{p \rightarrow n}\left[\frac{J_{p}(x) \cos p \pi-J_{-p}(x)}{\sin p \pi}\right], \tag{11.6.21}
\end{equation*}
$$

it can be shown that the above limit exists and that the resulting function is indeed a second linearly independent solution of Bessel's equation. We could derive the series representation of (11.6.21) by evaluating the limit explicitly. The calculations are lengthy
and tedious and so we omit them. The result of these calculations is

$$
\begin{aligned}
Y_{n}(x)=\frac{2}{\pi} J_{n}(x)\left[\ln \left(\frac{x}{2}\right)+\gamma\right] & -\frac{1}{\pi}\left[\sum_{k=0}^{n-1} \frac{(n-k-1)!}{k!}\left(\frac{x}{2}\right)^{2 k-n}+\frac{s_{n}}{n!}\left(\frac{x}{2}\right)^{n}\right. \\
& \left.+\sum_{k=1}^{\infty}(-1)^{k} \frac{s_{k}+s_{n+k}}{k!(n+k)!}\left(\frac{x}{2}\right)^{2 k+n}\right]
\end{aligned}
$$

where

$$
s_{k}=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{k}
$$

and

$$
\gamma=\lim _{k \rightarrow \infty}\left(s_{k}-\ln k\right) \approx 0.577215664 \ldots
$$

The value $\gamma$ is called Euler's constant.
Thus (11.6.20) represents the general solution to Bessel's equation of arbitrary order $p$.

## Properties of Bessel Functions of the First Kind

In practice, we are usually interested in solutions of Bessel's equation that are bounded at $x=0$. However, the Bessel functions of the second kind are always unbounded at $x=0$. (When $p$ is not an integer, this follows from the fact that $x^{-p}$ has a negative exponent, and when $p$ is an integer, it is due to the second term in the expansion of $Y_{n}$ given previously.) Thus we usually only require the Bessel functions of the first kind. In this section, we list various properties of the Bessel functions of the first kind that help in either tabulating values of the functions or in working with the functions themselves.

We first recall from (11.6.16) the definition of the Bessel functions of the first kind of order $p$, namely

$$
\begin{equation*}
J_{p}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(k+1) \Gamma(p+k+1)}\left(\frac{x}{2}\right)^{2 k+p} \tag{11.6.22}
\end{equation*}
$$

## Property 1:

$$
\begin{equation*}
\frac{d}{d x}\left[x^{p} J_{p}(x)\right]=x^{p} J_{p-1}(x) \tag{11.6.23}
\end{equation*}
$$

## Property 2:

$$
\begin{equation*}
\frac{d}{d x}\left[x^{-p} J_{p}(x)\right]=-x^{-p} J_{p+1}(x) \tag{11.6.24}
\end{equation*}
$$

Proof of Property 1: Multiplying (11.6.22) by $x^{p}$ and differentiating the result with respect to $x$ yields

$$
\begin{aligned}
\frac{d}{d x}\left[x^{p} J_{p}(x)\right] & =\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(k+1) \Gamma(p+k+1)}(2 k+2 p) 2^{p-1}\left(\frac{x}{2}\right)^{2 k+2 p-1} \\
& =x^{p} \sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(k+1) \Gamma(p+k+1)}(k+p) 2^{p-1}\left(\frac{x}{2}\right)^{2 k+p-1}
\end{aligned}
$$

But, from (11.6.14), $\Gamma(p+k+1)=(p+k) \Gamma(p+k)$, so that

$$
\begin{aligned}
\frac{d}{d x}\left[x^{p} J_{p}(x)\right] & =x^{p} \sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(k+1) \Gamma(p+k)}\left(\frac{x}{2}\right)^{2 k+p-1} \\
& =x^{p} J_{p-1}(x) .
\end{aligned}
$$

Property 2 is proved similarly.
We now derive two identities satisfied by the derivatives of $J_{p}$. Expanding the derivatives on the right-hand sides of (11.6.23) and (11.6.24) and dividing the resulting equations by $x^{p}$ and $x^{-p}$ respectively yields

$$
\begin{align*}
J_{p}^{\prime}(x)+x^{-1} p J_{p}(x) & =J_{p-1}(x)  \tag{11.6.25}\\
J_{p}^{\prime}(x)-x^{-1} p J_{p}(x) & =-J_{p+1}(x) \tag{11.6.26}
\end{align*}
$$

Subtracting (11.6.26) from (11.6.25) and rearranging terms we obtain:

## Property 3:

$$
\begin{equation*}
J_{p+1}(x)=2 x^{-1} p J_{p}(x)-J_{p-1}(x) . \tag{11.6.27}
\end{equation*}
$$

Similarly, adding (11.6.25) and (11.6.26) and rearranging yields:

## Property 4:

$$
\begin{equation*}
J_{p}^{\prime}(x)=\frac{1}{2}\left[J_{p-1}(x)-J_{p+1}(x)\right] . \tag{11.6.28}
\end{equation*}
$$

These formulas allow us to express high-order Bessel functions and their derivatives in terms of lower-order functions. For example, all integer-order Bessel functions can be expressed in terms of $J_{0}(x)$ and $J_{1}(x)$.

Example 11.6.3 Express $J_{2}(x)$ and $J_{3}(x)$ in terms of $J_{0}(x)$ and $J_{1}(x)$.
Solution: Applying (11.6.27) with $p=1$, we obtain

$$
J_{2}(x)=2 x^{-1} J_{1}(x)-J_{0}(x) .
$$

Similarly, when $p=2$,

$$
J_{3}(x)=4 x^{-1} J_{2}(x)-J_{1}(x)=x^{-2}\left(8-x^{2}\right) J_{1}(x)-4 x^{-1} J_{0}(x)
$$

## A Bessel Function Expansion Theorem

It can be shown that every Bessel function of the first kind has an infinite number of positive zeros. We now show how this can be used to obtain a Bessel function expansion of an arbitrary function.

Let $\lambda_{1}, \lambda_{2}, \ldots$ denote the positive zeros of the Bessel function $J_{p}(x)$, where $p \geq 0$ is fixed, and consider the corresponding functions

$$
u_{m}(x)=J_{p}\left(\lambda_{m} x\right), \quad u_{n}(x)=J_{p}\left(\lambda_{n} x\right)
$$

for $x$ in the interval $[0,1]$. We begin by deriving the orthogonality relation for the functions $u_{m}$ and $u_{n}$. Since $J_{p}(x)$ solves Bessel's equation

$$
y^{\prime \prime}+\frac{1}{x} y^{\prime}+\left(1-\frac{p^{2}}{x^{2}}\right) y=0
$$

it is not too difficult to show (see Problem 19) that $u_{m}$ and $u_{n}$ satisfy

$$
\begin{align*}
u_{m}^{\prime \prime}+\frac{1}{x} u_{m}^{\prime}+\left(\lambda_{m}^{2}-\frac{p^{2}}{x^{2}}\right) u_{m} & =0  \tag{11.6.29}\\
u_{n}^{\prime \prime}+\frac{1}{x} u_{n}^{\prime}+\left(\lambda_{n}^{2}-\frac{p^{2}}{x^{2}}\right) u_{n} & =0 \tag{11.6.30}
\end{align*}
$$

Multiplying (11.6.29) by $u_{n}$ and (11.6.30) by $u_{m}$, and subtracting, we get

$$
\left(u_{m}^{\prime \prime} u_{n}-u_{n}^{\prime \prime} u_{m}\right)+\frac{1}{x}\left(u_{m}^{\prime} u_{n}-u_{n}^{\prime} u_{m}\right)+\left(\lambda_{m}^{2}-\lambda_{n}^{2}\right) u_{m} u_{n}=0
$$

which can be written as

$$
\left(u_{m}^{\prime} u_{n}-u_{n}^{\prime} u_{m}\right)^{\prime}+\frac{1}{x}\left(u_{m}^{\prime} u_{n}-u_{n}^{\prime} u_{m}\right)+\left(\lambda_{m}^{2}-\lambda_{n}^{2}\right) u_{m} u_{n}=0 .
$$

Multiplying this equation by $x$ and combining the first two terms of the resulting equation, we obtain

$$
\frac{d}{d x}\left[x\left(u_{m}^{\prime} u_{n}-u_{n}^{\prime} u_{m}\right)\right]+x\left(\lambda_{m}^{2}-\lambda_{n}^{2}\right) u_{m} u_{n}=0
$$

Integrating from 0 to 1 and using the fact that $u_{m}(1)=u_{n}(1)=0$ (since $\lambda_{m}$ and $\lambda_{n}$ are zeros of $\left.J_{p}(x)\right)$ yields

$$
\left(\lambda_{m}^{2}-\lambda_{n}^{2}\right) \int_{0}^{1} x u_{m} u_{n} d x=0
$$

that is, since $\lambda_{m}$ and $\lambda_{n}$ are distinct and positive,

$$
\int_{0}^{1} x u_{m} u_{n} d x=0
$$

Substituting for $u_{m}$ and $u_{n}$, we finally obtain

$$
\begin{equation*}
\int_{0}^{1} x J_{p}\left(\lambda_{m} x\right) J_{p}\left(\lambda_{n} x\right) d x=0, \quad \text { whenever } m \neq n \tag{11.6.31}
\end{equation*}
$$

In this case, we say that the set of functions $\left\{J_{p}\left(\lambda_{n} x\right)\right\}_{n=1}^{\infty}$ is orthogonal on $(0,1)$ relative to the weight function $w(x)=x$. It can be further shown (see Problem 20) that when $m=n$,

$$
\begin{equation*}
\int_{0}^{1} x\left[J_{p}\left(\lambda_{n} x\right)\right]^{2} d x=\frac{1}{2}\left[J_{p+1}\left(\lambda_{n}\right)\right]^{2} \tag{11.6.32}
\end{equation*}
$$

We can now state a Bessel function expansion theorem.

Theorem 11.6.4 If $f$ and $f^{\prime}$ are continuous on the interval [ 0,1 ], then for $0<x<1$,

$$
\begin{equation*}
f(x)=a_{1} J_{p}\left(\lambda_{1} x\right)+a_{2} J_{p}\left(\lambda_{2} x\right)+\cdots+a_{n} J_{p}\left(\lambda_{n} x\right)+\cdots=\sum_{n=1}^{\infty} a_{n} J_{p}\left(\lambda_{n} x\right) \tag{11.6.33}
\end{equation*}
$$

where the coefficients can be determined from

$$
\begin{equation*}
a_{n}=\frac{2}{\left[J_{p+1}\left(\lambda_{n}\right)\right]^{2}} \int_{0}^{1} x f(x) J_{p}\left(\lambda_{n} x\right) d x \tag{11.6.34}
\end{equation*}
$$

Proof We show only that if a series of the form (11.6.33) exists, then the coefficients are given by (11.6.34). The proof of convergence is omitted. Multiplying (11.6.33) by $x J_{p}\left(\lambda_{m} x\right)$ and integrating the resulting equation with respect to $x$ from 0 to 1 , we obtain

$$
\int_{0}^{1} x f(x) J_{p}\left(\lambda_{m} x\right) d x=a_{m} \int_{0}^{1} x\left[J_{p}\left(\lambda_{m} x\right)\right]^{2} d x
$$

where we have used (11.6.31). Substituting from (11.6.32) for the integral on the righthand side of the preceding equation and rearranging terms yields

$$
a_{m}=\frac{2}{\left[J_{p+1}\left(\lambda_{m}\right)\right]^{2}} \int_{0}^{1} x f(x) J_{p}\left(\lambda_{m} x\right) d x
$$

which is what we wished to show.
Remark An expansion of the form (11.6.33) is called a Fourier-Bessel expansion of $f$.

Example 11.6.5 Determine the Fourier-Bessel expansion of $f(x)=1$ in terms of the functions $J_{0}\left(\lambda_{n} x\right)$. Solution: According to Theorem 11.6.4, for $0<x<1$ we can write

$$
1=\sum_{n=1}^{\infty} a_{n} J_{0}\left(\lambda_{n} x\right),
$$

where

$$
\begin{equation*}
a_{n}=\frac{2}{\left[J_{1}\left(\lambda_{n}\right)\right]^{2}} \int_{0}^{1} x J_{0}\left(\lambda_{n} x\right) d x . \tag{11.6.35}
\end{equation*}
$$

But,

$$
\int_{0}^{1} x J_{0}\left(\lambda_{n} x\right) d x=\frac{1}{\lambda_{n}^{2}} \int_{0}^{\lambda_{n}} u J_{0}(u) d u
$$

where $u=\lambda_{n} x$. Applying (the integrated form of) (11.6.23) with $p=1$ yields

$$
\int_{0}^{1} x J_{0}\left(\lambda_{n} x\right) d x=\frac{1}{\lambda_{n}^{2}}\left[u J_{1}(u)\right]_{0}^{\lambda_{n}}=\frac{1}{\lambda_{n}} J_{1}\left(\lambda_{n}\right) .
$$

Substitution into (11.6.35) gives

$$
a_{n}=\frac{2}{\lambda_{n} J_{1}\left(\lambda_{n}\right)},
$$

so that the appropriate Fourier-Bessel expansion is

$$
1=2 \sum_{n=1}^{\infty} \frac{1}{\lambda_{n} J_{1}\left(\lambda_{n}\right)} J_{0}\left(\lambda_{n} x\right), \quad 0<x<1
$$

## Key Terms

Bessel's equation of order $p$, Bessel functions of the first kind, Gamma function, Bessel functions of the second kind, Fourier-Bessel expansion of a function.

## Skills

- Be able to determine two linearly independent solutions to Bessel's equation.
- Be able to evaluate the gamma function for all $p$ at which the gamma function is defined.
- Be familiar with Properties 1-4 of the Bessel functions of the first kind.
- If $f$ is a continuous function with a continuous derivative on $[0,1]$, be able to compute a Fourier-Bessel expansion of $f$ on the interval $(0,1)$.


## True-False Review

For Questions (a)-(g), decide if the given statement is true or false, and give a brief justification for your answer. If true, you can quote a relevant definition or theorem from the text. If false, provide an example, illustration, or brief explanation of why the statement is false.
(a) Provided that $p$ is a positive noninteger, two linearly independent Frobenius series solutions can be obtained to Bessel's equation of order $p$.
(b) Equations (11.6.18) and (11.6.20) are both valid general solutions to Bessel's equation of order $p$ in the case when $2 p$ is not an integer.
(c) The gamma function is defined for all real numbers $p$.
(d) $\Gamma(p)<0$ if and only if the greatest integer less than or equal to $p$ is odd and negative.
(e) The Bessel function $J_{p}(x)$ can be written as a linear combination of the Bessel functions $J_{p-1}(x)$ and $J_{p-2}(x)$.
(f) The Bessel functions are differentiable with $J_{p}^{\prime}(x)=$ $p J_{p-1}(x)$.
(g) If $\lambda_{1}, \lambda_{2}, \ldots$, denote the positive zeros of the Bessel function $J_{p}(x)$, then the functions $J_{p}\left(\lambda_{n} x\right)$ and $J_{p}\left(\lambda_{m} x\right)$ are orthogonal on $(0,1)$ relative to the inner product $\langle f, g\rangle=\int_{0}^{1} f(x) g(x) d x$.

## Problems

1. Use the relations (11.6.4) and (11.6.5) to show that if $p$ is a half-integer, then Bessel's equation of order $p$ has two linearly independent Frobenius series solutions.
2. Determine two linearly independent solutions to

$$
x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-\frac{9}{4}\right) y=0
$$

on the interval $(0, \infty)$.
3. Verify that $y(x)=x J_{1}(x)$ is a solution to the differential equation

$$
x y^{\prime \prime}-y^{\prime}+x y=0, \quad x>0 .
$$

4. Let $\Gamma(p)$ denote the gamma function. Show that $\Gamma(p+1)[(p+1)(p+2) \cdots(p+k)]=\Gamma(p+k+1)$.
5. For $p>0$ and $a>0$ express the following integral in terms of the gamma function:

$$
\int_{0}^{\infty} t^{p-1} e^{-a t} d t
$$

6. (a) By making the change of variables $t=x^{2}$ in the integral that defines the gamma function, show that

$$
\Gamma(1 / 2)=2 \int_{0}^{\infty} e^{-x^{2}} d x
$$

(b) Use your result from (a) to show that

$$
[\Gamma(1 / 2)]^{2}=4 \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(x^{2}+y^{2}\right)} d x d y
$$

(c) By changing to polar coordinates, evaluate the double integral in (b) and hence show that

$$
\Gamma(1 / 2)=\sqrt{\pi} .
$$

7. (a) Given that $\Gamma(1 / 2)=\sqrt{\pi}$ by Problem 6 , determine $\Gamma(3 / 2)$ and $\Gamma(-1 / 2)$.
(b) Show that for positive integer $n$ :

$$
\Gamma\left(n+\frac{1}{2}\right)=\frac{(2 n)!}{2^{2 n} \cdot n!} \sqrt{\pi}
$$

(c) Show that for positive integer $n$ :

$$
\Gamma\left(\frac{1}{2}-n\right)=\frac{(-1)^{n} \cdot 2^{2 n} \cdot n!}{(2 n)!} \sqrt{\pi}
$$

8. Let $J_{p}(x)$ denote the Bessel function of the first kind of order $p$. Show that

$$
\frac{d}{d x}\left(x^{-p} J_{p}(x)\right)=-x^{-p} J_{p+1}(x)
$$

9. By manipulating the general expression for $J_{1 / 2}(x)$, show that it can be written in closed form as

$$
J_{1 / 2}(x)=\sqrt{\frac{2}{\pi x}} \sin x
$$

10. Given that
$J_{1 / 2}(x)=\sqrt{\frac{2}{\pi x}} \sin x, \quad J_{-1 / 2}(x)=\sqrt{\frac{2}{\pi x}} \cos x$,
express $J_{3 / 2}(x)$ and $J_{-3 / 2}(x)$ in closed form. Convince yourself that all half-integer order Bessel functions of the first kind can be expressed as a finite sum of terms involving products of $\sin x, \cos x$, and powers of $x$.
11. By integrating the recurrence relation for derivatives of the Bessel functions of the first kind, show that
(a) $\int x^{p} J_{p-1}(x) d x=x^{p} J_{p}(x)+C$.
(b) $\int x^{-p} J_{p+1}(x) d x=-x^{-p} J_{p}(x)+C$.
12. Show that
(a) $J_{0}^{\prime \prime}(x)=-J_{0}(x)-x^{-1} J_{0}^{\prime}(x)$.
(b) $J_{0}^{\prime \prime \prime}(x)=x^{-1} J_{0}(x)+x^{-2}\left(2-x^{2}\right) J_{0}^{\prime}(x)$.
13. Show that

$$
J_{4}(x)=8 x^{-3}\left(6-x^{2}\right) J_{1}(x)-x^{-2}\left(24-x^{2}\right) J_{0}(x)
$$

14. Show that

$$
J_{2}^{\prime}(x)=2 x^{-1} J_{0}(x)+x^{-2}\left(4-x^{2}\right) J_{0}^{\prime}(x)
$$

15. Show that
(a) $J_{2}(x)=J_{0}(x)+2 J_{0}^{\prime \prime}(x)$.
(b) $J_{3}(x)=3 J_{1}(x)+4 J_{1}^{\prime \prime}(x)$.
16. (a) Verify that $y(x)=x J_{0}(x)$ is a solution to the differential equation

$$
\begin{equation*}
y^{\prime \prime}+y=-J_{1}(x), \quad x>0 \tag{11.6.36}
\end{equation*}
$$

(b) Use the result from (a) to establish that

$$
\int_{0}^{x} \cos (x-t) J_{0}(t) d t=x J_{0}(x), \quad x>0
$$

[Hint: Use Equation (8.7.15) and (8.7.16) to construct a particular solution to $(11.6 .36)$
17. Determine the Fourier-Bessel expansion in the functions $J_{p}\left(\lambda_{n} x\right)$ for $f(x)=x^{p}$, on the interval $(0,1)$. [Here the $\lambda_{n}$ denote the positive zeros of $J_{p}(x)$. Hint: You will need to use one of the results from Problem 11.]
18. Determine the Fourier-Bessel expansion in the functions $J_{0}\left(\lambda_{k} x\right)$ of $f(x)=x^{2}$ on the interval $(0,1)$. [Here the $\lambda_{k}$ denote the positive zeros of $J_{0}(x)$.]
19. Let $J_{p}(x)$ denote the Bessel function of the first kind of order $p$, and let $\lambda$ be a positive real number. If $u(x)=$ $J_{p}(\lambda x)$, show that $u$ satisfies the differential equation

$$
\frac{d^{2} u}{d x^{2}}+\frac{1}{x} \frac{d u}{d x}+\left(\lambda^{2}-\frac{p^{2}}{x^{2}}\right) u=0
$$

20. Let $\lambda$ and $\mu$ be positive real numbers. Then $J_{p}(\lambda x)$ and $J_{p}(\mu x)$ satisfy

$$
\begin{align*}
& \frac{d}{d x}\left\{x \frac{d}{d x}\left[J_{p}(\lambda x)\right]\right\}+\left(\lambda^{2} x-\frac{p^{2}}{x}\right) J_{p}(\lambda x)=0  \tag{11.6.37}\\
& \frac{d}{d x}\left\{x \frac{d}{d x}\left[J_{p}(\mu x)\right]\right\}+\left(\mu^{2} x-\frac{p^{2}}{x}\right) J_{p}(\mu x)=0 \tag{11.6.38}
\end{align*}
$$

respectively.
(a) Show that for $\lambda \neq \mu$,

$$
\begin{array}{rl}
\int_{0}^{1} & x J_{p}(\lambda x) J_{p}(\mu x) d x  \tag{11.6.39}\\
\quad & =\frac{\mu J_{p}(\lambda) J_{p}^{\prime}(\mu)-\lambda J_{p}(\mu) J_{p}^{\prime}(\lambda)}{\lambda^{2}-\mu^{2}}
\end{array}
$$

[Hint: Multiply (11.6.37) by $J_{p}(\mu x)$, (11.6.38) by $J_{p}(\lambda x)$, subtract the resulting equations and integrate over $(0,1)$.] If $\lambda$ and $\mu$ are distinct zeros of $J_{p}(x)$, what does your result imply?
(b) In order to compute $\int_{0}^{1} x\left[J_{p}(\mu x)\right]^{2} d x$, we take the limit as $\lambda \rightarrow \mu$ in (11.6.39). Use L'Hopital's rule to compute this limit and thereby show that

$$
\begin{array}{rl}
\int_{0}^{1} & x\left[J_{p}(\mu x)\right]^{2} d x \\
\quad & =\frac{\mu\left[J_{p}^{\prime}(\mu)\right]^{2}-J_{p}(\mu) J_{p}^{\prime}(\mu)-\mu J_{p}(\mu) J_{p}^{\prime \prime}(\mu)}{2 \mu} \tag{11.6.40}
\end{array}
$$

Substituting from Bessel's equation for $J_{p}^{\prime \prime}(\mu)$, show that (11.6.40) can be written as

$$
\begin{aligned}
& \int_{0}^{1} x\left[J_{p}(\mu x)\right]^{2} d x \\
& \quad=\frac{1}{2}\left\{\left[J_{p}^{\prime}(\mu)\right]^{2}+\left(1-\frac{p^{2}}{\mu^{2}}\right)\left[J_{p}(\mu)\right]^{2}\right\} .
\end{aligned}
$$

(c) In the case when $\mu$ is a zero of $J_{p}(x)$, use (11.6.26) to show that your result in (b) can be written as

$$
\int_{0}^{1} x\left[J_{p}(\mu x)\right]^{2} d x=\frac{1}{2}\left[J_{p+1}(\mu)\right]^{2} .
$$

### 11.7 Chapter Review

In this chapter our focus has been on second-order homogeneous nonconstant coefficient differential equations of the form

$$
\begin{equation*}
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0, \tag{11.7.1}
\end{equation*}
$$

for $x \in I$. In general it is not possible to determine two linearly independent solutions to such a differential equation in closed form, and therefore, our approach has been to try to represent solutions in the form of some type of convergent infinite series.

## Series Solution about an Ordinary Point

The simplest situation occurs when both of the functions $p$ and $q$ in (11.7.1) are analytic at $x_{0} \in I$, which means that they can each be represented as power series centered at $x=x_{0}$ with a radius of convergence denoted by $R$. We say that $x_{0}$ is an ordinary point of the differential equation (11.7.1). In such a case it is possible to expand the solutions to (11.7.1) in terms of a convergent power series of the form

$$
\begin{equation*}
y(x)=\sum_{n=0}^{\infty} a_{n}\left(x-x_{0}\right)^{n} . \tag{11.7.2}
\end{equation*}
$$

Substitution of this expression for $y$ into (11.7.1) and matching coefficients on each side of the differential equation leads to a recurrence relation on the coefficients. Therefore, all coefficients $a_{n}$ can be expressed in terms of the initial coefficients $a_{0}, a_{1}, \ldots$. In fact, assuming that $a_{0}$ and $a_{1}$ are nonzero, we obtain the general solution in the form

$$
y(x)=a_{0} y_{1}(x)+a_{1} y_{2}(x) .
$$

where $y_{1}$ and $y_{2}$ are linearly independent solutions to (11.7.1). This solution is valid for (at least) all $x$ with $\left|x-x_{0}\right|<R$.

## Legendre's Equation

A particularly important example of a differential equation of the form (11.7.1) is the Legendre equation

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+\alpha(\alpha+1) y=0, \quad-1<x<1 . \tag{11.7.3}
\end{equation*}
$$

Since the functions

$$
p(x)=-\frac{2 x}{1-x^{2}}, \quad q(x)=\frac{\alpha(\alpha+1)}{1-x^{2}}
$$

both have power series expansions about $x=0$ with radius of convergence $R=1$, it follows that we can obtain two linearly independent power series solutions to the

Legendre equation which are also valid for (at least) $|x|<1$. The key results that we have established about the solutions to the Legendre equation are as follows:

1. If $\alpha=N$ a nonnegative integer then the Legendre equation has solutions (unique up to a multiplicative constant) that are polynomials of degree $N$. Imposing the conditon that $y(1)=1$ yields the degree $N$ Legendre polynomial denoted $P_{N}(x)$.
2. The set of all Legendre polynomials is an orthogonal set of functions on the interval $[-1,1]$; that is,

$$
\int_{-1}^{1} P_{M}(x) P_{N}(x) d x=0, \quad \text { whenever } M \neq N
$$

3. If $f$ and $f^{\prime}$ are continuous on the interval $(-1,1)$, then for $-1<x<1$,

$$
f(x)=\sum_{n=0}^{\infty} a_{n} P_{n}(x)
$$

where

$$
a_{n}=\frac{2 n+1}{2} \int_{-1}^{1} f(x) P_{n}(x) d x
$$

## Series Solution about a Regular Singular Point

We now rewrite (11.7.1) in the form

$$
\begin{equation*}
y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0 \tag{11.7.4}
\end{equation*}
$$

If $P(x)$ and/or $Q(x)$ fail to be analytic at $x_{0} \in I$ then $x_{0}$ is called a singular point of the differential equation (11.7.1). In this chapter we have considered the special type of singular point that arises when both of the functions

$$
p(x)=\left(x-x_{0}\right) P(x) \quad \text { and } \quad q(x)=\left(x-x_{0}\right)^{2} Q(x)
$$

are analytic at $x=x_{0}$. In such a case the point $x_{0}$ is called a regular singular point. Without loss of generality we can restrict our attention to the case when $x_{0}=0$, in which case (11.7.4) can be written as

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0 \tag{11.7.5}
\end{equation*}
$$

where $p$ and $q$ are assumed to be analytic at $x=0$. We let $R$ denote the smaller of the radii of convergence of the power series expansions of $p(x)$ and $q(x)$ about $x=0$. If $r_{1}$ and $r_{2}$ denote the roots of the indicial equation

$$
\begin{equation*}
r(r-1)+p(0) r+q(0)=0 \tag{11.7.6}
\end{equation*}
$$

with $r_{1} \geq r_{2}$ if these roots are real, then we have seen in this chapter that two linearly independent solutions to (11.7.5) on the interval $(0, R)$ can be determined as follows.

1. If $r_{1}-r_{2} \neq$ integer, then

$$
y_{1}(x)=x^{r_{1}} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0, \quad y_{2}(x)=x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}, \quad b_{0} \neq 0
$$

2. If $r_{1}=r_{2}=r$, then

$$
y_{1}(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0, \quad y_{2}(x)=y_{1}(x) \ln x+x^{r} \sum_{n=1}^{\infty} b_{n} x^{n}
$$

3. If $r_{1}-r_{2}=$ positive integer, then
$y_{1}(x)=x^{r} \sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{0} \neq 0, \quad y_{2}(x)=A y_{1}(x) \ln x+x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}, \quad b_{0} \neq 0$.
The coefficients in each of these solutions can be determined by direct substitution into (11.7.5).

## Bessel's Equation of Order $p$

An important differential equation that has a regular singular point at $x=0$ is Bessel's equation of order $p$ :

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-p^{2}\right) y=0, \quad x>0, \tag{11.7.7}
\end{equation*}
$$

where $p$ is a nonnegative constant. This differential equation has general solution

$$
y(x)=c_{1} J_{p}(x)+c_{2} Y_{p}(x),
$$

where $J_{p}$ and $Y_{p}$ denote the Bessel functions of the first and second kinds of order $p$ respectively. Our major interest is in the Bessel functions of the first kind. We let $\lambda_{1}, \lambda_{2}, \ldots$, denote the positive zeros of $J_{p}(x), p \geq 0$, and consider the corresponding functions $J_{p}\left(\lambda_{n} x\right)$. The key results about these functions are as follows:

1. The set of functions $\left\{J_{p}\left(\lambda_{n} x\right)\right\}_{n=1}^{\infty}$ is orthogonal on the interval $(0,1)$ relative to the weight function $w(x)=x$; that is,

$$
\int_{0}^{1} x J_{p}\left(\lambda_{m} x\right) J_{p}\left(\lambda_{n} x\right) d x=0, \quad \text { whenever } \quad m \neq n .
$$

2. If $f$ and $f^{\prime}$ are continuous on the interval $[0,1]$ then for $0<x<1$,

$$
f(x)=\sum_{n=1}^{\infty} a_{n} J_{p}\left(\lambda_{n} x\right),
$$

where

$$
a_{n}=\frac{2}{\left[J_{p+1}\left(\lambda_{n} x\right)\right]^{2}} \int_{0}^{1} x f(x) J_{p}\left(\lambda_{n} x\right) d x .
$$

## Additional Problems

For Problems $1-13$ determine whether $x=0$ is an ordinary point or a regular singular point of the given differential equation. Then obtain two linearly independent solutions to the differential equation and state the maximum interval on which your solutions are valid.

1. $y^{\prime \prime}+x y=0$.
2. $y^{\prime \prime}-x^{2} y=0$.
3. $\left(1-x^{2}\right) y^{\prime \prime}-6 x y^{\prime}-4 y=0$.
4. $x y^{\prime \prime}+y^{\prime}+2 y=0$.
5. $x y^{\prime \prime}+2 y^{\prime}+x y=0$.
6. $2 x y^{\prime \prime}+5(1-2 x) y^{\prime}-5 y=0$.
7. $x y^{\prime \prime}+y^{\prime}+x y=0$.
8. $\left(1+4 x^{2}\right) y^{\prime \prime}-8 y=0$.
9. $x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-\frac{1}{4}\right) y=0$.
10. $4 x y^{\prime \prime}+3 y^{\prime}+3 y=0$.
11. $x^{2} y^{\prime \prime}+\frac{3}{2} x y^{\prime}-\frac{1}{2}(1+x) y=0$.
12. $x^{2} y^{\prime \prime}-x(2-x) y^{\prime}+\left(2+x^{2}\right) y=0$.
13. $x^{2} y^{\prime \prime}-3 x y^{\prime}+4(x+1) y=0$.
14. Consider the hypergeometric equation

$$
\begin{equation*}
x(1-x) y^{\prime \prime}+[c-(a+b+1) x] y^{\prime}-a b y=0, \tag{11.7.8}
\end{equation*}
$$

where $a, b, c$ are constants.
(a) Verify that $x=0$ is a regular singular point of (11.7.8).
(b) Verify that the roots of the indicial equation are $r_{1}=0, r_{2}=1-c$.
(c) Show that the coefficients in a series solution to Equation (11.7.8) centered at $x=0$ must satisfy the recurrence relation:

$$
\begin{aligned}
& a_{n+1}=\frac{(n+r+a)(n+r+b)}{(n+r+1)(n+r+c)} a_{n}, \\
& n=0,1, \ldots .
\end{aligned}
$$

(d) Assuming that $c$ is not an integer, derive the following solutions to (11.7.8):
$y_{1}(x)=F(a, b, c ; x)=1+\frac{a b}{c} x+\frac{a(a+1) b(b+1)}{c(c+1)} \frac{x^{2}}{2!}$
$+\frac{a(a+1) \cdots(a+n-1) b(b+1) \cdots(b+n-1)}{(c+1) \cdots(c+n-1)} \frac{x^{n}}{n!}$
$+\cdots, y_{2}(x)=x^{1-c} F(a+1-c, b+1-c, 2-c ; x)$.
15. Consider the differential equation

$$
\begin{equation*}
\left(x^{2}-1\right) y^{\prime \prime}+[1-(a+b)] x y^{\prime}+a b y=0, \tag{11.7.9}
\end{equation*}
$$

where $a$ and $b$ are constants.
(a) Show that the coefficients in a series solution to Equation (11.7.9) centered at $x=0$ must satisfy the recurrence relation

$$
a_{n+2}=\frac{(n-a)(n-b)}{(n+2)(n+1)} a_{n}, \quad n=0,1, \ldots,
$$

and determine two linearly independent series solutions.
(b) Show that if either $a$ or $b$ is a nonnegative integer, then one of the solutions obtained in (a) is a polynomial.
(c) Show that if $a$ is an odd positive integer and $b$ is an even positive integer, then both of the solutions defined in (a) are polynomials.
(d) If $a=5$ and $b=4$, determine two linearly independent polynomial solutions to Equation (11.7.9). Notice that in this case the radius of convergence of the solutions obtained is $R=\infty$, whereas Theorem 11.2.1 only guarantees a radius of convergence $R \geq 1$.
16. Consider the Chebyshev equation

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}-x y^{\prime}+a^{2} y=0 \tag{11.7.10}
\end{equation*}
$$

where $a$ is a constant.
(a) Show that if $a=N$, a nonnegative integer, then Equation (11.7.10) has a polynomial solution of degree $N$. When suitably normalized, these polynomials are called the Chebyshev polynomials and are denoted by $T_{N}(x)$.
(b) Use Equation (11.7.10) to show that $T_{N}(x)$ satisfies

$$
\left[\sqrt{1-x^{2}} T_{N}^{\prime}\right]^{\prime}+\frac{N}{\sqrt{1-x^{2}}} T_{N}=0
$$

(c) Use the result from (b) to prove that

$$
\int_{-1}^{1} \frac{T_{N}(x) T_{M}(x)}{\sqrt{1-x^{2}}} d x=0, \quad M \neq N .
$$

17. Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x(1+2 N-x) y^{\prime}+N^{2} y=0, \quad x>0 \tag{11.7.11}
\end{equation*}
$$

(a) Find the indicial equation, and show that it has only one root $r=-N$.
(b): If $N$ is a nonnegative integer, show that the Frobenius series solution to Equation (11.7.11) terminates after $N$ terms.
(c) Determine the Frobenius series solutions when $N=0,1,2,3$.
(d) Show that if $N$ is a positive integer, then the Frobenius series solution to Equation (11.7.11) can be written as

$$
\begin{aligned}
y(x) & = \\
& x^{-N}\left[1+\sum_{k=1}^{N}(-1)^{k} \frac{N(N-1) \cdots(N+1-k)}{1^{2} \cdot 2^{2} \cdots k^{2}} x^{k}\right] \\
& =x^{-N}\left[1+\sum_{k=1}^{N}(-1)^{k} \prod_{i=1}^{k} \frac{(N+1-i)}{i^{2}} x^{k}\right] .
\end{aligned}
$$

18. Consider the general "perturbed" Cauchy-Euler equation
$x^{2} y^{\prime \prime}+x[1-(a+b)+c x] y^{\prime}+(a b+d x) y=0, x>0$,
where $a, b, c, d$ are constants. Assuming that $a$ and $b$ are distinct and do not differ by an integer, determine two linearly independent Frobenius series solutions to Equation (11.7.12). [Hint: Use symmetry to get the second solution.]
19. Consider the differential equation

$$
\begin{align*}
& x^{2} y^{\prime \prime}+x(1+b x) y^{\prime}+\left[b(1-N) x-N^{2}\right] y=0, \\
& x>0, \tag{11.7.13}
\end{align*}
$$

where $N$ is a positive integer and $b$ is a constant.
(a) Show that the roots of the indicial equation are $r= \pm N$.
(b) Show that the Frobenius series solution corresponding to $r=N$ is

$$
y_{1}(x)=a_{0} x^{N} \sum_{n=0}^{\infty} \frac{(2 N)!(-b)^{n}}{(2 N+n)!} x^{n}
$$

and that by an appropriate choice of $a_{0}$, one solution to (11.7.13) is

$$
y_{1}(x)=x^{-N}\left[e^{-b x}-\sum_{n=0}^{2 N-1} \frac{(-b x)^{n}}{n!}\right] .
$$

(c) Show that Equation (11.7.13) has a second linearly independent Frobenius series solution that can be taken as

$$
y_{2}(x)=x^{-N} \sum_{n=0}^{2 N-1} \frac{(-b x)^{n}}{n!} .
$$

Hence, conclude that Equation (11.7.13) has linearly independent solutions

$$
y_{1}(x)=x^{-N} e^{-b x}, \quad y_{2}(x)=x^{-N} \sum_{n=0}^{2 N-1} \frac{(-b x)^{n}}{n!} .
$$

20. Show that the change of variables $y=x^{1 / 2} u$ transforms the differential equation

$$
y^{\prime \prime}+\left(1-\frac{3}{4 x^{2}}\right) y=0
$$

into the Bessel equation

$$
x^{2} u^{\prime \prime}+x u^{\prime}+\left(x^{2}-1\right) u=0
$$

and thereby write the general solution to the given differential equation.

## Project: The Aging Spring

Recall from Equation (8.5.7) that the differential equation governing the free oscillations of a spring mass system without friction is

$$
\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} y=0
$$

where

$$
\omega_{0}=\sqrt{\frac{k}{m}},
$$

$k$ (spring constant) and $m$ (mass) are positive constants, and $y(t)$ represents the displacement of the mass from equilibrium at time $t$. As a spring ages it will lose its "springiness" and the restoring force will be a decreasing function of time. In order to model this behavior we assume that the spring's restoring force is proportional to a decaying exponential function of time multiplied by the displacement of the spring from its equilibrium. This leads to the differential equation

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+\omega_{0}^{2} e^{-a t} y=0 \tag{11.7.14}
\end{equation*}
$$

where $a$ is a positive constant. One approach to solving this differential equation is to replace the exponential term by its Maclaurin series representation and then look for two
linearly independent power series solutions. However, the exponential time dependence in the coefficient of $y$ implies that if we change the independent variable to

$$
\begin{equation*}
\tau=\alpha e^{-\beta t} \tag{11.7.15}
\end{equation*}
$$

where $\alpha$ and $\beta$ are positive constants, then the resulting differential equation will contain powers of $\tau$, rather than exponential functions. This may enable an appropriate choice of $\alpha$ and $\beta$ to be made that will result in a differential equation that can more easily be solved.

1. Using the chain rule, show that the change of variables (11.7.15) transforms the differential equation (11.7.14) into

$$
\begin{equation*}
\tau^{2} \frac{d^{2} y}{d \tau^{2}}+\tau \frac{d y}{d \tau}+\left(\frac{\omega_{0}}{\beta}\right)^{2}\left(\frac{\tau}{\alpha}\right)^{a / \beta} y=0 \tag{11.7.16}
\end{equation*}
$$

2. Determine the values of $\alpha$ and $\beta$ that reduce (11.7.16) to the Bessel equation of order zero.

With the choice of $\alpha$ and $\beta$ determined in Part 2, the general solution to (11.7.16) is given in (11.6.20) by

$$
y(\tau)=c_{2} J_{0}(\tau)+c_{2} Y_{0}(\tau)
$$

or, equivalently,

$$
y(t)=c_{1} J_{0}\left(A e^{-a t / 2}\right)+c_{2} Y_{0}\left(A e^{-a t / 2}\right), \quad A=\frac{2 \omega_{0}}{a}
$$

3. If $c_{2} \neq 0$, describe the behavior of the spring-mass system as $t \rightarrow \infty$.
4. Assume $c_{2}=0$, and let $\lambda_{1}<\lambda_{2}<\ldots$ denote the positive zeros of $J_{0}$.
(a) Show that the system will pass through the equilibrium at times $t=t_{n}$ where

$$
t_{n}=\frac{2}{a} \ln \left(\frac{A}{\lambda_{n}}\right), \quad n=1,2, \ldots, p
$$

and $\lambda_{p}$ is the largest zero of $J_{0}$ such that

$$
\lambda_{p}<A
$$

(b) Show that

$$
\lim _{t \rightarrow \infty} y(t)=c_{1}
$$

(c) In the particular case when $A=14, a=\frac{1}{5}, c_{1}=2$, make a sketch of $y$ as a function of $t$. Use the following approximations to the first five positive zeros of $J_{0}$ :

$$
\lambda_{1}=2.405, \quad \lambda_{2}=5.520, \quad \lambda_{3}=8.654, \quad \lambda_{4}=11.792, \quad \lambda_{5}=14.931 .
$$

## Review of Complex Numbers

Any number $z$ of the form $z=a+i b$, where $a$ and $b$ are real numbers and $i=\sqrt{-1}$, is called a complex number. If $z=a+i b$, then we refer to $a$ as the real part of $z$, denoted $\operatorname{Re}(z)$, and we refer to $b$ as the imaginary part of $z$, denoted $\operatorname{Im}(z)$. Thus

$$
\text { If } z=a+i b, \quad \text { then } \operatorname{Re}(z)=a \text { and } \operatorname{Im}(z)=b
$$

Example A. 1 If $z=2-3 i$, then $\operatorname{Re}(z)=2$ and $\operatorname{Im}(z)=-3$.
Complex numbers can be added, subtracted, and multiplied in the usual manner, and the result is once more a complex number. Further, these operations satisfy all of the basic properties satisfied by the real numbers. All that we need to remember is that whenever we encounter the term $i^{2}$, it must be replaced by -1 .

Example A. 2 If $z_{1}=3+4 i$ and $z_{2}=-1+2 i$, find $z_{1}-3 z_{2}$ and $z_{1} z_{2}$.
Solution: We have

$$
z_{1}-3 z_{2}=(3+4 i)-3(-1+2 i)=6-2 i=2(3-i)
$$

and

$$
z_{1} z_{2}=(3+4 i)(-1+2 i)=-3+6 i-4 i+8 i^{2}=-11+2 i .
$$

Example A. 3 If $z_{1}=4+3 i$ and $z_{2}=4-3 i$, determine $z_{1} z_{2}$.
Solution: In this case, $z_{1} z_{2}=(4+3 i)(4-3 i)=16-12 i+12 i-9 i^{2}=16+9=25$.

Notice that in the previous example the product $z_{1} z_{2}$ turned out to be a real number. This was not an accident. If we look at the definition of $z_{2}$, we see that it can be obtained from $z_{1}$ by replacing the imaginary part of $z_{1}$ by its negative. Complex numbers that are related in this manner are called conjugates of one another.

## DEFINITION A. 4

If $z=a+i b$, then the complex number $\bar{z}$ defined by

$$
\bar{z}=a-i b
$$

is called the conjugate of $z$.

Example A. 5 If $z=2+5 i$ and $\bar{z}=2-5 i$, whereas if $z=3-4 i$, then $\bar{z}=3+4 i$.

## Properties of the Conjugate

1. $\overline{\bar{z}}=z$.
2. $z \bar{z}=\bar{z} z=a^{2}+b^{2}$.

## Proof

1. If $z=a+i b$, then $\bar{z}=a-i b$, so that $\overline{\bar{z}}=a+i b=z$.
2. We have $z \bar{z}=(a+i b)(a-i b)=a^{2}-i a b+i a b-(i b)^{2}=a^{2}+b^{2}$.

If $z=a+i b$, then the real number $\sqrt{a^{2}+b^{2}}$ is often called the modulus of $z$ or the absolute value of $z$ and is denoted $|z|$. It follows from Property 2 that

$$
|z|^{2}=z \bar{z}
$$

Example A. 6 Determine $|z|$ if $z=2-3 i$.
Solution: By definition,

$$
|z|=\sqrt{2^{2}+(-3)^{2}}=\sqrt{13} .
$$

We now recall from elementary algebra that an expression of the form $\frac{1}{a+\sqrt{b}}$ can always be written with the radical in the numerator. To accomplish this, we multiply by

$$
\frac{a-\sqrt{b}}{a-\sqrt{b}}
$$

and the result is

$$
\frac{a-\sqrt{b}}{a^{2}-b} .
$$

The reason that this works is because

$$
(a+\sqrt{b})(a-\sqrt{b})=a^{2}-b .
$$

This is similar to $(a+i b)(a-i b)=a^{2}+b^{2}$. Now consider an expression of the form

$$
\frac{1}{a+i b}
$$

As this is written, we cannot say that it is a complex number, since it is not of the form $a+i b$. However, if we multiply by

$$
\frac{a-i b}{a-i b}
$$

and use Property 2 of the conjugate, we obtain

$$
\frac{1}{a+i b}=\frac{1}{(a+i b)} \frac{(a-i b)}{(a-i b)}=\frac{a-i b}{a^{2}+b^{2}}
$$

which is a complex number.

Example A. 7 Express $z=\frac{1}{2+5 i}$ in the form $a+i b$.
Solution: We have

$$
z=\frac{1}{2+5 i}=\frac{1}{(2+5 i)} \frac{(2-5 i)}{(2-5 i)}=\frac{2}{29}-\frac{5}{29} i
$$

More generally, if $z_{1}=a+i b$ and $z_{2}=x+i y$, then

$$
\frac{z_{1}}{z_{2}}=\frac{a+i b}{x+i y}=\frac{(a+i b)}{(x+i y)} \frac{(x-i y)}{(x-i y)}=\frac{1}{x^{2}+y^{2}}[(a x+b y)+i(a y+b x)] .
$$

This illustrates that we can divide two complex numbers, and the result is once more a complex number.

Example A. 8 If $z_{1}=2+3 i$ and $z_{2}=3+4 i$, determine $\frac{z_{1}}{z_{2}}$.
Solution: In this case, we have

$$
\frac{z_{1}}{z_{2}}=\frac{2+3 i}{3+4 i}=\frac{(2+3 i)}{(3+4 i)} \frac{(3-4 i)}{(3-4 i)}=\frac{1}{25}(18+i)
$$

## Complex-Valued Functions

A function $w(x)$ of the form

$$
w(x)=u(x)+i v(x)
$$

where $u$ and $v$ ar real-valued functions of a real variable $x$ (and $i^{2}=-1$ ), is called a complex-valued function of a real variable. An example of such a function is

$$
w(x)=3 \cos 2 x+4 i \sin 3 x .
$$

The Complex Exponential Function: Recall that for all real $x$, the function $e^{x}$ has the Maclaurin expansion

$$
e^{x}=\sum_{n=0}^{\infty} \frac{1}{n!} x^{n}
$$

It is also possible to discuss convergence of infinite series of complex numbers. We define $e^{i b}$, where $b$ is a real number, by

$$
e^{i b}=\sum_{n=0}^{\infty} \frac{1}{n!}(i b)^{n}=1+i b+\frac{1}{2!}(i b)^{2}+\frac{1}{3!}(i b)^{3}+\cdots+\frac{1}{n!}(i b)^{n}+\cdots .
$$

Factoring the even and odd powers of $b$ and using the formulas

$$
i^{2 k}=(-1)^{k} \quad \text { and } \quad i^{2 k+1}=(-1)^{k} i
$$

yields

$$
\begin{aligned}
e^{i b}= & {\left[1-\frac{1}{2!} b^{2}+\frac{1}{4!} b^{4}+\cdots+\frac{(-1)^{k}}{(2 k)!} b^{2 k}+\cdots\right] } \\
& +i\left[b-\frac{1}{3!} b^{3}+\frac{1}{5!} b^{5}-\cdots+\frac{(-1)^{k}}{(2 k+1)!} b^{2 k+1}+\cdots\right]
\end{aligned}
$$

That is,

$$
e^{i b}=\sum_{n=0}^{\infty}(-1)^{n} \frac{b^{2 n}}{(2 n)!}+i \sum_{n=0}^{\infty}(-1)^{n} \frac{b^{2 n+1}}{(2 n+1)!}
$$

The two series appearing the foregoing equation are, respectively, the Maclaurin series expansions of $\cos b$ and $\sin b$, both of which converge for all real $b$. Thus, we have shown that

$$
\begin{equation*}
e^{i b}=\cos b+i \sin b \tag{A.1}
\end{equation*}
$$

which is called Euler's formula. It is now natural to define $e^{a+i b}$ by

$$
\begin{equation*}
e^{a+i b}=e^{a} \cdot e^{i b}=e^{a}(\cos b+i \sin b) \tag{A.2}
\end{equation*}
$$

where $a$ and $b$ are any real numbers.
A function of the form $f(x)=e^{r x}$, where $r=a+i b$ and $x$ is a real variable, is called a complex exponential function. Replacing $i b$ with $i b x$ in (A.1) and $a+i b$ with $(a+i b) x$ in (A.2) yields the following important formulas:

$$
e^{i b x}=\cos b x+i \sin b x, \quad e^{(a+i b) x}=e^{a x}(\cos b x+i \sin b x)
$$

By replacing $i$ with $-i$ in the foregoing formulas, we obtain

$$
e^{-i b x}=\cos b x-i \sin b x, \quad e^{(a-i b) x}=e^{a x}(\cos b x-i \sin b x)
$$

Example A. 9 Express $e^{(3-5 i) x}$ in terms of trigonometric functions.
Solution: We have

$$
e^{(3-5 i) x}=e^{3 x}(\cos 5 x-i \sin 5 x)
$$

The preceding definition of $e^{(a+i b) x}$ also enables us to attach a meaning to $x^{(a+i b)}$. We recall that for a nonrational number $r$ and $x>0, x^{r}$ is defined by $x^{r}=e^{r \ln x}$. We now extend this definition to the case when $r$ is complex and therefore define

$$
x^{a+i b}=e^{(a+i b) \ln x}
$$

Using Euler's formula, this can be written as

$$
x^{a+i b}=x^{a} e^{i b \ln x}=x^{a}[\cos (b \ln x)+i \sin (b \ln x)]
$$

For example,

$$
x^{2+3 i}=x^{2}[\cos (3 \ln x)+i \sin (3 \ln x)]
$$

## Differentiation of Complex-Valued Functions

We now return to the general complex-valued function $w(x)=u(x)+i v(x)$. If $u^{\prime}(x)$ and $v^{\prime}(x)$ exist, then we define the derivative of $w$ by

$$
w^{\prime}(x)=u^{\prime}(x)+i v^{\prime}(x)
$$

Higher-order derivatives are defined similarly. In particular, we have the following important result:

$$
\frac{d}{d x}\left(e^{r x}\right)=r e^{r x} \quad \text { when } r \text { is complex. }
$$

This coincides with the usual formula for the derivative of $e^{r x}$ when $r$ is a real number. To establish the above formula, we proceed as follows. If $r=a+i b$, then

$$
e^{r x}=e^{(a+i b) x}=e^{a x}(\cos b x+i \sin b x)
$$

Differentiating with respect to $x$ using the product rule yields

$$
\begin{aligned}
\frac{d}{d x}\left(e^{r x}\right) & =a e^{a x}(\cos b x+i \sin b x)+b e^{a x}(-\sin b x+i \cos b x) \\
& =a e^{a x}(\cos b x+i \sin b x)+i b e^{a x}(\cos b x+i \sin b x) \\
& =(a+i b) e^{a x}(\cos b x+i \sin b x)=r e^{r x}
\end{aligned}
$$

as required.
Similarly, it can be shown that

$$
\frac{d}{d x}\left(x^{r}\right)=r x^{r-1} \quad \text { when } r \text { is complex. }
$$

## Exercises for $A$

## Problems

For Problems $1-5$, determine $\bar{z}$ and $|z|$ for the given complex number.

1. $z=2+5 i$
2. $z=3-4 i$
3. $z=5-2 i$
4. $z=7+i$
5. $z=1+2 i$

For Problems 6-10, express $z_{1} z_{2}$ and $z_{1} / z_{2}$ in the form $a+i b$.
6. $z_{1}=1+i, \quad z_{2}=3+2 i$.
7. $z_{1}=-1+3 i, \quad z_{2}=2-i$.
8. $z_{1}=2+3 i, \quad z_{2}=1-i$.
9. $z_{1}=4-i, \quad z_{2}=1+3 i$.
10. $z_{1}=1-2 i, \quad z_{2}=3+4 i$.
11. Show that if $z_{1}$ and $z_{2}$ are complex numbers, then

$$
\overline{z_{1}+z_{2}}=\overline{z_{1}}+\overline{z_{2}} .
$$

12. Generalize the previous example to the case when $z_{1}, z_{2}, \ldots, z_{n}$ are complex numbers.
13. Show that if $z_{1}$ and $z_{2}$ are complex numbers then

$$
\overline{z_{1} z_{2}}=\overline{z_{1} z_{2}} .
$$

14. Show that if $z_{1}$ and $z_{2}$ are complex numbers then

$$
\overline{\left(z_{1} / z_{2}\right)}=\overline{z_{1}} / \overline{z_{2}} .
$$

For Problems 15-22, express the given complex-valued function in the form $u(x)+i v(x)$ for appropriate real-valued functions $u$ and $v$.
15. $e^{2 i x}$.
16. $e^{(3+4 i) x}$.
17. $e^{-5 i x}$.
18. $e^{-(2+i) x}$.
19. $x^{2-i}$.
20. $x^{3 i}$.
21. $x^{-1+2 i}$.
22. $x^{2 i} e^{(3+4 i) x}$.
23. Derive the famous mathematical formula

$$
e^{i \pi}+1=0
$$

24. Show that

$$
\cos b x=\frac{1}{2}\left(e^{i b x}+e^{-i b x}\right)
$$

and

$$
\sin b x=\frac{1}{2 i}\left(e^{i b x}-e^{-i b x}\right)
$$

(A comparison of these formulas with the corresponding formulas

$$
\cosh b x=\frac{1}{2}\left(e^{b x}+e^{-b x}\right)
$$

and

$$
\sinh b x=\frac{1}{2}\left(e^{b x}-e^{-b x}\right)
$$

indicates why the trigonometric and hyperbolic functions satisfy similar identities.)

For Problems 25-27, use the result of Problem 24 to express the given functions in terms of complex exponential functions.
25. $\sin 4 x$.
26. $\cos 8 x$.
27. $\tan x$.
28. Use the result of Problem 24 to verify the identity $\sin ^{2} x+\cos ^{2} x=1$.

## Review of Partial Fractions

In this appendix, we review the partial fraction decomposition of rational functions. Recall that a function of the form

$$
\begin{equation*}
p(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0} \tag{B.1}
\end{equation*}
$$

with $a_{n} \neq 0$ is called a polynomial of degree $n$. According to the fundamental theorem of algebra, the equation $p(x)=0$ has precisely $n$ roots (not all necessarily distinct). If we let $x_{1}, x_{2}, \ldots, x_{n}$ denote these roots, then $p(x)$ can be factored as

$$
\begin{equation*}
p(x)=K\left(x-x_{1}\right)\left(x-x_{2}\right) \cdots\left(x-x_{n}\right), \tag{B.2}
\end{equation*}
$$

where $K$ is a constant. Some of the roots may be complex. We will assume that the coefficients in (B.1) are real numbers, in which case any complex roots must occur in conjugate pairs.

A quadratic factor of the form $a x^{2}+b x+c($ where $a \neq 0)$ that has no real linear factors is said to be irreducible.

Theorem B. 1 Any real polynomial ${ }^{1}$ can be factored into linear and irreducible quadratic terms with real coefficients.

Proof Let $p(x)$ be a real polynomial and suppose that $x=\alpha$ is a complex root of $p(x)=0$. Then $x=\bar{\alpha}$ is also a root. Thus, (B.2) will contain the terms $(x-\alpha)(x-\bar{\alpha})$. These linear terms have complex coefficients. However, if we expand the product the result is

$$
(x-\alpha)(x-\bar{\alpha})=x^{2}-(\alpha+\bar{\alpha}) x+\alpha \bar{\alpha} .
$$

But,

$$
\alpha+\bar{\alpha}=2 \operatorname{Re}(\alpha) \text { and } \alpha \bar{\alpha}=|\alpha|^{2}
$$

are both real, so that the irreducible quadratic term does indeed have real coefficients.

[^69]If $p(x)$ and $q(x)$ are two polynomials (not necessarily of the same degree) then a function of the form

$$
R(x)=\frac{p(x)}{q(x)}
$$

is called a rational function. Suppose that $q(x)$ has been factored into linear and irreducible quadratic terms. Then $q(x)$ will consist of a product of terms of the form

$$
\begin{equation*}
(a x-b)^{k} \quad \text { or } \quad\left(a x^{2}+b x+c\right)^{k} \tag{B.3}
\end{equation*}
$$

where $a, b, c$, and $k$ are constants. For example,

$$
\frac{x^{2}-1}{(x+2)\left(x^{2}+3\right)}
$$

is a factorized rational function. The idea behind a partial fraction decomposition is to express a rational function as a sum of terms whose denominators are of the form (B.3). The following rules tell us the form that such a decomposition must take.

1. Each factor of the form $(a x-b)^{k}$ in $q(x)$ contributes the following terms to the partial fraction decomposition of $p(x) / q(x)$ :

$$
\frac{A_{1}}{(a x-b)}+\frac{A_{2}}{(a x-b)^{2}}+\cdots+\frac{A_{k}}{(a x-b)^{k}},
$$

where $A_{1}, A_{2}, \ldots, A_{k}$ are constants.
2. Each irreducible quadratic factor of the form $\left(a x^{2}+b x+c\right)^{k}$ contributes the following terms to the partial fraction decomposition of $p(x) / q(x)$ :

$$
\frac{A_{1} x+B_{1}}{a x^{2}+b x+c}+\frac{A_{2} x+B_{2}}{\left(a x^{2}+b x+c\right)^{2}}+\cdots+\frac{A_{k} x+B_{k}}{\left(a x^{2}+b x+c\right)^{k}}
$$

Thus, for example,

$$
\frac{x^{2}+1}{x(x-1)\left(x^{2}+4\right)}=\frac{A}{x}+\frac{B}{x-1}+\frac{C x+D}{x^{2}+4}
$$

for appropriate values of the constants $A, B, C, D$. Similarly,

$$
\frac{x-2}{(x+2)^{2}\left(x^{2}+2 x+2\right)}=\frac{A}{x+2}+\frac{B}{(x+2)^{2}}+\frac{C x+D}{\left(x^{2}+2 x+2\right)}
$$

for appropriate values of the constants $A, B, C, D$.
The preceding rules only give the form of a partial fraction decomposition. The next question that needs answering is the following: How do we determine the constants that arise in the partial fraction decomposition? A standard way to proceed is as follows:

1. Determine the general form of the partial fraction decomposition of $p(x) / q(x)$.
2. Multiply both sides of the resulting decomposition by $q(x)$.
3. Equate the coefficients of like powers of $x$ on both sides of the resulting equation in order to determine the constants in the partial fraction decomposition.

We illustrate the procedure with several examples.

Example B. 2 Determine the partial fraction decomposition of

$$
\frac{2 x}{(x-1)(x+3)}
$$

Solution: The general form of the partial fraction decomposition is

$$
\frac{2 x}{(x-1)(x+3)}=\frac{A}{x-1}+\frac{B}{x+3}
$$

Multiplying both sides of this equation by $(x-1)(x+3)$ yields

$$
2 x=A(x+3)+B(x-1)
$$

We now equate coefficients of like powers of $x$ on both sides of this equation to obtain

$$
A+B=2 \quad \text { and } \quad 3 A-B=0
$$

Consequently,

$$
A=\frac{1}{2} \quad \text { and } \quad B=\frac{3}{2}
$$

so that

$$
\frac{2 x}{(x-1)(x+3)}=\frac{1}{2(x-1)}+\frac{3}{2(x+3)}
$$

Example B. 3 Determine the partial fraction decomposition of

$$
\frac{x^{2}+1}{(x+1)\left(x^{2}+4\right)}
$$

Solution: In this case the general form of the partial fraction decomposition is

$$
\frac{x^{2}+1}{(x+1)\left(x^{2}+4\right)}=\frac{A}{x+1}+\frac{B x+C}{x^{2}+4}
$$

Multiplying both sides by $(x+1)\left(x^{2}+4\right)$ we obtain:

$$
x^{2}+1=A\left(x^{2}+4\right)+(B x+C)(x+1)
$$

Equating coefficients of like powers of $x$ on both sides of this equality yields

$$
A+B=1, \quad B+C=0, \quad 4 A+C=1
$$

Solving this system of equations, we obtain

$$
A=\frac{2}{5}, \quad B=\frac{3}{5}, \quad C=-\frac{3}{5}
$$

so that

$$
\frac{x^{2}+1}{(x+1)\left(x^{2}+4\right)}=\frac{2}{5(x+1)}+\frac{3(x-1)}{5\left(x^{2}+4\right)}
$$

Example B. 4 Determine the partial fraction decomposition of

$$
\frac{2 x-1}{(x+2)^{2}\left(x^{2}+2 x+2\right)}
$$

Solution: The term $x^{2}+2 x+2$ is irreducible. Thus, the partial fraction decomposition has the general form:

$$
\frac{2 x-1}{(x+2)^{2}\left(x^{2}+2 x+2\right)}=\frac{A}{x+2}+\frac{B}{(x+2)^{2}}+\frac{C x+D}{x^{2}+2 x+2}
$$

Clearing the fractions yields

$$
2 x-1=A(x+2)\left(x^{2}+2 x+2\right)+B\left(x^{2}+2 x+2\right)+(C x+D)(x+2)^{2}
$$

Equating the coefficients of like powers of $x$ we obtain

$$
\begin{array}{ccc}
A+ & C & =0 \\
4 A+B+4 C+D & =0 \\
6 A+2 B+4 C+4 D & =2 \\
4 A+2 B & +4 D & =-1
\end{array}
$$

Solving this system yields

$$
A=-\frac{3}{2}, \quad B=-\frac{5}{2}, \quad C=\frac{3}{2}, \quad D=\frac{5}{2} .
$$

Consequently,

$$
\frac{2 x-1}{(x+2)^{2}\left(x^{2}+2 x+2\right)}=\frac{3 x+5}{2\left(x^{2}+2 x+2\right)}-\frac{3}{2(x+2)}-\frac{5}{2(x+2)^{2}}
$$

## Some Shortcuts

The preceding technique for determining the constants that arise in the partial fraction decomposition of a rational function will always work. However, in practice it is often tedious to apply. We now present, without justification, some shortcuts that can circumvent many of the computations.

1. Linear Factors: The Cover-up Rule

If $q(x)$ contains a linear factor $x-a$, then this factor contributes a term of the form

$$
\frac{A}{x-a}
$$

to the partial fraction decomposition of $p(x) / q(x)$. Let $P(x)$ denote the expression obtained by omitting the $x-a$ term in $p(x) / q(x)$. Then the constant $A$ is given by

$$
A=P(a)
$$

Example B. 5 Determine the partial fraction decomposition of

$$
\frac{3 x-1}{(x-3)(x+2)}
$$

Solution: The general form of the decomposition is

$$
\frac{3 x-1}{(x-3)(x+2)}=\frac{A}{x-3}+\frac{B}{x+2} .
$$

To determine $A$, we neglect the $x-3$ term in the given rational function and set

$$
P(x)=\frac{3 x-1}{x+2} .
$$

Then, according to the preceding rule,

$$
A=P(3)=\frac{8}{5} .
$$

Similarly, to determine $B$ we neglect the $x+2$ term in the given function, and set

$$
P(x)=\frac{3 x-1}{x-3} .
$$

Using the cover-up rule, it then follows that

$$
B=P(-2)=\frac{-7}{-5}=\frac{7}{5} .
$$

Consequently,

$$
\frac{3 x-1}{(x-3)(x+2)}=\frac{8}{5(x-3)}+\frac{7}{5(x+2)} .
$$

The idea behind the technique is to cover up the linear factor $x-a$ in the given rational function and set $x=a$ in the remaining part of the function. The result will be the constant $A$ in the contribution $A /(x-a)$ to the partial fraction decomposition of the rational function.
2. Repeated Linear Factors: The cover-up rule can be extended to the case of repeated linear factors also. Suppose that $q(x)$ contains a factor of the form $(x-a)^{k}$. Then this contributes the terms

$$
\frac{A_{1}}{(a x-b)}+\frac{A_{2}}{(a x-b)^{2}}+\cdots+\frac{A_{k}}{(a x-b)^{k}}
$$

to the partial fraction decomposition of $p(x) / q(x)$. Let $P(x)$ be the expression obtained when the $(x-a)^{k}$ term is neglected in $p(x) / q(x)$. Then the constants $A_{1}, A_{2}, \ldots, A_{k}$ are given by

$$
\begin{aligned}
& A_{k}=P(a), \quad A_{k-1}=P^{\prime}(a), \quad A_{k-2}=\frac{1}{2!} P^{\prime \prime}(a), \quad \ldots, \\
& A_{1}=\frac{1}{(k-1)!} P^{(k-1)}(a)
\end{aligned}
$$

where $\mathrm{a}^{\prime}$ symbol denotes differentiation with respect to $x$.

## Remarks

1. The above formulae look rather formidable to begin with. However, they are easy to apply in practice.
2. Notice that in the case $k=1$ we are back to the cover-up rule.

Example B. 6 Determine the partial fraction decomposition of

$$
\frac{x}{(x-1)(x+2)^{2}} .
$$

Solution: The general form of the partial fraction decomposition is

$$
\frac{x}{(x-1)(x+2)^{2}}=\frac{A_{1}}{x+2}+\frac{A_{2}}{(x+2)^{2}}+\frac{A_{3}}{x-1} .
$$

To determine $A_{1}$ and $A_{2}$ we omit the term $(x+2)^{2}$ in the given function to obtain

$$
P(x)=\frac{x}{x-1} .
$$

Applying the above rule with $k=2$ yields

$$
A_{2}=P(-2)=\frac{2}{3}, \quad A_{1}=P^{\prime}(-2)=-\left.\frac{1}{(x-1)^{2}}\right|_{x=-2}=-\frac{1}{9}
$$

We now use the cover-up rule to determine $A_{3}$. Neglecting the $x-1$ term in the given function and setting $x=1$ in the resulting expression yields $A_{3}=\frac{1}{9}$. Thus,

$$
\frac{x}{(x-1)(x+2)^{2}}=-\frac{1}{9(x+2)}+\frac{2}{3(x+2)^{2}}+\frac{1}{9(x-1)} .
$$

3. Irreducible Quadratic Factors of the Form $x^{2}+a^{2}$ : The final case that we will consider is when $q(x)$ contains a factor of the form $x^{2}+a^{2}$. This will contribute a term

$$
\frac{A x+B}{x^{2}+a^{2}}
$$

to the partial fraction decomposition of $p(x) / q(x)$. Let $P(x)$ be the expression obtained by deleting the term $x^{2}+a^{2}$ in $p(x) / q(x)$. Then the constants $A$ and $B$ are given by

$$
A=\frac{1}{a} \operatorname{Im}[P(i a)], \quad B=\operatorname{Re}[P(i a)] .
$$

Example B. 7 Determine the partial fraction decomposition of

$$
\frac{x-1}{(x+2)\left(x^{2}+4\right)} .
$$

Solution: In this case the general form of the partial fraction decomposition is

$$
\frac{x-1}{(x+2)\left(x^{2}+4\right)}=\frac{A x+B}{x^{2}+4}+\frac{C}{x+2} .
$$

In order to determine $A$ and $B$, we delete the $x^{2}+4$ term from the given function to obtain

$$
P(x)=\frac{x-1}{x+2} .
$$

Since in this case $a=2 i$, we first compute

$$
P(2 i)=\frac{2 i-1}{2 i+2}=\frac{1}{4}(1+3 i) .
$$

Thus,

$$
A=\frac{1}{2} \operatorname{Im}\left[\frac{1}{4}(1+3 i)\right]=\frac{3}{8}, \quad B=\operatorname{Re}\left[\frac{1}{4}(1+3 i)\right]=\frac{1}{4} .
$$

In order to determine $C$, we use the cover-up rule. Neglecting the $x+2$ factor in the given function and setting $x=-2$ in the result yields $C=-\frac{3}{8}$. Thus,

$$
\frac{x-1}{(x+2)\left(x^{2}+4\right)}=\frac{3 x+2}{8\left(x^{2}+4\right)}-\frac{3}{8(x+2)} .
$$

Remark These techniques can be extended to the case of irreducible factors of the form $\left(a x^{2}+b x+c\right)^{k}$.

## Exercises for B

## Problems

For Problems 1-18, determine the partial fraction decomposition of the given rational function.

1. $\frac{2 x-1}{(x+1)(x+2)}$.
2. $\frac{x-2}{(x-1)(x+4)}$.
3. $\frac{x+1}{(x-3)(x+2)}$.
4. $\frac{x^{2}-x+4}{(x+3)(x-1)(x+2)}$.
5. $\frac{2 x-1}{(x+4)(x-2)(x+1)}$.
6. $\frac{3 x^{2}-2 x+14}{(2 x-1)(x+5)(x+2)}$.
7. $\frac{2 x+1}{(x+2)(x+1)^{2}}$.
8. $\frac{5 x^{2}+3}{(x+1)(x-1)^{2}}$.
9. $\frac{3 x+4}{x^{2}\left(x^{2}+4\right)}$.
10. $\frac{3 x-2}{(x-5)\left(x^{2}+1\right)}$.
11. $\frac{x^{2}+6}{(x-2)\left(x^{2}+16\right)}$.
12. $\frac{10}{(x-1)\left(x^{2}+9\right)}$.
13. $\frac{7 x+2}{(x-2)(x+2)^{2}}$.
14. $\frac{7 x^{2}-20}{(x-2)\left(x^{2}+4\right)}$.
15. $\frac{7 x+4}{(x+1)^{3}(x-2)}$.
16. $\frac{x(2 x+3)}{(x+1)\left(x^{2}+2 x+2\right)}$.
17. $\frac{3 x+4}{(x-3)\left(x^{2}+4 x+5\right)}$.
18. $\frac{7-2 x^{2}}{(x-1)\left(x^{2}+4\right)}$.

## Review of Integration Techniques

In this appendix, we review some of the basic integration techniques that are required throughout the text. This is a very brief refresher and should not be considered as a substitute for a calculus text.

1. Integration by Parts. The basic formula for integration by parts can be written in the form

$$
\int u d v=u v-\int v d u
$$

To derive this, we start with the product rule for differentiation, namely

$$
\frac{d}{d x}[u(x) v(x)]=\frac{d v}{d x}+v \frac{d u}{d x} .
$$

Integrating both sides of this equation with respect to $x$ yields

$$
u(x) v(x)=\int\left(u \frac{d v}{d x}+v \frac{d u}{d x}\right) d x
$$

or, upon rearranging terms,

$$
\int u \frac{d v}{d x} d x=u v-\int v \frac{d u}{d x} d x .
$$

Consequently,

$$
\int u d v=u v-\int v d u
$$

Example C. 1 Evaluate $\int x e^{2 x} d x$.
Solution: Choosing

$$
u=x \quad \text { and } \quad d v=e^{2 x} d x
$$

it follows that

$$
\frac{d u}{d x}=1 \quad \text { and } \quad v=\frac{1}{2} e^{2 x}
$$

so that

$$
\begin{aligned}
\int x e^{2 x} d x & =\frac{1}{2} x e^{2 x}-\frac{1}{2} \int e^{2 x} d x \\
& =\frac{1}{2} x e^{2 x}-\frac{1}{4} e^{2 x}+c,
\end{aligned}
$$

where $c$ is an integration constant.

Example C. 2 Evaluate $\int x^{2} \sin x d x$.
Solution: In this case we take

$$
u=x^{2} \quad \text { and } \quad d v=\sin x d x
$$

so that

$$
\frac{d u}{d x}=2 x \quad \text { and } \quad v=-\cos x
$$

Thus,

$$
\int x^{2} \sin x d x=-x^{2} \cos x+2 \int x \cos x d x
$$

We must now evaluate the second integral. Once more, integration by parts is appropriate. This time we take

$$
u=x \quad \text { and } \quad d v=\cos x d x
$$

Then

$$
\frac{d u}{d x}=1 \quad \text { and } \quad v=\sin x
$$

so that

$$
\begin{aligned}
\int x^{2} \sin x d x & =-x^{2} \cos x+2\left(x \sin x-\int \sin x d x\right) \\
& =-x^{2} \cos x+2(x \sin x+\cos x)+c .
\end{aligned}
$$

As the previous two examples illustrate, the integration by parts technique is extremely useful for evaluating integrals of the form

$$
\int x^{k} f(x) d x
$$

when $k$ is a positive integer. Such an integral can often be evaluated by successively applying the integration by parts formula until the power of $x$ is reduced to zero. However, this will not always work.

Example C. 3 Evaluate $\int x \ln x d x$.
Solution: In this case, if we set $u=x$ and $d v=\ln x d x$, then we require the integral of $\ln x$. Instead we choose

$$
u=\ln x \quad \text { and } \quad d v=x d x
$$

Then

$$
\frac{d u}{d x}=\frac{1}{x} \quad \text { and } \quad v=\frac{1}{2} x^{2}
$$

Applying the integration by parts formula, we obtain

$$
\begin{aligned}
\int x \ln x d x & =\frac{1}{2} x^{2} \ln x-\frac{1}{2} \int x d x \\
& =\frac{1}{2} x^{2} \ln x-\frac{1}{4} x^{2}+c \\
& =\frac{1}{4} x^{2}(2 \ln x-1)+c
\end{aligned}
$$

2. Integration by Substitution. This is one of the most important integration techniques. Many of the standard integrals can be derived using a substitution. We illustrate with some examples.

Example C. 4 Evaluate the following integrals:
(a) $\int x e^{x^{2}} d x$.
(b) $\int \frac{1}{\sqrt{1-x^{2}}} d x$.
(c) $\int \frac{1}{x}(\ln x)^{2} d x$.

## Solution:

(a) If we let $u=x^{2}$, then $d u=2 x d x$, so that

$$
\int x e^{x^{2}} d x=\frac{1}{2} \int e^{u} d u=\frac{1}{2} e^{u}+c=\frac{1}{2} e^{x^{2}}+c
$$

(b) Recalling that $1-\sin ^{2} \theta=\cos ^{2} \theta$, the form of the integrand suggests that we let $x=\sin \theta$. Then $d x=\cos \theta d \theta$ and the given integral can be written as

$$
\int \frac{1}{\sqrt{1-x^{2}}} d x=\int \frac{\cos \theta}{\sqrt{1-\sin ^{2} \theta}} d \theta=\int d \theta=\theta+c
$$

Substituting back for $\theta=\sin ^{-1} x$, we obtain

$$
\int \frac{1}{\sqrt{1-x^{2}}} d x=\sin ^{-1} x+c
$$

(c) In this case we recognize that the derivative of $\ln x$ is $1 / x$. This suggests that we make the substitution

$$
u=\ln x
$$

so that

$$
d u=\frac{1}{x} d x
$$

Then the given integral can be written in the form

$$
\int \frac{1}{x}(\ln x)^{2} d x=\int u^{2} d u=\frac{1}{3} u^{3}+c
$$

Substituting back for $u=\ln x$ yields

$$
\int \frac{1}{x}(\ln x)^{2} d x=\frac{1}{3}(\ln x)^{3}+c
$$

Now consider the general integral

$$
\int \frac{f^{\prime}(x)}{f(x)} d x
$$

If we let $u=f(x)$, then $d u=f^{\prime}(x) d x$, so that

$$
\int \frac{f^{\prime}(x)}{f(x)} d x=\frac{1}{u} d u=\ln |u|+c
$$

Substituting back for $u=f(x)$ yields the important formula

$$
\int \frac{f^{\prime}(x)}{f(x)} d x=\ln |f(x)|+c
$$

Example C. 5 Evaluate $\int \frac{x-2}{x^{2}-4 x+3} d x$.
Solution: If we rewrite the integral in the equivalent form

$$
\int \frac{x-2}{x^{2}-4 x+3} d x=\frac{1}{2} \int \frac{2(x-2)}{x^{2}-4 x+3} d x
$$

then we see that the numerator in the second integral is the derivative of the denominator. Thus

$$
\int \frac{x-2}{x^{2}-4 x+3} d x=\frac{1}{2} \ln \left|x^{2}-4 x+3\right|+c
$$

3. Integration by Partial Fractions. We can always evaluate an integral of the form

$$
\begin{equation*}
\int \frac{p(x)}{q(x)} d x \tag{C.1}
\end{equation*}
$$

when $p(x)$ and $q(x)$ are polynomials in $x$. Consider first the case when the degree of $p(x)$ is less than the degree of $q(x)$. To evaluate (C.1) we first determine the partial fraction decomposition of the integrand (a review of partial fractions is given in Appendix B). The result will always be integrable, although we might need a substitution to carry out this integration.

Example C. 6 Evaluate $\int \frac{3 x+2}{(x+1)(x+2)} d x$.
Solution: In this case we require the partial fraction decomposition of the integrand. Using the rules for partial fractions it follows that

$$
\frac{3 x+2}{(x+1)(x+2)}=\frac{A}{x+1}+\frac{B}{x+2} .
$$

Multiplying both sides of this equality by $(x+1)(x+2)$ yields

$$
3 x+2=A(x+2)+B(x+1)
$$

Equating coefficients of like powers of $x$ on both sides of this equality, we obtain

$$
A+B=3 \quad \text { and } \quad 2 A+B=2
$$

Solving for $A$ and $B$ yields

$$
A=-1 \quad \text { and } \quad B=4 .
$$

Thus,

$$
\frac{3 x+2}{(x+1)(x+2)}=-\frac{1}{x+1}+\frac{4}{x+2}
$$

so that

$$
\int \frac{3 x+2}{(x+1)(x+2)} d x=-\ln |x+1|+4 \ln |x+2|+c .
$$

Example C. 7 Evaluate $\int \frac{2 x-3}{(x-2)\left(x^{2}+1\right)} d x$.
Solution: We first determine the partial fraction decomposition of the integrand. From the general rules of partial fractions it follows that there are constants $A, B$, and $C$ such that

$$
\begin{equation*}
\frac{2 x-3}{(x-2)\left(x^{2}+1\right)}=\frac{A}{x-2}+\frac{B x+C}{x^{2}+1} . \tag{C.2}
\end{equation*}
$$

In order to determine the values of $A, B$, and $C$, we multiply both sides of (C.2) by $(x-2)\left(x^{2}+1\right)$. This yields

$$
2 x-3=A\left(x^{2}+1\right)+(B x+C)(x-2) .
$$

Equating coefficients of like powers of $x$ on both sides of this equality we obtain

$$
A+B=0 \quad \text { and } \quad-2 B+C=2 \quad \text { and } \quad A-2 C=-3 .
$$

Solving for $A, B$, and $C$ yields

$$
A=\frac{1}{5} \quad \text { and } \quad B=-\frac{1}{5} \quad \text { and } \quad C=\frac{8}{5},
$$

so that

$$
\frac{2 x-3}{(x-2)\left(x^{2}+1\right)}=\frac{1}{5(x-2)}+\frac{8-x}{5\left(x^{2}+1\right)} .
$$

Thus,

$$
\begin{aligned}
\int \frac{2 x-3}{(x-2)\left(x^{2}+1\right)} d x & =\frac{1}{5} \int \frac{1}{x-2} d x+\frac{8}{5} \int \frac{1}{x^{2}+1} d x-\frac{1}{5} \int \frac{x}{x^{2}+1} d x \\
& =\frac{1}{5} \ln |x-2|+\frac{8}{5} \tan ^{-1} x-\frac{1}{10} \ln \left(x^{2}+1\right)+c .
\end{aligned}
$$

Now return to the integral (C.1). If the degree of $p(x)$ is greater than or equal to the degree of $q(x)$, then we first divide $q(x)$ into $p(x)$. The resulting expression will be integrable, although in general we will need to perform a partial fraction decomposition.

Example C. 8 Evaluate $\int \frac{2 x-1}{x+3} d x$.
Solution: We first divide the denominator into the numerator to obtain

$$
\frac{2 x-1}{x+3}=2-\frac{7}{x+3} .
$$

Thus,

$$
\begin{aligned}
\int \frac{2 x-1}{x+3} d x & =\int 2 d x-7 \int \frac{1}{x+3} d x \\
& =2 x-7 \ln |x+3|+c
\end{aligned}
$$

Example C. 9 Evaluate $\int \frac{3 x^{2}+5}{x^{2}-3 x+2} d x$.
Solution: Once more, we must first divide the denominator into the numerator. It is easily shown that

$$
\begin{equation*}
\frac{3 x^{2}+5}{x^{2}-3 x+2}=3+\frac{9 x-1}{x^{2}-3 x+2} \tag{C.3}
\end{equation*}
$$

The next step is to determine the partial fraction decomposition of the second term on the right-hand side. We first notice that the denominator can be factored as $(x-2)(x-1)$. Using the rules for partial fraction decomposition, it follows that

$$
\frac{9 x-1}{(x-2)(x-1)}=\frac{A}{x-2}+\frac{B}{x-1} .
$$

Clearing the fractions yields

$$
9 x-1=A(x-1)+B(x-2)
$$

Equating coefficients of like powers of $x$ on both sides of this equation, we obtain

$$
A+B=9 \quad \text { and } \quad A+2 B=1
$$

Solving for $A$ and $B$ yields

$$
A=17 \quad \text { and } \quad B=-8
$$

Substitution into (C.3) gives

$$
\frac{3 x^{2}+5}{x^{2}-3 x+2}=3+\frac{17}{x-2}-\frac{8}{x-1},
$$

so that

$$
\int \frac{3 x^{2}+5}{x^{2}-3 x+2} d x=3 x+17 \ln |x-2|-8 \ln |x-1|+c
$$

A short list of important integrals is given on the end pages of this text.

## Exercises for C

## Problems

For Problems 1-22, evaluate the given integral.

1. $\int x \cos x d x$.
2. $\int x^{2} e^{-x} d x$.
3. $\int \tan ^{-1} x d x$.
4. $\int x^{3} e^{x^{2}} d x$.
5. $\int \frac{x}{x^{2}+1} d x$.
6. $\int \frac{x-1}{x+2} d x$.
7. $\int \frac{x+2}{(x-1)(x+3)} d x$.
8. $\int \frac{2 x+1}{x\left(x^{2}+4\right)} d x$.
9. $\int \frac{x^{2}+5}{(x-1)(x+4)} d x$.
10. $\int \frac{x+3}{2 x-1} d x$.
11. $\int \frac{2 x+3}{x^{2}+3 x+4} d x$.
12. $\int \frac{3 x+2}{x(x+1)^{2}} d x$.
13. $\int \frac{1}{\sqrt{4-x^{2}}} d x$.
14. $\int \frac{1}{x^{2}+2 x+2} d x$.
15. $\int \frac{1}{x \ln x} d x$.
16. $\int \tan x d x$.
17. $\int \frac{x+1}{x^{2}-x-6} d x$.
18. $\int \cos ^{2} x d x$.
19. $\int \sqrt{1-x^{2}} d x$.
20. $\int e^{3 x} \sin 2 x d x$.
21. $\int e^{x} \sin ^{2} x d x$.

## Linearly Independent Solutions to $x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0$

Consider the differential equation

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0 \tag{D.1}
\end{equation*}
$$

where $p$ and $q$ are analytic at $x=0$. Writing

$$
\begin{equation*}
p(x)=\sum_{n=0}^{\infty} p_{n} x^{n} \text { and } q(x)=\sum_{n=0}^{\infty} q_{n} x^{n} \tag{D.2}
\end{equation*}
$$

on ( $0, R$ ), it follows that the indicial equation for (D.1) is

$$
\begin{equation*}
r(r-1)+p_{0} r+q_{0} . \tag{D.3}
\end{equation*}
$$

If the roots of the indicial equation are distinct and do not differ by an integer, then there exist two linearly independent Frobenius series solutions in the neighborhood of $x=0$. In this appendix, we derive the general form for two linearly independent solutions to (D.1) in the case that the roots of the indicial equation differ by an integer. The analysis of the case when the roots of the indicial equation coincide is left as an exercise. Let $r_{1}$ and $r_{2}$ denote the roots of the indicial equation and suppose that

$$
\begin{equation*}
r_{1}-r_{2}=N \tag{D.4}
\end{equation*}
$$

where $N$ is a positive integer. Then, we know that one solution to (D.1) on $(0, R)$ is given by the Frobenius series

$$
\begin{equation*}
y_{1}(x)=x^{r_{1}}\left(1+a_{1} x+a_{2} x^{2}+\cdots\right) \tag{D.5}
\end{equation*}
$$

According to the reduction of order technique, a second linearly independent solution to (D.1) on $(0, R)$ is given by

$$
\begin{equation*}
y_{2}(x)=u(x) y_{1}(x) \tag{D.6}
\end{equation*}
$$

where the function $u$ can be determined by substitution into (D.1). Differentiating (D.6) twice and substituting into (D.1) yields

$$
x^{2}\left(y_{1} u^{\prime \prime}+2 y_{1}^{\prime} u^{\prime}+y_{1}^{\prime \prime} u\right)+x p(x)\left(y_{1} u^{\prime}+y_{1}^{\prime} u\right)+q(x) u y_{1}=0
$$

that is, since $y_{1}$ is a solution to (D.1),

$$
x^{2}\left(y_{1} u^{\prime \prime}+2 y_{1}^{\prime} u^{\prime}\right)+x p(x)\left(y_{1} u^{\prime}\right)=0
$$

Consequently, $u$ can be determined by solving

$$
\frac{u^{\prime \prime}}{u^{\prime}}=-\left(\frac{p(x)}{x}+2 \frac{y_{1}^{\prime}}{y_{1}}\right)
$$

which, upon integrating, yields

$$
\begin{equation*}
u^{\prime}=y^{-2} e^{-\int[p(x) / x] d x} \tag{D.7}
\end{equation*}
$$

We now determine the two terms that appear on the right-hand side. From (D.2) we can write

$$
\frac{p(x)}{x}=\frac{p_{0}}{x}+p_{1}+p_{2} x+\cdots
$$

so that

$$
\int \frac{p(x)}{x} d x=p_{0} \ln x+P(x)
$$

where

$$
P(x)=p_{1} x+\frac{1}{2} p_{2} x^{2}+\frac{1}{3} p_{3} x^{3}+\cdots
$$

Consequently,

$$
\begin{equation*}
e^{-\int[p(x) / x] d x}=x^{-p_{0}} e^{P(x)} \tag{D.8}
\end{equation*}
$$

Since $P(x)$ is analytic at $x=0$, it follows that

$$
e^{P(x)}=\alpha_{0}+\alpha_{1} x+\alpha_{2} x^{2}+\cdots
$$

for appropriate constants $\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots$ Hence, from (D.8),

$$
\begin{equation*}
e^{-\int[p(x) / x] d x}=x^{-p_{0}}\left(\alpha_{0}+\alpha_{1} x+\alpha_{2} x^{2}+\cdots\right) \tag{D.9}
\end{equation*}
$$

Now consider $y_{1}^{-2}$. From (D.5),

$$
\begin{equation*}
y_{1}^{-2}=\frac{x^{-2 r_{1}}}{\left(1+a_{1} x+a_{2} x^{2}+\cdots\right)^{2}} \tag{D.10}
\end{equation*}
$$

Further, since the series

$$
1+a_{1} x+a_{2} x^{2}+\cdots
$$

converges for $0 \leq x<R$ and is nonzero at $x=0$, it follows that $\left(1+a_{1} x+a_{2} x^{2}+\cdots\right)^{-2}$ is analytic at $x=0$ and hence there exist constants $\beta_{1}, \beta_{2}, \ldots$, such that

$$
\left(1+a_{1} x+a_{2} x^{2}+\cdots\right)^{-2}=1+\beta_{1} x+\beta_{2} x^{2}+\cdots
$$

We can therefore write (D.10) in the form

$$
\begin{equation*}
y_{1}^{-2}=x^{-2 r_{1}}\left(1+\beta_{1} x+\beta_{2} x^{2}+\cdots\right) \tag{D.11}
\end{equation*}
$$

Substituting from (D.9) and (D.11) into (D.7) yields

$$
u^{\prime}=x^{-\left(p_{0}+2 r_{1}\right)}\left(\alpha_{0}+\alpha_{1} x+\alpha_{2} x^{2}+\cdots\right)\left(1+\beta_{1} x+\beta_{2} x^{2}+\cdots\right)
$$

which can be written as

$$
\begin{equation*}
u^{\prime}=x^{-\left(p_{0}+2 r_{1}\right)}\left(A_{0}+A_{1} x+A_{2} x^{2}+\cdots\right) \tag{D.12}
\end{equation*}
$$

for appropriate constants $A_{0}, A_{1}, A_{2}, \ldots$ Now, since the roots of the indicial equation are $r_{1}$ and $r_{2}=r_{1}-N$, it follows that the indicial equation has factored form

$$
\left(r-r_{1}\right)\left(r-r_{1}+N\right)=0
$$

which upon expansion gives

$$
r^{2}-\left(2 r_{1}-N\right) r+r_{1}\left(r_{1}-N\right)=0
$$

Comparison with (D.3) reveals that

$$
p_{0}-1=-\left(2 r_{1}-N\right)
$$

so that

$$
p_{0}+2 r_{1}=N+1
$$

Consequently, (D.12) can be written as

$$
u^{\prime}=x^{-(N+1)}\left(A_{0}+A_{1} x+A_{2} x^{2}+\cdots\right)
$$

that is,

$$
u^{\prime}=A_{0} x^{-(N+1)}+A_{1} x^{-N}+\cdots+A_{N} x^{-1}+A_{N+1}+A_{N+2}+\cdots
$$

which can be integrated directly to yield

$$
u(x)=-\frac{A_{0}}{N} x^{-N}+\frac{A_{1}}{1-N} x^{1-N}+\cdots-A_{N-1} x^{-1}+A_{N} \ln x+A_{N+1} x+\cdots
$$

Rearranging terms, we can write this as

$$
u(x)=A \ln x+x^{-N}\left(B_{0}+B_{1} x+B_{2} x^{2}+\cdots\right)
$$

where we have redefined the coefficients. Substituting this expression for $u$ into (D.6) gives

$$
y_{2}(x)=\left[A \ln x+x^{-N}\left(B_{0}+B_{1} x+B_{2} x^{2}+\cdots\right)\right] y_{1}(x)
$$

Hence,

$$
y_{2}(x)=A y_{1}(x) \ln x+x^{-N} y_{1}(x)\left(B_{0}+B_{1} x+B_{2} x^{2}+\cdots\right)
$$

Substituting for $y_{1}$ from (D.5) into the second term on the right-hand side yields

$$
y_{2}(x)=A y_{1}(x) \ln x+x^{r_{1}-N}\left(1+a_{1} x+a_{2} x^{2}+\cdots\right)\left(B_{0}+B_{1} x+B_{2} x^{2}+\cdots\right)
$$

Finally, multiplying the two power series together and substituting $r_{2}=r_{1}-N$ from (D.4), we obtain

$$
y_{2}(x)=A y_{1}(x) \ln x+x^{r_{2}}\left(b_{0}+b_{1} x+b_{2} x^{2}+\cdots\right)
$$

for appropriate constants $b_{0}, b_{1}, b_{2}, \ldots$, and so we have

$$
y_{2}(x)=A y_{1}(x) \ln x+x^{r_{2}} \sum_{n=0}^{\infty} b_{n} x^{n}
$$

The derivation of a second solution to the differential equation (D.1) in the case when the indicial equation has two equal roots follows exactly the same lines as that above and is left as an exercise.

## Answers to Odd-Numbered Exercises

## Chapter 1

Section 1.1

## True-False Review

(a) False
(b) False
(c) False
(d) False
(e) True
(f) True
(g) True
(h) True
(i) False
(j) True
(k) False
(I) True
(m) False
(n) True

## Problems

1. Second order.
2. Third order.
3. After 4 p.m.
4. $y=c x^{9}$.
5. $y^{2}-x^{2}=c$.
6. $y^{2}=-2 x+c$.
7. $y^{2}=-\frac{1}{m} x^{2}+c$.
8. $y=c e^{-\frac{2 x}{m}}$.
9. (a) $\approx 3.98 \mathrm{~s}$.
(b) 258.51 ft .
10. (a) $\approx 40.84 \mathrm{~ms}^{-1}$.
(b) $\approx 4.16 \mathrm{~s}$.
11. $\approx 140$ days.

## Section 1.2

## True-False Review

(a) True
(b) True
(c) False
(d) False
(e) True

## Problems

1. Linear.
2. Nonlinear
3. Linear
4. $(-\infty, \infty)$.
5. $(-\infty, \infty)$.
6. $(0, \infty)$.
7. $(-\infty, \infty)$.
8. $(0, \infty)$.
9. $(0, \infty)$.
10. $(-\infty, \infty)$.
11. $(-\infty, \infty)$.
12. $r=-3$.
13. $r=-2$.
14. $y(x)=2 x^{2}-1$.
15. $y(x)=-\cos x+c$ for $x \in(-\infty, \infty)$.
16. $y(x)=e^{x}(x-2)+c_{1} x+c_{2}$ for $x \in(-\infty, \infty)$.
17. $y(x)=\frac{1}{9}\left[x^{3}(3 \ln x-1)+19\right]$.
18. $y(x)=\frac{1}{4} x^{4}+2 x^{2}-x+1$.
19. $y(x)=\frac{2 e^{2}}{e-1}(x-1)-2 x^{2} \ln x$.
20. (a) $y(x)=\frac{1}{8}\left(15-70 x^{2}+63 x^{4}\right)$.

## Section 1.3

## True-False Review

(a) True
(b) False
(c) False
(d) True
(e) True
(f) True

## Problems

1. $y^{\prime}=2 y$.
2. $y^{\prime}=\frac{2 y}{x}$.
3. $y^{\prime}=\frac{y}{2 x}$.
4. $y^{\prime}=\frac{y^{2}-2 x y-x^{2}}{y^{2}+2 x y-x^{2}}$.
5. (b) $y(x)=0$ and $y(x)=1$.
(c) Concave up for $0<y<\frac{1}{2}$ and $y>1$. Concave down for $y<0$ and $\frac{1}{2}<y<1$.
6. (a) $y(x)=2$.
(b) Increasing for $y \neq 2$.
(c) Concave up for $y>2$. Concave down for $y<2$.
7. (a) $y(x)=-1, y(x)=0, y(x)=1$.
(b) Increasing for $-1<y<0$ and $y>1$. Decreasing for $0<y<1$ and $y<-1$.
(c) Concave up for $y>1,0<y<1 / \sqrt{3}$, and $-1<y<$ $-1 / \sqrt{3}$. Concave down for $1 / \sqrt{3}<y<1,-1 / \sqrt{3}<y<$ 0 , and $y<1$.

## Section 1.4

## True-False Review

(a) True
(b) True
(c) True
(d) False
(e) False
(f) True
(g) True
(h) False
(i) True

## Problems

1. $y(x)=c e^{x^{2}}$.
2. $y(x)=\ln \left(c-e^{-x}\right)$.
3. $y(x)=c(x-2)$.
4. $y(x)=\frac{c x-3}{2 x-1}$.
5. $y(x)=\frac{(x-1)+c(x-2)^{2}}{(x-1)-c(x-2)^{2}}$ and $y(x)=-1$.
6. $y(x)=c+c_{1}\left(\frac{x-a}{x-b}\right)^{1 /(a-b)}$.
7. $y(x)=a\left(1+\sqrt{1-x^{2}}\right)$.
8. $y(x)=0$.
9. (a) $v(t)=a\left(\frac{e^{g t / a}-e^{-g t / a}}{e^{g t / a}+e^{-g t / a}}\right)=a \tanh (g t / a)$, where $a=$ $\sqrt{m g / k}$.
(b) No.
(c) $y(t)=\frac{a^{2}}{g} \ln [\cosh (g t / a)]$.
10. $y(x)=\ln \left(e^{x}-e^{3}+e\right)$.
11. (a) No.
(b) $\frac{1}{2} \ln \left(1+v_{0}^{2}\right)$.
12. $t \approx 96.4$ minutes.
13. (a) $500^{\circ} \mathrm{F}$.
(b) $t \approx 6: 07$ P.M.
14. $\approx 1190.5 \mathrm{~g}$.
15. $150 / 7 \mathrm{~g}$.
16. 18.75 g .
17. $Q(t)=\frac{\alpha \beta\left[e^{k(\beta-\alpha) t}-1\right]}{\beta e^{k(\beta-\alpha) t}-\alpha}$.
18. $\left(1-\frac{Q}{\alpha}\right)^{\beta-\gamma}\left(1-\frac{Q}{\beta}\right)^{\gamma-\alpha}\left(1-\frac{Q}{\gamma}\right)^{\alpha-\beta}=e^{(\alpha-\beta)(\beta-\gamma)(\gamma-\alpha) t}$.

## Section 1.5

## True-False Review

(a) True
(b) False
(c) True
(d) True
(e) True
(f) True
(g) False
(h) True
(i) False
(j) True

## Problems

1. 2560 .
2. $t \approx 35.86$ hours.
3. 1091. 
1. (a) $P_{1}>\frac{2 P_{0} P_{2}}{P_{0}+P_{2}}$
(b) No.
2. (a) Equilibrium solns: $P(t)=0, P(t)=T$. Isoclines: $P=$ $0.5\left(T \pm \sqrt{\frac{r T^{2}+4 k}{r}}\right)$. Concave up for $P>T / 2$; Concave down for $0<P<T / 2$. (c) For $0<P_{0}<T$, population dies out; For $P_{0}>T$, population grows.
3. $P(t)=C e^{\ln \left(P_{0} / k\right) e^{-r t}}$.

## Section 1.6

## True-False Review

(a) False
(b) True
(c) True
(d) False
(e) False

## Problems

1. $y(x)=2 e^{x}+c e^{-x}$.
2. $y(x)=x^{4}(\sin x-x \cos x+c)$.
3. $y(x)=\left(1-x^{2}\right)\left[-\ln \left(1-x^{2}\right)^{2}+c\right]$.
4. $y(x)=\sin 2 x+c \cos x$.
5. $y(x)=\frac{1}{\cos x}\left(2 \sin ^{4} x+c\right)$.
6. $y(x)=\frac{1}{\cos x}\left(\frac{1}{2} \cos 2 x+c\right)$.
7. $y(x)=\frac{1}{2} x^{3}(2 \ln x-1)+c x$.
8. $y(x)=\frac{x}{m+1} \ln x-\frac{x}{(m+1)^{2}}+\frac{c}{x^{m}}$.
9. $y(x)=2 \sin x[\ln (\sin x)+1]$.
10. $y(x)=\cosh x$.
11. $y(x)=\left\{\begin{array}{l}\frac{1}{4}\left(5 e^{2 x}+2 x-1\right) \text { if } x<1, \\ \frac{1}{4}\left(5 e^{2 x}+e^{2(x-1)}\right) \text { if } x \geq 1 .\end{array}\right.$.
12. $y(x)=x^{3}+c_{1} \ln x+c_{2}$.
13. (b) $\lim _{t \rightarrow \infty} T(t)=0$. (c) $t_{\max }=40 \ln 2$,
$T\left(t_{\max }\right)=T_{m}\left(t_{\max }\right)=20^{\circ} \mathrm{F}$.
14. (b) $u(x)=\int e^{\int p(x) d x} q(x) d x+c$.

General solution: $y(x)=e^{-\int p(x) d x}\left[\int e^{\int p(x) d x} q(x) d x+c\right]$.
31. $y(x)=e^{-x}\left(-e^{-x}+c\right)$.
33. $y(x)=x(x \ln x-x+c)$.

## Section 1.7

## True-False Review

(a) True
(b) False
(c) True
(d) False
(e) False
(f) True
(g) True
(h) True

## Problems

1. $\frac{595}{169} \mathrm{~g} / \mathrm{L}$.
2. $\frac{9}{16} \mathrm{~g} / \mathrm{L}$.
3. (a) $A(t)=\frac{(t+20)^{3}-8000}{(t+20)^{2}}$.
(b) $20(\sqrt[3]{2}-1)$ minutes.
4. $i(t)=5\left(1-e^{-40 t}\right)$.
5. $i(t)=\frac{3}{5}\left(3 \sin 4 t-4 \cos 4 t+4 e^{-3 t}\right)$.
6. $i(t)=\frac{E_{0}}{R^{2}+L^{2} \omega^{2}}(R \sin \omega t-\omega L \cos \omega t)+A e^{-R t / L}$, $i_{S}(t)=\frac{E_{0}}{R^{2}+L^{2} \omega^{2}}(R \sin \omega t-\omega L \cos \omega t), i_{T}(t)=A e^{-R t / L}$.
7. $i(t)=\frac{E_{0} C}{1-a R C}\left(\frac{1}{R C} e^{-t / R C}-a e^{-a t}\right)$.

## Section 1.8

## True-False Review

(a) True
(b) False
(c) False
(d) True
(e) True
(f) False
(g) True
(h) False
(i) True

Problems

1. $F(V)=\frac{5+2 V}{9-4 V}$.
2. $F(V)=\left(\sin \frac{1}{V}-V \cos V\right) / V$.
3. Not homogeneous of degree zero.
4. $F(V)=-\sqrt{1+V^{2}}$.
5. $y(x)=x \tan (\ln c x)$.
6. $\tan ^{-1}\left(\frac{y}{x}\right)=\frac{1}{2} \ln |x|+c$.
7. $\sin ^{-1}\left(\frac{y}{4 x}\right)=\ln |x|+c$.
8. $\ln |x y|-\frac{x^{2}}{2 y^{2}}=c_{1}$.
9. $\frac{(y-2 x)^{2}(y+x)}{y-x}=c$.
10. $y(x)=-x\left[1+\frac{1}{\ln (c x)}\right]$.
11. $y^{2}=\frac{c}{x} e^{4 x / y}$.
12. $y^{2}=x^{2}\left[(\ln c x)^{2}-1\right]$.
13. $(x-y)^{2}=\frac{1}{2}(y-2 x)^{3}$.
14. $y(x)=\frac{1}{18}\left(81-x^{2}\right)$.
15. (b) $r=\sqrt{2} e^{(\theta-\pi / 4) / 2}$. Maximum interval $\approx(-5.18,1.08)$.
16. $(x-k)^{2}+(y+k)^{2}=2 k^{2}$.
17. $\ln \left(x^{2}+y^{2}\right)-2 \tan ^{-1}(y / x)=k$.
18. $(x-k)^{2}+(y-k)^{2}=2 k^{2}$.
19. $y^{-2}=2 \cos x+\frac{c}{\cos x}$.
20. $y^{1 / 2}=\frac{1}{x}\left(1+x^{2}\right)^{3 / 2}+\frac{c}{x}$.
21. $y^{-2}=x^{3}+c x$.
22. $y^{1 / 3}=\frac{\cos x+x \sin x+c}{x^{2}}$.
23. $y^{2}=\frac{\ln x}{x^{2}(1-2 \ln x)+c}$.
24. $y^{2}=\frac{-2 \cos ^{4} x+c}{\sin x}$.
25. $y(x)=\frac{2}{\left(1+x^{2}\right)\left[2-\ln \left(1+x^{2}\right)\right]}$.
26. $y(x)=2[\tan (2 x+c)-2 x-1]$.
27. (b) $y(x)=\frac{1}{1-x^{2}}-x$.
28. $y(x)=x^{-1}\left(\frac{1}{c-\ln x}-1\right)$.
29. (b) $y(x)=x^{-1}\left(1+\frac{1}{c-3 \ln x}\right)$.
30. $y(x)=x e^{x^{2}}$.
31. $y(x)=\tan ^{-1}\left(1+c e^{-\sqrt{1+x}}\right)$.

## Section 1.9

## True-False Review

(a) False
(b) False
(c) True
(d) True
(e) False
(f) True
(g) False
(h) False
(i) False

## Problems

1. Not exact.
2. Exact.
3. $y(x)=\frac{c}{x^{2}+1}$.
4. $y(x)=x+\left(c-x^{3}-6 e^{2 x}\right)^{1 / 3}$.
5. $\sin x y+\cos x=c$.
6. $x y^{2}-\cos y+\sin x=c$.
7. $y(x)=\frac{1}{x} e^{c / x}$.
8. $x^{2} y+x \cos y-y^{2}=c$.
9. $y(x)=x^{-1}\left(x^{3} \ln x+5\right)$.
10. Yes
11. $y(x)=\frac{c+2 x^{5 / 2}}{10 \sqrt{x}}$.
12. $\frac{x^{3} e^{3 y}}{3}-\cos y=c$.
13. $y(x)=\frac{c+\tan ^{-1} x}{1+x^{2}}$.
14. $2 x-y^{4}=c y^{2}$.
15. $r=1, s=2$.

## Section 1.10

## True-False Review

(a) True
(b) True
(c) False
(d) False

## Problems

1. $y(0.5) \approx 4.8938$.
2. $y(0.5) \approx 1.0477$.
3. $y(x)=\frac{c}{x^{2}+1}$.
4. $y(x) x+\left(c-x^{3}-6 e^{2 x}\right)^{1 / 3}$.
5. $y(1) \approx 0.7115$.
6. $y(0.5) \approx 5.79167$.
7. $y(x) \frac{1}{x} e^{c / x}$.
8. $y(1) \approx 0.9999$.

## Section 1.11

## Problems

1. $y(x)=2 e^{3 x}+c_{1} e^{2 x}+c_{2}$.
2. $y(x)=\left(1-c_{1}\right) \ln |x-1|+c_{1} x+c_{2}$.
3. $y(x)=\sin ^{-1}\left(c_{1} x+c_{2}\right)$.
4. $x(t)=c_{2}-\ln \left|c_{1}-e^{2 t}\right|$.
5. $x(t)=c_{1} t^{3}-t^{2}+c_{2}$.
6. $y(x)=x^{6}+c_{1} x^{3}+c_{2}$.
7. $c_{1} y^{2}-e^{-y}(y+1)=c_{2}+x$.
8. $y(x)=\sec x$.
9. $y(x)=a \cosh (x / a)$.
10. (b) $y(x)=u_{1}=c_{1} x^{3}+\frac{1}{2} x^{2}+c_{2} x+c_{3}$.

## Section 1.12

## Problems

1. (a) $\approx 7.1 \mathrm{~m}$.
(b) $\approx 1.82 \mathrm{~s}$.
2. $x^{2}+3 y^{2}=k$.
3. $2 x^{2}+3 y^{2}=k$.
4. (b) $y^{2}-x^{2}=k x^{3}$.
5. $y^{2}=2(\ln x)^{2}$.
6. $x^{2} y+y^{2}=c$.
7. $y(x)=\frac{-2 \cos x}{\cos ^{2} x+c}$.
8. $y(x)=x \sin (c+\ln |x|)$.
9. $y^{2}=x^{3}(5 \ln x-1)+c x^{-2}$.
10. $y(x)=\frac{c-\ln (\cos x)}{\sin x}$.
11. $y(x)=x e^{c x}$.
12. $y(x)=1-c e^{\cos x}$.
13. $y^{2}=\frac{\ln x}{x^{3}(3 \ln x-1)+c}$.
14. $y(x)=\left(\frac{x+1}{x-1}\right)[x-2 \ln (x+1)+c]$.
15. $3 x^{2} y+y^{3}=3 x^{3}(\ln |x|+c)$
16. $y^{2}=\frac{25(\ln x)^{2}+c}{2 x^{2}}$.
17. $y e^{y}=e^{x}(x-1)+c$.
18. $y(x)=6 e^{\frac{1}{3} x^{3}}-1$.
19. $y(x)=\frac{\sqrt{10-x^{3}}}{x}$.
20. (a) $m=n=0$.
(b) $m=0, n$ any real number.
(c) $m=5, n=2$.
(d) No values.
(e) $m=4, n$ any real number.
21. $\approx 26.18 \mathrm{~min}$.
22. (a) The velocity is increasing at a rate of $2 \mathrm{~ms}^{-2}$.
(b) $k=\frac{1}{30}$.
(c) $v(t)=\frac{4}{3} e^{-t / 30}(2 t+15)$.
(d) No.
(e) $\lim _{t \rightarrow \infty} v(t)=0$.
23. (a) 20,000 .
(b) 11696 .
(c) $\approx 58$ days after April 1 .
24. $i(t)=\frac{12}{89}(8 \cos 2 t-5 \sin 2 t)-\frac{1185}{356} e^{-\frac{5}{4} t}$.
25. $\approx 157.5 \mathrm{~g}$.
26. $y(1.5) \approx 3.67185$.
27. $y(1.5) \approx 3.66576$.
28. $y(1.5) \approx 3.66568$.

## Chapter 2

## Section 2.1

## True-False Review

(a) True
(b) False
(c) True
(d) False
(e) False
(f) True
(g) False
(h) True
(i) True
(j) True
(k) False
(l) True
(m) False

## Problems

1. (a) $a_{31}=0, a_{24}=-1, a_{14}=2, a_{32}=2, a_{21}=7, a_{34}=4$.
(b) $(1,4)$ and $(3,2)$.
2. $\left[\begin{array}{rr}1 & 5 \\ -1 & 3\end{array}\right] ; 2 \times 2$ matrix.
3. $\left[\begin{array}{r}-1 \\ 1 \\ 1 \\ -5\end{array}\right] ; 4 \times 1$ matrix.
4. $\left[\begin{array}{rrr}0 & -1 & 2 \\ 1 & 0 & 3 \\ -2 & -3 & 0\end{array}\right] ; 3 \times 3$ matrix.
5. $\left[\begin{array}{llll}2 & 3 & 4 & 5 \\ 3 & 4 & 5 & 6 \\ 4 & 5 & 6 & 7 \\ 5 & 6 & 7 & 8\end{array}\right] ; 4 \times 4$ matrix.
6. 0 .
7. Column vectors: $\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{r}-1 \\ 5\end{array}\right]$.
8. Column vectors: $\left[\begin{array}{l}2 \\ 5\end{array}\right],\left[\begin{array}{r}10 \\ -1\end{array}\right],\left[\begin{array}{l}6 \\ 3\end{array}\right]$.

Row vectors $\left[\begin{array}{lll}2 & 10 & 6\end{array}\right],\left[\begin{array}{lll}5 & -1 & 3\end{array}\right]$.
17. $A=\left[\begin{array}{rrrrr}-2 & 0 & 4 & -1 & -1 \\ 9 & -4 & -4 & 0 & 8\end{array}\right]$. Column vectors: $\left[\begin{array}{r}-2 \\ 9\end{array}\right],\left[\begin{array}{r}0 \\ -4\end{array}\right]$,

$$
\left[\begin{array}{r}
4 \\
-4
\end{array}\right],\left[\begin{array}{r}
-1 \\
0
\end{array}\right],\left[\begin{array}{r}
-1 \\
8
\end{array}\right]
$$

19. $B=\left[\begin{array}{rrrr}2 & 5 & 0 & 1 \\ -1 & 7 & 0 & 2 \\ 4 & -6 & 0 & 3\end{array}\right]$. Row vectors: $\left[\begin{array}{llll}2 & 5 & 0 & 1\end{array}\right]$, $\left[\begin{array}{cccc}-1 & 7 & 0 & 2\end{array}\right],\left[4 \begin{array}{llll} & -6 & 0 & 3\end{array}\right]$.
20. One example: $\left[\begin{array}{rrr}2 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & -1\end{array}\right]$.
21. One example: $\left[\begin{array}{rrrr}0 & 3 & -1 & 2 \\ -3 & 0 & 4 & -3 \\ 1 & -4 & 0 & 1 \\ -2 & 3 & -1 & 0\end{array}\right]$.
22. The only possibility here is the zero matrix: $\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$.
23. One example: $A(t)=\left[\begin{array}{cc}t^{2}-t & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$.
24. One example: $A(t)=\left[\begin{array}{c}\frac{1}{t^{2}+1} \\ 0\end{array}\right]$.
25. One example: $A(t)=[t]$ and $B(t)=\left[t^{2}\right]$.

## Section 2.2

## True-False Review

(a) False
(b) True
(c) True
(d) False
(e) False
(f) False
(g) False
(h) False
(i) True
(j) False
(k) False
(l) True

## Problems

1. 

(a) $\left[\begin{array}{rrr}-10 & 30 & 5 \\ -5 & 0 & -15\end{array}\right]$.
(b) $\left[\begin{array}{rrr}-6 & -3 & 3 \\ 0 & -12 & 12\end{array}\right]$.
(c) $\left[\begin{array}{cc}-1+i & -1+2 i \\ -1+3 i & -1+4 i \\ -1+5 i & -1+6 i\end{array}\right]$.
(d) $\left[\begin{array}{rrr}-6 & 11 & 3 \\ -2 & -4 & -2\end{array}\right]$.
(e) $\left[\begin{array}{lll}1+3 i & 15+3 i & 16+3 i \\ 5+3 i & 12+3 i & 15+3 i\end{array}\right]$.
(f) $\left[\begin{array}{ccc}8 & 10 & 7 \\ 1 & 4 & 9 \\ 1 & 7 & 12\end{array}\right]$.
(g) $\left[\begin{array}{ccc}12 & -3-3 i & -1+i \\ 3+i & 3-2 i & 8 \\ 6 & 4+2 i & 2\end{array}\right]$.
(h) $\left[\begin{array}{crr}1 & -10 & -1 / 2 \\ 3 / 2 & -4 & 17 / 2\end{array}\right]$.
(i) $\left[\begin{array}{ccc}-8 & -24+6 i & -9-2 i \\ 1-2 i & 2+4 i & 7 \\ 15 & -19-4 i & -20\end{array}\right]$.
(j) $\left[\begin{array}{rr}10 & 3 \\ -16 & 8 \\ -5 & 1\end{array}\right]$.
3. (a) $\left[\begin{array}{ccc}5 & 10 & -3 \\ 27 & 22 & 3\end{array}\right]$.
(b) $B C=\left[\begin{array}{r}9 \\ 8 \\ -6\end{array}\right]$.
(c) Not defined.
(d) $\left[\begin{array}{cc}2-4 i & 7+13 i \\ -2 & 1+3 i \\ 4-6 i & 10+18 i\end{array}\right]$.
(e) $\left[\begin{array}{rrr}2 & -2 & 3 \\ -2 & 2 & -3 \\ 4 & -4 & 6\end{array}\right]$.
(f) $\left[\begin{array}{ll}6 & 10\end{array}\right]$.
(g) $\left[\begin{array}{rc}-1 & 10-10 i \\ 0 & 15+8 i\end{array}\right]$.
(h) $\left[\begin{array}{r}15 \\ 14 \\ -10\end{array}\right]$.
(i) $\left[\begin{array}{ccc}10 & 2 & 14 \\ 2 & 2 & 2 \\ 14 & 2 & 20\end{array}\right]$.
(j) $\left[\begin{array}{cc}-2+i & 13-i \\ 1-4 i & 4+18 i\end{array}\right]$.
5. $A B C=\left[\begin{array}{rr}-185 & -460 \\ 119 & 316\end{array}\right] \cdot C A B=\left[\begin{array}{ll}-99 & 635 \\ -30 & 230\end{array}\right]$.
7. $\left[\begin{array}{l}-13 \\ -13 \\ -16\end{array}\right]$
9. $\left[\begin{array}{l}a x+b y+c z+d w \\ e x+f y+g z+h w\end{array}\right]$.
11. (a) $A^{2}=\left[\begin{array}{rr}-1 & -4 \\ 8 & 7\end{array}\right], A^{3}=\left[\begin{array}{rr}-9 & -11 \\ 22 & 13\end{array}\right]$,
$A^{4}=\left[\begin{array}{rr}-31 & -24 \\ 48 & 17\end{array}\right]$.
(b) $A^{2}=\left[\begin{array}{rrr}-2 & 0 & 1 \\ 4 & -3 & 0 \\ 2 & 4 & -1\end{array}\right], A^{3}=\left[\begin{array}{rrr}4 & -3 & 0 \\ 6 & 4 & -3 \\ -12 & 3 & 4\end{array}\right]$, $A^{4}=\left[\begin{array}{rrr}6 & 4 & -3 \\ -20 & 9 & 4 \\ 10 & -16 & 3\end{array}\right]$.
13. $A^{2}=\left[\begin{array}{cc}-26 & 20 \\ -24 & 6\end{array}\right]$.
15. $x=1 / 2, y=1 / 2, z=-1 / 8$.
19. $\left[A_{1}, A_{2}\right]=0_{2},\left[A_{1}, A_{3}\right]=0_{2},\left[A_{2}, A_{3}\right]=\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right] \cdot A_{1}$ commutes with $A_{2}, A_{1}$ commutes with $A_{3}$, but $A_{2}$ does not commute with $A_{3}$.
27. (a) $\left[\begin{array}{lll}35 & 42 & -7\end{array}\right]$.

$$
\text { (b) }\left[\begin{array}{rrrr}
7465 & -59 & -2803 & 1790 \\
-59 & 31 & 185 & -82 \\
-2803 & 185 & 1921 & -1034 \\
1790 & -82 & -1034 & 580
\end{array}\right] . \text { (c): }\left[\begin{array}{rr}
-1 & 5 \\
2 & 2 \\
-48 & -10
\end{array}\right] .
$$

29. (b) $x= \pm 1 / \sqrt{5}, y= \pm 1 / \sqrt{5}, z= \pm 1$.
30. $B=\left[\begin{array}{rrr}1 & -1 & 5 \\ -1 & 2 & 1 \\ 5 & 1 & 6\end{array}\right], C=\left[\begin{array}{rrr}0 & -4 & -2 \\ 4 & 0 & 3 \\ 2 & -3 & 0\end{array}\right]$.
31. $\left[\begin{array}{cc}1 & \cos t \\ -\sin t & 4\end{array}\right]$.
32. $\left[\begin{array}{crr}\cos t & -\sin t & 0 \\ \sin t & \cos t & 1 \\ 0 & 3 & 0\end{array}\right]$.
33. $\left[\begin{array}{l}1 \\ 1\end{array}\right]$.
34. $\left[\begin{array}{cc}\frac{e^{2}-1}{2} & \frac{1-\cos 2}{2} \\ -\frac{14}{3} & 1 \\ \tan 1 & \frac{1}{2}+\cos 1\end{array}\right]$.
35. $\left[\begin{array}{l}t^{2} \\ t^{3}\end{array}\right]$.
36. $\left[\begin{array}{cc}e^{t} & -e^{-t} \\ 2 e^{t} & -5 e^{-t}\end{array}\right]$.

## Section 2.3

## True-False Review

(a) False
(b) False
(c) False
(d) True
(e) True
(f) False
(g) False

## Problems

5. Infinitely many solutions.
6. One solution.
7. $A=\left[\begin{array}{lll}1 & 2 & -3 \\ 2 & 4 & -5 \\ 7 & 2 & -1\end{array}\right], \mathbf{b}=\left[\begin{array}{l}1 \\ 2 \\ 3\end{array}\right], A^{\#}=\left[\begin{array}{lll|l}1 & 2 & -3 & 1 \\ 2 & 4 & -5 & 2 \\ 7 & 2 & -1 & 3\end{array}\right]$.
8. $A=\left[\begin{array}{lll}1 & 2 & -1 \\ 2 & 3 & -2 \\ 5 & 6 & -5\end{array}\right], \mathbf{b}=\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right], A^{\#}=\left[\begin{array}{lll|l}1 & 2 & -1 & 0 \\ 2 & 3 & -2 & 0 \\ 5 & 6 & -5 & 0\end{array}\right]$.
9. $2 x_{1}+x_{2}+3 x_{3}=3,4 x_{1}-x_{2}+2 x_{3}=1,7 x_{1}+6 x_{2}+3 x_{3}=-5$.
10. $-3 x_{2}=-1,2 x_{1}-7 x_{2}=6,5 x_{1}+5 x_{2}=7$.
11. $\left[\begin{array}{l}x_{1}^{\prime} \\ x_{2}^{\prime}\end{array}\right]=\left[\begin{array}{rr}-4 & 3 \\ 6 & -4\end{array}\right]\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]+\left[\begin{array}{l}4 t \\ t^{2}\end{array}\right]$.
12. $\left[\begin{array}{l}x_{1}^{\prime} \\ x_{2}^{\prime}\end{array}\right]=\left[\begin{array}{rc}0 & e^{2 t} \\ -\sin t & 0\end{array}\right]\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]+\left[\begin{array}{l}0 \\ 1\end{array}\right]$

## Section 2.4

## True-False Review

(a) True
(b) False
(c) True
(d) False
(e) False
(f) False
(g) True
(h) True
(i) True

## Problems

1. Neither.
2. Neither.
3. Row-echelon form.
4. Reduced row-echelon form.
5. $\left[\begin{array}{rr}1 & -2 \\ 0 & 0\end{array}\right], \operatorname{rank}(A)=1$.
6. $\left[\begin{array}{lll}0 & 1 & 3 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right], \operatorname{rank}(A)=2$.
7. $\left[\begin{array}{rrr}1 & 2 & -5 \\ 0 & 1 & 2 \\ 0 & 0 & 1\end{array}\right], \operatorname{rank}(A)=3$.
8. $\left[\begin{array}{rrrr}1 & -1 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & 0 & 1\end{array}\right], \operatorname{rank}(A)=4$.
9. $\left[\begin{array}{rrrrr}1 & 0 & 2 & 1 & 3 \\ 0 & 1 & -1 & 2 & -4 \\ 0 & 0 & 0 & 1 & -\frac{13}{3}\end{array}\right], \operatorname{rank}(A)=3$.
10. $\left[\begin{array}{rr}1 & -\frac{1}{2} \\ 0 & 0\end{array}\right], \operatorname{rank}(A)=1$.
11. $I_{3}, \operatorname{rank}(A)=3$.
12. $\left[\begin{array}{rrr}1 & 0 & 1 \\ 0 & 1 & -3 \\ 0 & 0 & 0\end{array}\right], \operatorname{rank}(A)=2$.
13. $\left[\begin{array}{rrrr}1 & -2 & 0 & 1 \\ 0 & 0 & 1 & 2 \\ 0 & 0 & 0 & 0\end{array}\right], \operatorname{rank}(A)=2$.

## Section 2.5

True-False Review
(a) False
(b) True
(c) True
(d) True
(e) False
(f) False

## Problems

1. $\{(8,1)\}$.
2. $\left.\left\{\frac{3}{7} t+\frac{5}{7}, t\right): t \in \mathbb{R}\right\}$.
3. $\{(1-t, 2-3 t, t): t \in \mathbb{R}\}$.
4. $\left\{\left(2+\frac{s}{2}-\frac{t}{2}, s, t\right): s, t \in \mathbb{R}\right\}$.
5. $\{(10,-1,4)\}$.
6. No solution.
7. $\{(3,-1,5)\}$.
8. $\{(2 t-3, t, t): t \in \mathbb{R}\}$.
9. $\{(-1,2,-1,-4)\}$.
10. $\{(1,-3,-2)\}$.
11. $\{(t, 1,3): t \in \mathbb{R}\}$.
12. $\{(3+r-t,-r-1, r, t): r, t \in \mathbb{R}\}$.
13. (a) Not possible.
(b) $k=-1$.
(c) $k \neq-1$.
14. (a) $a \neq-\frac{1}{2}$ or $(a, b)=\left(-\frac{1}{2},-1\right)$.
(b) Not possible.
(c) $a=-\frac{1}{2}$ and $b \neq-1$.
15. (b) No solution if $\Delta_{2} \neq 0$; infinite number of solutions if $\Delta_{2}=0$.
(c) Infinite number of solutions: one line; No solution: two distinct, parallel lines; Unique solution: Two distinct lines that intersect at one point.
16. $(1,1,2)$ and $(1,-1,2)$.
17. $\{(0,0,0)\}$.
18. $\{(0,0,0)\}$.
19. $\{(3 t, 2 t, t): t \in \mathbb{R}\}$.
20. $\{(0,0,0)\}$
21. $\{(s-t, s-3 t, 2 s, 2 t): s, t \in \mathbb{R}\}$.
22. $\{(0,0)\}$.
23. $\left\{\left(\frac{1+3 i}{2} t, t\right): t \in \mathbb{C}\right\}$.
24. $\{(3 t,-t,-t, t): t \in \mathbb{R}\}$.
25. $\{(0,0, t): t \in \mathbb{R}\}$
26. $\{(-3 s,-2 s, t, s): s, t \in \mathbb{R}\}$.
27. $\{(0,0,0)\}$.
(c) True
(d) False
(e) False
(f) True
(g) True
(h) True
(i) True
(j) True

## Problems

5. $A^{-1}=\left[\begin{array}{rr}3 & -2 \\ -1 & 1\end{array}\right]$.
6. $A^{-1}=\left[\begin{array}{cc}1+i & \frac{-1+i}{2} \\ 1 & \frac{1+i}{2}\end{array}\right]$.
7. $A^{-1}=\left[\begin{array}{rrr}-43 & -4 & 13 \\ -24 & -2 & 7 \\ 10 & 1 & -3\end{array}\right]$.
8. Not invertible.
9. $A^{-1}=\left[\begin{array}{ccc}-\frac{13}{5} & \frac{11}{10} & -\frac{7}{5} \\ \frac{3}{5} & -\frac{1}{10} & \frac{2}{5} \\ -\frac{4}{5} & \frac{3}{10} & -\frac{1}{5}\end{array}\right]$.
10. Not invertible.
11. $A^{-1}=\left[\begin{array}{rrrr}0 & \frac{2}{9} & -\frac{1}{9} & \frac{2}{9} \\ -\frac{2}{9} & 0 & -\frac{1}{3} & \frac{1}{9} \\ \frac{1}{9} & \frac{1}{3} & 0 & -\frac{2}{9} \\ -\frac{2}{9} & -\frac{1}{9} & \frac{2}{9} & 0\end{array}\right]$
12. $\left[\begin{array}{r}-5 / 12 \\ -1 / 6 \\ -1 / 4\end{array}\right]$.
13. $\{(-48,14)\}$.
14. $\{(-2,2,1)\}$.
15. $\{(-6,1,3)\}$.
16. $B^{9}$.
17. $\mathbf{x}_{1}=(0,-1,0), \mathbf{x}_{2}=(9,8,-2), \mathbf{x}_{3}=(-5,-5,2)$.

## Section 2.7

## True-False Review

(a) True
(b) False
(c) False
(d) True
(e) False
(f) False
(g) False
(h) False
(i) False
(j) False

## Problems

3. $\mathrm{M}_{2}\left(\frac{1}{11}\right), \mathrm{A}_{12}(-3), \mathrm{P}_{12}$.
4. $\mathrm{M}_{2}\left(-\frac{1}{5}\right), \mathrm{A}_{23}(-2), \mathrm{A}_{13}(-3), \mathrm{A}_{12}(-2), \mathrm{P}_{13}$.
5. $\mathrm{A}_{12}(1) \mathrm{A}_{21}(2)$.
6. $\mathrm{P}_{12} \mathrm{M}_{1}(-1) \mathrm{A}_{12}(3) \mathrm{M}_{2}(2) \mathrm{A}_{21}(-2)$.
7. $\mathrm{A}_{12}(2) \mathrm{A}_{13}(3) \mathrm{A}_{23}(1) \mathrm{M}_{2}(4) \mathrm{A}_{32}\left(\frac{1}{2}\right) \mathrm{A}_{21}(-1)$.
8. $\mathrm{M}_{2}(8) \mathrm{A}_{12}(3) \mathrm{A}_{21}(2) \mathrm{A}_{23}(-2) \mathrm{M}_{3}(-4) \mathrm{A}_{31}$ (3).
9. $E_{1}=\left[\begin{array}{ll}1 & 0 \\ \frac{1}{3} & 1\end{array}\right], L=\left[\begin{array}{rr}1 & 0 \\ -\frac{1}{3} & 1\end{array}\right]$.
10. $L=\left[\begin{array}{ll}1 & 0 \\ \frac{5}{3} & 1\end{array}\right], U=\left[\begin{array}{ll}3 & 1 \\ 0 & \frac{1}{3}\end{array}\right]$.
11. $L=\left[\begin{array}{rrr}1 & 0 & 0 \\ -2 & 1 & 0 \\ 3 & -2 & 1\end{array}\right], U=\left[\begin{array}{lll}5 & 2 & 1 \\ 0 & 2 & 5 \\ 0 & 0 & 4\end{array}\right]$.
12. $L=\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ 2 & 1 & 0 & 0 \\ -4 & -2 & 1 & 0 \\ 3 & 2 & 1 & 1\end{array}\right], U=\left[\begin{array}{rrrr}2 & -3 & 1 & 2 \\ 0 & 5 & -1 & -3 \\ 0 & 0 & 4 & -3 \\ 0 & 0 & 0 & 5\end{array}\right]$.
13. $(3,-1,-1)$.
14. $\left(\frac{677}{1300},-\frac{9}{325},-\frac{37}{65}, \frac{4}{13}\right)$.
15. $A^{-1}=\left[\begin{array}{rrr}-\frac{29}{13} & \frac{18}{13} & -\frac{14}{13} \\ -\frac{17}{13} & \frac{11}{13} & -\frac{10}{13} \\ 2 & -1 & 1\end{array}\right]$.

## Section 2.8

## True-False Review

(a) False
(b) True
(c) False
(d) False.

## Section 2.9

## Additional Problems

1. $\left[\begin{array}{rr}13 & -1 \\ -6 & -11 \\ -3 & 20 \\ 6 & -5\end{array}\right]$.
2. Not possible.
3. $A B=\left[\begin{array}{cr}16 & 8 \\ 6 & -17\end{array}\right], \operatorname{tr}(A B)=-1$.
4. $\left[\begin{array}{rrrr}-24 & 48 & 24 & 72 \\ 24 & -24 & -56 & -48 \\ -4 & -28 & 52 & -24 \\ 4 & 4 & -20 & 0\end{array}\right]$.
5. $C^{T} C=[71], \operatorname{tr}\left(C^{T} C\right)=71$.
6. $\left[\begin{array}{cc}-7 & 1 / 3 \\ 11 / 2 & 11 / 4 \\ 3 / 2 & 2 / \pi \\ e-1 & 3 / 4\end{array}\right]$.
7. Impossible.
8. $\left\{\left(\frac{21}{13}, \frac{10}{13},-\frac{2}{13}\right)\right\}$.
9. No solution.
10. $\{(2 t-2 s+3, s-t+1, s, 2 t+2, t): s, t \in \mathbb{R}\}$.
11. (a) $k=-\frac{3}{2}$
(b) $k \neq-\frac{3}{2}$
(c) Not possible.
12. (a) Not possible
(b) $k \neq 1,2$
(c) $k=1$ or $k=2$.
13. No.
14. (a) $\left[\begin{array}{cc}1 & -\frac{7}{2} \\ 0 & 0\end{array}\right]$
(b) $\operatorname{rank}(A)=1$
(c) Does not exist.
15. 

(a) $\left[\begin{array}{rrrr}1 & 2 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & 0 & 1\end{array}\right]$
(b) $\operatorname{rank}(A)=4$
(c) $A^{-1}=\left[\begin{array}{rrrr}\frac{2}{3} & -\frac{1}{3} & 0 & 0 \\ -\frac{1}{3} & \frac{2}{3} & 0 & 0 \\ 0 & 0 & -\frac{3}{7} & \frac{4}{7} \\ 0 & 0 & \frac{4}{7} & -\frac{3}{7}\end{array}\right]$
37. (a) $\left[\begin{array}{lll}1 & 4 & 2 \\ 0 & 1 & 1 \\ 0 & 0 & 1\end{array}\right]$
(b) $\operatorname{rank}(A)=3$
(c) $A^{-1}=\left[\begin{array}{rrr}\frac{1}{5} & \frac{7}{5} & -1 \\ -\frac{3}{10} & -\frac{3}{5} & \frac{1}{2} \\ \frac{1}{2} & 1 & -\frac{1}{2}\end{array}\right]$.
39. $\mathbf{x}_{1}=\frac{1}{13}\left[\begin{array}{l}4 \\ 1\end{array}\right], \mathbf{x}_{2}=\frac{1}{39}\left[\begin{array}{l}23 \\ 22\end{array}\right], \mathbf{x}_{3}=\frac{1}{13}\left[\begin{array}{r}7 \\ -8\end{array}\right]$.
43. (a) $\mathrm{P}_{12} \mathrm{~A}_{12}(2) \mathrm{M}_{2}(-3) \mathrm{A}_{21}(2) \mathrm{M}_{3}(3) \mathrm{A}_{34}(4) \mathrm{M}_{4}(-7 / 3) \mathrm{A}_{43}(4 / 3)$.
(b) $L=\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ \frac{1}{2} & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & \frac{4}{3} & 1\end{array}\right], U=\left[\begin{array}{rrrr}2 & 1 & 0 & 0 \\ 0 & \frac{3}{2} & 0 & 0 \\ 0 & 0 & 3 & 4 \\ 0 & 0 & 0 & -\frac{7}{3}\end{array}\right]$.
45. (a) $\mathrm{P}_{12} \mathrm{~A}_{12}(-2) \mathrm{A}_{23}(1) \mathrm{M}_{3}(-2) \mathrm{M}_{2}(5) \mathrm{A}_{21}(4) \mathrm{A}_{31}(-2) \mathrm{A}_{32}$ (1)
(b) $L=\left[\begin{array}{rrr}1 & 0 & 0 \\ -\frac{1}{2} & 1 & 0 \\ 0 & 2 & 1\end{array}\right], U=\left[\begin{array}{rrr}-2 & -3 & 1 \\ 0 & \frac{5}{2} & \frac{5}{2} \\ 0 & 0 & -2\end{array}\right]$.
47. $2^{k}$.
49. (a) 6
(b) 4
(c) 15
(d) $\frac{n!}{m!(n-m)!}$
51. $B^{6}$.

## Chapter 3

## Section 3.1

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) False
(f) False
(g) True
(h) True
(i) True
(j) True

## Problems

1. 3 , odd.
2. 10 , even.
3. 8 , even.
4. Yes, even, plus sign.
5. No.
6. $p=4, q=1, N(3,1,2,4)=2$, plus sign.
7. $p=2, q=1, N(3,4,1,2)=4$, plus sign.
8. -21 .
9. 13. 
1. -4 .
2. 0 .
3. -4 .
4. 68
5. -84 .
6. 87. 
1. $\operatorname{det}(A) \approx 9602$.
2. 42. 
1. -189 .
2. 4 .
3. 20 .
4. $-2 e^{10 t}$.
5. $42 e^{t}$.
6. -508
7. 1524. 
1. (a) $\epsilon_{123}=1, \epsilon_{132}=-1, \epsilon_{213}=-1, \epsilon_{231}=1, \epsilon_{312}=1$, $\epsilon_{321}=-1$.

## Problems

1. -17 .
2. 56 .
3. 0 .
4. -72 .
5. 9 .
6. -7020 .
7. 24. 
1. Not invertible.
2. Invertible
3. Invertible.
4. Not invertible.
5. All $k \neq \pm 2$.
6. $k=-1,1$, or 4 .
7. -2 .
8. -18 .
9. 12 .
10. -18 .
11. 15. 
1. $\frac{729}{125}$.
2. 150,000 .
3. 80 .
4. Only $\operatorname{det}(A)=\operatorname{det}(B)$ must hold.
5. $x=-1,0$ or 2 .
6. -1 .
7. No.

## Section 3.3

## True-False Review

(a) False
(b) True
(c) True
(d) False
(e) True
(f) True
(g) False
(h) False
(i) False
(j) True

## Problems

1. $M_{11}=5, M_{12}=0, M_{21}=2, M_{22}=-9, C_{11}=5, C_{12}=0$, $C_{21}=-2, C_{22}=-9$.
2. $M_{11}=-9, M_{12}=7, M_{13}=5, M_{21}=-7, M_{22}=1, M_{23}=3$, $M_{31}=-2, M_{32}=-2, M_{33}=2, C_{11}=-9, C_{12}=-7, C_{13}=5$, $C_{21}=7, C_{22}=1, C_{23}=-3, C_{31}=-2, C_{32}=2, C_{33}=2$.
3. $M_{12}=-4, M_{31}=16, M_{23}=40, M_{42}=12, C_{12}=4, C_{31}=16$, $C_{23}=-40, C_{42}=12$.
4. -48 .
5. -71 .
6. 82 .
7. 72 .
8. -4 .
9. 3 .
10. 0 .
11. 0 .
12. -15 .
13. -892 .
14. -1151 .
15. $3 \pm i$.
16. $3 \pm 2 \sqrt{2}$.
17. $0,2,14$.
18. $5,7,-9$.
19. (a) $\operatorname{det}(A)=11$
(b) $M_{C}=\left[\begin{array}{rr}5 & -4 \\ -1 & 3\end{array}\right]$
(c) $\operatorname{adj}(A)=\left[\begin{array}{rr}5 & -1 \\ -4 & 3\end{array}\right]$
(d) $A^{-1}=\frac{1}{11}\left[\begin{array}{rr}5 & -1 \\ -4 & 3\end{array}\right]$.
20. (a) $\operatorname{det}(A)=0$
(b) $M_{C}=\left[\begin{array}{cc}-6 & 15 \\ -2 & 5\end{array}\right]$
(c) $\operatorname{adj}(A)=\left[\begin{array}{rr}-6 & -2 \\ 15 & 5\end{array}\right]$
(d) $A^{-1}$ does not exist.
21. (a) $\operatorname{det}(A)=-8$
(b) $M_{C}=\left[\begin{array}{rrr}-7 & -6 & 4 \\ -11 & -6 & 4 \\ 16 & 8 & -8\end{array}\right]$
(c) $\operatorname{adj}(A)=\left[\begin{array}{rrr}-7 & -11 & 16 \\ -6 & -6 & 8 \\ 4 & 4 & -8\end{array}\right]$
(d) $A^{-1}=-\frac{1}{8}\left[\begin{array}{rrr}-7 & -11 & 16 \\ -6 & -6 & 8 \\ 4 & 4 & -8\end{array}\right]$.
22. (a) $\operatorname{det}(A)=10$
(b) $M_{C}=\left[\begin{array}{rrr}5 & 4 & 3 \\ -5 & -2 & 1 \\ 5 & -2 & 1\end{array}\right]$
(c) $\operatorname{adj}(A)=\left[\begin{array}{rrr}5 & -5 & 5 \\ 4 & -2 & -2 \\ 3 & 1 & 1\end{array}\right]$
(d) $A^{-1}=\frac{1}{10}\left[\begin{array}{rrr}5 & -5 & 5 \\ 4 & -2 & -2 \\ 3 & 1 & 1\end{array}\right]$.
23. (a) $\operatorname{det}(A)=16$
(b) $M_{C}=\left[\begin{array}{rrrr}4 & 4 & 4 & 4 \\ -4 & 4 & -4 & 4 \\ 4 & 4 & -4 & -4 \\ -4 & 4 & 4 & -4\end{array}\right]$
(c) $\operatorname{adj}(A)=\left[\begin{array}{rrrr}4 & -4 & 4 & -4 \\ 4 & 4 & 4 & 4 \\ 4 & -4 & -4 & 4 \\ 4 & 4 & -4 & -4\end{array}\right]$
(d) $A^{-1}=\frac{1}{16}\left[\begin{array}{rrrr}4 & -4 & 4 & -4 \\ 4 & 4 & 4 & 4 \\ 4 & -4 & -4 & 4 \\ 4 & 4 & -4 & -4\end{array}\right]$.
24. (b) $A^{-1}=\frac{1}{\left(1+2 x^{2}\right)^{2}}\left[\begin{array}{ccc}1 & 2 x & 2 x^{2} \\ -2 x & 1-2 x^{2} & 2 x \\ 2 x^{2} & -2 x & 1\end{array}\right]$.
25. -1 .
26. $\frac{9}{16}$.
27. $A^{-1}=\frac{1}{4 e^{3 t}}\left[\begin{array}{rr}2 e^{2 t} & -e^{2 t} \\ -2 e^{t} & 3 e^{t}\end{array}\right]$.
28. $A^{-1}=\frac{1}{t}\left[\begin{array}{rrr}3 t e^{-t} & -t e^{-t} & -t e^{-t} \\ -e^{-t} & e^{-t} & 0 \\ -t e^{2 t} & 0 & t e^{2 t}\end{array}\right]$.
29. $\left(\frac{16}{7}, \frac{6}{7}\right)$.
30. $\left(-\frac{11}{27},-\frac{35}{27},-\frac{17}{27}\right)$.
31. $(0,0,0)$.
32. $\left(\frac{2}{3} e^{-t}(3 \sin t+2 \cos t), \frac{1}{3} e^{2 t}(3 \sin t-4 \cos t)\right)$.
33. $\frac{19}{3}$.

## Section 3.4

## Problems

1. -3 .
2. -43 .
3. -40.683 .
4. -124 .
5. $\operatorname{det}(A)=11, A^{-1}=\frac{1}{11}\left[\begin{array}{rr}7 & -5 \\ -2 & 3\end{array}\right]$.
6. $\operatorname{det}(A)=30, A^{-1}=\frac{1}{30}\left[\begin{array}{rrr}-20 & 102 & -38 \\ 5 & -24 & 11 \\ 10 & -30 & 10\end{array}\right]$.
7. $\operatorname{det}(A)=-152, A^{-1}=-\frac{1}{152}\left[\begin{array}{rrrr}-38 & 0 & 38 & 0 \\ 32 & 28 & -124 & -24 \\ 34 & 44 & -222 & -16 \\ 2 & -60 & 130 & 8\end{array}\right]$.
8. $\left(1,-\frac{1}{4}\right)$.
9. $\left(e^{-t}(\cos t+3 \sin t), e^{-t}(\sin t-3 \cos t)\right)$.
10. $\left(\frac{30}{271}, \frac{59}{271}, \frac{81}{271}\right)$.
11. 24 .
12. -12 .
13. 9. 
1. 9 .

## Section 3.5

## Problems

1. 18 .
2. 24 .
3. -30 .
4. 12. 
1. 216. 
1. $-\frac{9}{2}$.
2. 1152 .
3. Not possible.
4. -18 .
5. 474. 
1. 474. 
1. 4104. 
1. 0 .
2. $B^{-1}=\left[\begin{array}{rr}1 & -4 \\ -1 & 5\end{array}\right],\left(A^{-1} B^{T}\right)^{-1}=\left[\begin{array}{rr}-2 & -2 \\ 11 & 12\end{array}\right]$.
3. $A^{-1}=-\frac{1}{60}\left[\begin{array}{rrrr}5 & 65 & -25 & -35 \\ 12 & -24 & 0 & 0 \\ -11 & -23 & -5 & 5 \\ -1 & -13 & 5 & -5\end{array}\right]$.
4. $A^{-1}=\frac{1}{3}\left[\begin{array}{rrr}7 & 8 & 16 \\ 4 & 3 & 8 \\ -4 & -4 & -9\end{array}\right]$.
5. Many answers possible, such as $\left[\begin{array}{lll}0 & 0 & \frac{10}{9}\end{array}\right]$.
6. (a) $k=-1$
(b) $|8 k+8|$.
7. (a) $k \approx 2.39$ (b) $\left|2 k^{3}-k^{2}-4 k-12\right|$.
8. $\left(2,-\frac{1}{4},-\frac{9}{4}\right)$.

## Chapter 4

## Section 4.1

## True-False Review

(a) False
(b) True
(c) True
(d) True
(e) False
(f) False
(g) True
(h) True
(i) False
(j) True
(k) False
(I) False.

## Problems

1. $\mathbf{v}_{1}=(-3,-12), \mathbf{v}_{2}=(20,-4), \mathbf{v}_{3}=(17,-16)$.
2. $-\mathbf{v}=(20,-64,-22)$.
3. $\mathbf{y}=\left(\frac{1}{3}, \frac{4}{3}, \frac{2}{3}, 3,4\right)$.
4. $\mathbf{z}=\left(-\frac{1}{2}+\frac{13}{2} i, \frac{7}{2}+\frac{7}{2} i\right)$.

## Section 4.2

## True-False Review

(a) True
(b) False
(c) True
(d) False
(e) True
(f) True
(g) True
(h) False
(i) False
(j) False

## Problems

1. (A1) holds, (A2) fails.
2. (A1) fails, (A2) holds.
3. (A1), (A2) both fail.
4. (A1), (A2) both hold.
5. (A1) fails, (A2) holds.
6. (A1), (A2) both fail.
7. (A1), (A2) both fail.
8. $0_{m \times n}$ is the zero vector, and $-A=\left(-a_{i j}\right)$ is the additive inverse of $A=\left(a_{i j}\right)$.
9. $p(x)=0$ is the zero vector, and $-p(x)=-a_{0}-a_{1} x-\cdots-a_{n} x^{n}$ is the additive inverse of $p(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n}$.
10. All axioms are satisfied.
11. (A5) holds, (A6) fails.
12. Only axioms (A1), (A2), and (A3) hold.
13. No.

## Section 4.3

## True-False Review

(a) False
(b) False
(c) True
(d) False
(e) True
(f) False
(g) False
(h) False

## Problems

3. $S=\left\{(x, y, z) \in \mathbb{R}^{3}: z=3 x\right.$ and $\left.y=2 x\right\}$, Yes.
4. $S=\left\{\left(x_{1}, 0, x_{3}, 2\right): x_{1}, x_{3} \in \mathbb{R}\right\}$, No.
5. $S=\left\{\mathbf{x} \in \mathbb{R}^{n}: A \mathbf{x}=\mathbf{b}\right\}$, No.
6. $S=\left\{A \in M_{2}(\mathbb{R}): \operatorname{det}(A)=1\right\}$, No.
7. $S=\left\{A \in M_{n}(\mathbb{R}): \mathrm{A}\right.$ is invertible $\}$, No.
8. $S=\left\{\left[\begin{array}{cc}a & c \\ b & d \\ -(a+b) & -(c+d)\end{array}\right]: a, b, c, d \in \mathbb{R}\right\}$, Yes.
9. $S=\left\{A \in M_{2}(\mathbb{R}): A^{T}=A\right\}$, Yes.
10. $S=\{f \in V: f(a)=1\}$, No.
11. $S=\left\{a x^{2}+b: a, b \in \mathbb{R}\right\}$, Yes.
12. $S=\left\{y \in C^{2}(I): y^{\prime \prime}+2 y^{\prime}-y=0\right\}$, Yes.
13. nullspace $(A)=\{(-4 t, t): t \in \mathbb{R}\}$.
14. nullspace $(A)=\{(0,0)\}$.
15. nullspace $(A)=\{(0,0,0)\}$.
16. nullspace $(A)=\{(0,0,0)\}$.

## Section 4.4

## True-False Review

(a) True
(b) False
(c) True
(d) False
(e) True
(f) False
(g) False
(h) False
(i) True
(j) False
(k) False
(l) True

## Problems

1. No.
2. No.
3. Yes.
4. No.
5. $(5,-7)=\frac{31}{7} \mathbf{v}_{1}-\frac{9}{7} \mathbf{v}_{2}$.
6. $(9,8,7)=-\frac{56}{3} \mathbf{v}_{1}+\frac{155}{3} \mathbf{v}_{2}-24 \mathbf{v}_{3}$.
7. Yes.
8. $\{(1,0,-1,1),(0,1,1,-2)\}$.
9. (b) $\left\{\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]\right\}$.
10. $\left\{\left[\begin{array}{rrr}1 & 0 & -1 \\ 0 & 0 & 0 \\ -1 & 0 & 1\end{array}\right],\left[\begin{array}{rrr}0 & 1 & -1 \\ 0 & 0 & 0 \\ 0 & -1 & 1\end{array}\right],\left[\begin{array}{rrr}0 & 0 & 0 \\ 1 & 0 & -1 \\ -1 & 0 & 1\end{array}\right]\right.$, $\left.\left[\begin{array}{rrr}0 & 0 & 0 \\ 0 & 1 & -1 \\ 0 & -1 & 1\end{array}\right]\right\}$.
11. $\{(2,1,0),(1,0,1)\}$.
12. $\{(-4,1)\}$.
13. $\emptyset$
14. $\emptyset$
15. Ø
16. $\{(1,-2,1)\}$.
17. $\operatorname{span}\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)$ consists of the line in $\mathbb{R}^{3}$ passing through the origin and with parallel vector $(1,2,-1)$.
18. Yes.
19. No.
20. $\operatorname{span}\left\{A_{1}, A_{2}, A_{3}\right\}=\left\{A \in M_{2}(\mathbb{R}):\right.$

$$
\left.A=\left[\begin{array}{cc}
c_{1}+3 c_{3} & -c_{1}+c_{2} \\
2 c_{1}-2 c_{2}+c_{3} & c_{2}+2 c_{3}
\end{array}\right] \text { with } c_{1}, c_{2}, c_{3} \in \mathbb{R}\right\} .
$$

43. (a) $h(x)=c_{1} \cosh x+c_{2} \sinh x$.
44. All points lying on the line through the origin with direction $\mathbf{v}_{1}$.
45. If $\mathbf{v}_{1}=\mathbf{v}_{2}=\mathbf{0}$, the subspace is $\{(0,0,0)\}$; otherwise, it consists of all points lying on the line through the origin with direction $\mathbf{v}_{1}$ (or $\mathbf{v}_{2}$ ).

## Section 4.5

## True-False Review

(a) False
(b) True
(c) False
(d) True
(e) True
(f) True
(g) True
(h) False
(i) False

## Problems

1. Linearly independent.
2. Linearly dependent. $3(2,-1)-2(3,2)+7(0,1)=(0,0)$.
3. Linearly dependent. $(1,2,3)-2(1,-1,2)+(1,-4,1)=(0,0,0)$.
4. Linearly independent.
5. Linearly independent.
6. Linearly dependent. The vectors span a plane in $\mathbb{R}^{3}$.
7. $k=3$ or $k=-4$.
8. $k \neq 3,1$, or -2 .
9. Linearly independent.
10. Linearly independent.
11. Linearly independent.
12. Many answers possible. $\{(1,2,3),(-3,4,5)\}$.
13. Many answers possible. $\{(1,-1,1),(1,-3,1),(3,1,2)\}$.
14. Many answers possible. $\left\{\left[\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right],\left[\begin{array}{rr}-1 & 2 \\ 5 & 7\end{array}\right]\right\}$.
15. Many answers possible. $\left\{2+x^{2}, 1+x\right\}$.
16. Linearly dependent.
17. Linearly independent.
18. Linearly independent.
19. $\alpha \neq \pm 1$.

## Section 4.6

## True-False Review

(a) False
(b) False
(c) True
(d) False
(e) False
(f) True
(g) False
(h) False
(i) False
(j) True
(k) False

## Problems

1. No.
2. Yes.
3. No.
4. No.
5. No.
6. Yes
7. No.
8. No.
9. No.
10. $\operatorname{dim}[\operatorname{nullspace}(A)]=4$.
11. $\operatorname{dim}[\operatorname{null} \operatorname{space}(A)]=2$.
12. $\operatorname{dim}[\operatorname{nullspace}(A)]=2$.
13. One possible basis: $\{(1,1,-5),(0,-2,3)\} ; \operatorname{dim}[S]=2$.
14. One possible basis: $\left\{x^{3}, x^{3}+1, x^{3}+x, x^{3}+x^{2}\right\}$.
15. One possible basis: $\left.\left\{\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right],\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right]\right\} ; \operatorname{dim} S\right]=3$.
16. One possible basis: $\left\{f_{1}, f_{2}\right\} ; \operatorname{dim}[S]=2$.
17. (b) $\left[\begin{array}{ll}5 & 6 \\ 7 & 8\end{array}\right]=-\frac{34}{3} A_{1}+12 A_{2}-\frac{55}{3} A_{3}+\frac{56}{3} A_{4}$.
18. (a) One possible basis: $\left\{E_{11}-E_{13}-E_{31}+E_{33}, E_{12}\right.$ $-E_{13}-E_{32}+E_{33}, E_{21}-E_{23}-E_{31}+E_{33}$, $\left.E_{22}-E_{23}-E_{32}+E_{33}\right\}$
(b) One extension includes $E_{11}, E_{12}, E_{13}, E_{21}$, and $E_{31}$.
19. Basis for $\operatorname{Sym}_{2}(\mathbb{R}):\left\{E_{11}, E_{12}+E_{21}, E_{22}\right\}$. Basis for $\operatorname{Skew}_{2}(\mathbb{R})$ : $\left\{E_{12}-E_{21}\right\}$.
20. One possible basis for $S:\{(4,-1,0),(3,0,1)\}$. One possible extension: include $(0,0,1)$.
21. One possible basis for $S$ : $\left\{2 x^{2}+x+3, x^{2}+x-1\right\}$. One possible extension: include 1.
22. $\left\{e^{-3 x}, x e^{-3 x}\right\}$.
23. General vector: $f(x)=c(\sin 4 x+5 \cos 4 x)$, where $c \in \mathbb{R}$. One possible extension: include $\cos 4 x$.

## Section 4.7

## True-False Review

(a) True
(b) True
(c) True
(d) True
(e) True
(f) False
(g) False
(h) True

## Problems

1. $[\mathbf{v}]_{B}=(0,-3)$.
2. $[\mathbf{v}]_{B}=(-2,2)$.
3. $[\mathbf{v}]_{B}=(4,6,-1)$.
4. $[\mathbf{v}]_{B}=(-5,-5 / 3,-5 / 2)$.
5. $[p(x)]_{B}=(6,0,-15)$.
6. $[p(x)]_{B}=(6,-3,5,1)$.
7. $[A]_{B}=(-2,4,-3,-1)$.
8. $[\mathbf{v}]_{B}=\left(\frac{1}{9} x+\frac{2}{9} y-\frac{1}{9} z,-\frac{1}{9} x-\frac{2}{9} y+\frac{4}{9} z, \frac{2}{9} x+\frac{1}{9} y-\frac{2}{9} z\right)$.
9. $P_{C \leftarrow B}=\left[\begin{array}{rr}3 & -1 \\ -1 & -2\end{array}\right]$.
10. $P_{C \leftarrow B}=\left[\begin{array}{rrr}4 & 1 & -2 \\ -1 & 1 & 5 \\ -1 & 1 & -4\end{array}\right]$.
11. $P_{C \leftarrow B}=\left[\begin{array}{rr}3 & -2 \\ 2 & 1\end{array}\right]$.
12. $P_{C \leftarrow B}=\left[\begin{array}{rrrr}0 & 0 & 0 & 2 \\ -2 & 0 & 0 & 2 \\ 5 & 3 & 0 & 2 \\ -1 & 2 & -5 & 2\end{array}\right]$.
13. $P_{C \leftarrow B}=\left[\begin{array}{rrrr}-2 & 0 & 0 & 0 \\ 1 & 3 & 0 & 0 \\ 1 & -4 & 5 & -4 \\ 1 & 1 & -2 & 2\end{array}\right]$.
14. $P_{B \leftarrow C}=\frac{1}{7}\left[\begin{array}{rr}2 & -1 \\ -1 & -3\end{array}\right]$.
15. $P_{B \leftarrow C}=\frac{1}{45}\left[\begin{array}{rrr}9 & -2 & -7 \\ 9 & 18 & 18 \\ 0 & 5 & -5\end{array}\right]$.
16. $P_{B \leftarrow C}=\frac{1}{30}\left[\begin{array}{rrcr}15 & -15 & 0 & 0 \\ -35 & 25 & 10 & 0 \\ -11 & 13 & 4 & -6 \\ 15 & 0 & 0 & 0\end{array}\right]$.

## Section 4.8

## True-False Review

(a) True
(b) False
(c) False
(d) True
(e) True
(f) True

## Problems

1. (a) $\{6,-1)$
(b) $\{(6,12)\}$.
2. (a) $n=5$; Basis for rowspace $(A)=\{(1,2,3,4,5)\}$
(b) $m=1$; Basis for colspace $(A)=\{1\}$.
3. (a) $n=4$; Basis for rowspace $(A)=\{(1,1,-3,2)$, $(0,1,-2,1)\}$
(b) $m=2$; Basis for colspace $(A)=\{(1,3),(1,4)\}$.
4. (a) $n=3$; Basis for rowspace $(A)=\{(0,3,1)\}$
(b) $m=3$; Basis for colspace $(A)=\{(3,-6,12)\}$.
5. (a) $n=4$; Basis for rowspace $(A)=\{(1,-1,2,3)$, $(0,2,-4,3),(0,0,6,-13)\}$
(b) $m=3$; Basis for colspace $(A)=\{(1,1,3),(-1,1,1)$, $(2,-2,4)\}$.
6. (a) $\{(1,3,3),(0,1,-2)\}$
(b) $\{(1,3,3),(1,5,-1)\}$.
7. (a) $\{(1,4,1,3),(0,0,1,-1)\}$
(b) $\{(1,4,1,3),(2,8,3,5)\}$.
8. Many examples possible, such as $0_{n},\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$.

## Section 4.9

## True-False Review

(a) False
(b) False
(c) True
(d) False
(e) True
(f) False
(g) False
(h) True
(i) True

## Problems

1. nullspace $(A)=\{0\}$.
2. nullspace $(A)=\{(t, 2 t): t \in \mathbb{R}\}$.
3. nullspace $(A)=\{(5 t+s,-t-s, t, s): t, s \in \mathbb{R}\}$.
4. $\operatorname{nullity}(A)=3$.
5. $\operatorname{nullity}(A)=3$.
6. $\{(-1+t-s,-7+3 t+2 s, t, s): t, s \in \mathbb{R}\}$.
7. $\left\{\left(\frac{1}{2} t-\frac{3}{2} s, \frac{1}{2} t-\frac{7}{2} s, t, s\right): t, s \in \mathbb{R}\right\}$.
8. No.
9. Many possible examples: $A=\left[\begin{array}{lllllll}1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0\end{array}\right]$ and $A=0_{5 \times 7}$.

## Section 4.10

## True-False Review

(a) True
(b) False
(c) False
(d) False
(e) True
(f) False
(g) False
(h) True
(i) False
(j) False

## Section 4.11

## Additional Problems

3. Yes.
4. Yes.
5. Yes.
6. Yes.
7. No.
8. $\operatorname{dim}[S]=2$.
9. No.
10. Yes.
11. Yes.
12. Both.
13. Neither.
14. Neither.
15. Neither.
16. (b) $\operatorname{dim}[S]=9$.
17. As an example, here is a basis: $\left\{x^{3}, x^{3}+1, x^{3}+x, x^{3}+x^{2}\right\}$.
18. Basis for rowspace $(A)=\left\{(1,-6,-2,0),\left(0,1, \frac{1}{3}, \frac{5}{21}\right)\right\}$; Basis for $\operatorname{colspace}(A)=\{(-1,3,7),(6,3,21)\}$; Basis for nullspace $(A)=$ $\left\{\left(-\frac{10}{7},-\frac{5}{21}, 0,1\right),\left(0,-\frac{1}{3}, 1,0\right)\right\}$.
19. Basis for rowspace $(A)=\{(1,0,2,2,1),(0,1,-1,-4,-3)$, $(0,0,1,4,3),(0,0,0,1,0)\}$;
$\operatorname{Basis}$ for $\operatorname{colspace}(A)=\{(3,1,1,-2),(5,0,1,0),(5,2,1,-4)$, (2, 2, -2, -2) \};
Basis for nullspace $(A)=\{(5,0,-3,0,1)\}$.

## Chapter 5

## Section 5.1

## True-False Review

(a) False
(b) False
(c) True
(d) True
(e) False
(f) True
(g) False

## Problems

1. $\theta=\pi / 2 \mathrm{rad}$.
2. $\cos \theta=\sqrt{6} / \pi$ or $\theta \approx 0.68 \mathrm{rad}$.
3. $\cos \theta=\frac{\sqrt{2 m+1} \sqrt{2 n+1}\left(b^{m+n+1}-a^{m+n+1}\right)}{\sqrt{b^{2 m+1}-a^{2 m+1}} \sqrt{b^{2 n+1}-a^{2 n+1}}(m+n+1)}$.
4. $\langle\mathbf{v}, \mathbf{w}\rangle=24-8 i,\|\mathbf{v}\|=\sqrt{99},\|\mathbf{w}\|=\sqrt{30}$.
5. Only property 2 holds.
6. $\langle A, B\rangle=12,\|A\|=\sqrt{39},\|B\|=\sqrt{15}, \theta \approx 1.05 \mathrm{rad}$.
7. No.
8. No.
9. (a) 0
(b) -1 .
10. (a) -3
(b) 0 .
11. $\mathbf{v}=r(1,1)$ or $\mathbf{v}=s(1,-1)$, where $r, s \in \mathbb{R}$.
12. $\left\{\left(v_{1}, v_{2}\right) \in \mathbb{R}^{2}: v_{1}^{2}>v_{2}^{2}\right\}$.
13. $\langle\mathbf{u}+\mathbf{v}, \mathbf{w}+\mathbf{x}\rangle=\langle\mathbf{u}, \mathbf{w}\rangle+\langle\mathbf{u}, \mathbf{x}\rangle+\langle\mathbf{v}, \mathbf{w}\rangle+\langle\mathbf{v}, \mathbf{x}\rangle$.
14. (a) $\sqrt{40}$
(b) $\sqrt{976}$
(c) -120 .

## Section 5.2

## True-False Review

(a) True
(b) False
(c) True
(d) False
(e) True
(f) True
(g) True

## Problems

1. Orthonormal set: $\left\{\frac{1}{\sqrt{5}}(1,2), \frac{1}{\sqrt{5}}(-2,1)\right\}$.
2. Orthonormal set: $\left\{\frac{\sqrt{3}}{6}(1,3,-1,1), \frac{1}{2}(-1,1,1,-1), \frac{\sqrt{6}}{6}(1,0,2,1)\right\}$.
3. Orthonormal set: $\left\{\frac{1}{\sqrt{15}}(1,2,-1,0,3), \frac{1}{\sqrt{7}}(1,1,0,2,-1)\right.$,

$$
\left.\frac{1}{\sqrt{77}}(4,2,-4,-5,-4)\right\} \text {. }
$$

7. Orthogonal vectors $(a, b, c) \in \mathbb{R}^{3}$ satisfy $-3 a+6 b+c=0$. Orthogonal basis: $\{(-3,6,1),(1,0,3),(0,-1,6)\}$.
8. Orthogonal vectors $(a, b, c, d) \in \mathbb{R}^{4}$ satisfying $a=\frac{1}{4} d$ and $b=-\frac{3}{2} c-\frac{17}{8} d$. Orthogonal basis: $\{(-4,0,0,1),(1,2,3,4)$, $(1,0,0,4),(0,-3,2,0)\}$.
9. Orthonormal set: $\left\{\frac{1}{\sqrt{15}}(1-i, 3+2 i), \frac{1}{\sqrt{15}}(2+3 i, 1-i)\right\}$.
10. $z=1-i$. Orthonormal set: $\left\{\frac{1}{\sqrt{7}}(1-i, 1+2 i), \frac{1}{\sqrt{7}}(2+i, 1-i)\right\}$.
11. Orthonormal set: $\left\{\frac{1}{\sqrt{2}}, \frac{3}{\sqrt{6}} x, \frac{5}{2 \sqrt{10}}\left(3 x^{2}-1\right)\right\}$.
12. Polynomials of the form $r(x)=t\left(-x+x^{2}\right)$.
13. $\frac{2}{\sqrt{41}}$.
14. $\frac{6 \sqrt{35}}{7}$.
15. $\frac{\sqrt{31858}}{34}$.
16. $\frac{16}{\sqrt{21}}$.
17. $\frac{1}{\sqrt{5}}$.
18. $\lambda=-\frac{\left\langle\mathbf{v}, \mathbf{u}_{1}\right\rangle}{\left\|\mathbf{u}_{1}\right\|^{2}}, \mu=-\frac{\left\langle\mathbf{v}, \mathbf{u}_{2}\right\rangle}{\left\|\mathbf{u}_{2}\right\|^{2}}$

## Section 5.3

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) False
(f) True

## Problems

1. Orthonormal basis: $\left\{\frac{1}{\sqrt{14}}(1,2,3), \frac{1}{\sqrt{5}}(2,-1,0)\right\}$.
2. Orthonormal basis: $\left\{\frac{1}{3}(2,1,-2), \frac{\sqrt{2}}{6}(-1,4,1)\right\}$.
3. Orthonormal basis: $\left\{\frac{1}{\sqrt{5}}(2,0,1), \frac{1}{\sqrt{6}}(-1,1,2), \frac{1}{\sqrt{30}}(-1,-5,2)\right\}$.
4. Orthonormal basis: $\left\{\frac{1}{\sqrt{2}}(1,0,-1,0),(0,1,0,0)\right.$, $\left.\frac{1}{\sqrt{6}}(-1,0,-1,2)\right\}$.
5. Orthonormal basis: $\left\{\frac{1}{\sqrt{3}}(1,1,-1,0), \frac{1}{\sqrt{15}}(-1,2,1,3)\right.$, $\left.\frac{1}{\sqrt{15}}(3,-1,2,1)\right\}$.
6. Orthogonal basis for rowspace $(A):\{(1,-3,2,0,-1)$, $(11,-18,-23,5,19)\}$; orthogonal basis for $\operatorname{colspace}(A)$ : $\{(1,0),(0,1)\}$.
7. Orthogonal basis for rowspace $(A):\{(1,-2,1),(13,16,19)\}$; orthogonal basis for colspace $(A):\{(3,1,1),(-1,-4,7)\}$.
8. Orthonormal basis: $\left\{\frac{\sqrt{2}}{4}(1+i, i, 2-i), \frac{\sqrt{118}}{236}(9+13 i, 10-9 i\right.$, $-4+5 i)\}$.
9. Orthogonal basis: $\left\{1+2 x,-1+x+x^{2}\right\}$.
10. Orthogonal basis: $\left\{1, \frac{1}{3}\left(3 x^{2}-1\right), \frac{1}{35}\left(35 x^{4}-30 x^{2}+3\right)\right\}$.
11. Orthogonal basis: $\left\{\left[\begin{array}{rr}1 & -1 \\ 2 & 1\end{array}\right], \frac{1}{8}\left[\begin{array}{ll}1 & -9 \\ 2 & -7\end{array}\right]\right\}$.
12. Orthogonal basis: $\left\{1-2 x+2 x^{2}, 16-5 x-13 x^{2}\right\}$.

## Section 5.4

## True-False Review

(a) True
(b) False
(c) True
(d) False
(e) True
(f) True

## Problems

1. $y=\frac{3}{8} x+\frac{3}{4}$.
2. $y=\frac{40}{3}$.
3. $y=x-1$.
4. $y=-.096 x+1.4$.
5. $y=2 x^{2}-5 x$.
6. $k=\frac{107}{35}$ pounds per square inch.
7. $P(t)=1.510 e^{0.099 t}$.
8. (a) $m \times m$.

## Section 5.5

## Additional Problems

1. $\theta=\cos ^{-1}\left(\frac{5}{\sqrt{221}}\right) \approx 1.23 \mathrm{rad}$.
2. $\theta=\cos ^{-1}\left(\frac{13}{\sqrt{561}}\right) \approx 0.99 \mathrm{rad}$.
3. nullspace $(A)=\{\mathbf{0}\}$, so the basis is empty; orthonormal basis for $\operatorname{rowspace}(A)=\{(1,0,0),(0,1,0),(0,0,1)\}$; orthonormal basis for $\operatorname{colspace}(A)=\left\{\frac{1}{2}(1,-1,0,1,1), \frac{1}{\sqrt{8}}(-1,1,2,1,1)\right.$, $\left.\frac{1}{6}(3,3,0,-3,3)\right\}$.
4. Orthogonal basis: $\{(1,0,0),(0,1,0),(0,0,1)\}$.
5. Orthogonal basis: $\left\{\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right],\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]\right\}$.
6. $\frac{\sqrt{78864}}{53}$.
7. $\frac{17}{\sqrt{19}}$.
8. $y=1.1 x-1.8$.
9. $y=2 x+7$.

## Chapter 6

## Section 6.1

## True-False Review

(a) False
(b) False
(c) False
(d) True
(e) True
(f) True

## Problems

15. $A=\left[\begin{array}{rr}1 & 3 \\ 2 & -7 \\ 1 & 0\end{array}\right]$.
16. $A=\left[\begin{array}{lll}1 & 5 & -3\end{array}\right]$.
17. $T\left(x_{1}, x_{2}\right)=\left(x_{1}+3 x_{2},-4 x_{1}+7 x_{2}\right)$.
18. $T\left(x_{1}, x_{2}, x_{3}\right)=\left(2 x_{1}+2 x_{2}-3 x_{3}, 4 x_{1}-x_{2}+2 x_{3}\right.$, $\left.5 x_{1}+7 x_{2}-8 x_{3}\right)$.
19. $T\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=x_{1}-4 x_{2}-6 x_{3}+2 x_{5}$.
20. $A=\left[\begin{array}{rr}-\frac{5}{3} & -\frac{2}{3} \\ \frac{1}{3} & \frac{1}{3} \\ \frac{5}{3} & -\frac{1}{3} \\ -1 & 1\end{array}\right]$.
21. $A=\left[\begin{array}{rrr}-4 & 3 & 0 \\ -5 & 2 & -3 \\ 15 & -7 & 6\end{array}\right]$.
22. $T\left(a x^{2}+b x+c\right)=b x^{2}+(3 a+c) x+(2 a-b+c)$.
23. $T(1)=-2 x+3, T(x)=2 x, T\left(x^{2}\right)=x^{2}-x$.

## Section 6.2

## True-False Review

(a) False
(b) True
(c) False
(d) True
(e) False
(f) False

## Problems

5. Stretch in the $y$-direction, followed by a stretch in the $x$-direction, followed by reflection across line $y=x$.
6. Reflection in the $x$-axis, followed by a reflection in the $y$-axis.
7. Reflection in the $x$-axis, followed by a stretch in the $y$-direction, followed by a shear parallel to the $x$-axis, followed by a shear parallel to the $y$-axis.
8. Shear parallel to the $x$-axis, followed by a reflection in the $y$-axis, followed by a shear parallel to the $y$-axis.
9. For $\theta=\pi / 2$, this corresponds to a reflection in the $x$-axis followed by a reflection across the line $y=x$. For $\theta=3 \pi / 2$, this corresponds to a reflection in the $y$-axis followed by a reflection across the line $y=x$.

## Section 6.3

## Problems

## True-False Review

(a) False
(b) False
(c) False
(d) False
(e) True
(f) True

## Problems

1. (a) $T(\mathbf{x})=(0,0,0,0)$, Yes
(b) $T(\mathbf{x})=(-1,-2,-4,-8)$, No
(c) $T(\mathbf{x})=(0,0,0,0)$, Yes.
2. $\operatorname{Ker}(T)=\left\{\mathbf{x} \in \mathbb{R}^{2}: \mathbf{x}=(-2 t, t), t \in \mathbb{R}\right\}, \operatorname{dim}[\operatorname{Ker}(T)]=1$; $\operatorname{Rng}(T)=\left\{\mathbf{y} \in \mathbb{R}^{2}: \mathbf{y}=(3 r, r), r \in \mathbb{R}\right\}, \operatorname{dim}[\operatorname{Rng}(T)]=1$.
3. $\operatorname{Ker}(T)=\left\{\mathbf{x} \in \mathbb{R}^{3}: \mathbf{x}=(5 t, 3 t, t), t \in \mathbb{R}\right\}, \operatorname{dim}[\operatorname{Ker}(T)]=1$; $\operatorname{Rng}(T)=\left\{\mathbf{y} \in \mathbb{R}^{3}: \mathbf{y}=(r-2 s, 2 r-3 s, 5 r-8 s), r, s \in \mathbb{R}\right\}$, $\operatorname{dim}[\operatorname{Rng}(T)]=2$.
4. $\operatorname{Ker}(T)=\left\{\mathbf{x} \in \mathbb{R}^{3}: \mathbf{x}=(-3 r, r, 0), r \in \mathbb{R}\right\}, \operatorname{dim}[\operatorname{Ker}(T)]=1$; $\operatorname{Rng}(T)=\mathbb{R}^{2}, \operatorname{dim}[\operatorname{Rng}(T)]=2$.
5. $\operatorname{Ker}(T)=\operatorname{span}\left\{\left(\frac{16}{13}, \frac{15}{13}, 1,0\right),\left(-\frac{5}{13},-\frac{12}{13}, 0,1\right)\right\}$; $\operatorname{Rng}(T)=\mathbb{R}^{2}$.
6. $\left(T_{2} T_{1}\right)(x, y)=2 x+3 y . T_{1} T_{2}$ does not exist.
7. $\left(T_{1} T_{2}\right)(x, y, z)=(-x-8 y+5 z, x+z, x-4 y+4 z)$, $\operatorname{Ker}\left(T_{1} T_{2}\right)=\operatorname{span}\{(-4,3,4)\}, \operatorname{Rng}\left(T_{1} T_{2}\right)=\operatorname{span}\{(-1,1,1)$, $(-8,0,-4)\} ;\left(T_{2} T_{1}\right)(x, y)=(3 x-y, 3 x), \operatorname{Ker}\left(T_{2} T_{1}\right)=\{(0,0)\}$, $\operatorname{Rng}\left(T_{2} T_{1}\right)=\mathbb{R}^{2}$.
8. Writing $\mathbf{v}=a \mathbf{v}_{1}+b \mathbf{v}_{2}$, then $\left(T_{2} T_{1}\right)(\mathbf{v})=(5 b-2 a) \mathbf{v}_{1}+3(a+b) \mathbf{v}_{2}$.
9. Onto only.
10. $\operatorname{Ker}(T)=\{(0,0)\}, \operatorname{Rng}(T)=\mathbb{R}^{2} ; T$ is both one-to-one and onto. $T^{-1}(\mathbf{x})=A^{-1} \mathbf{x}=\frac{1}{10}\left[\begin{array}{rr}3 & -2 \\ -1 & 4\end{array}\right]$.
11. $\operatorname{Ker}(T)=\operatorname{span}\{(7,-3,1)\}, \operatorname{Rng}(T)=\mathbb{R}^{2} ; T$ is onto only.
12. (a) $A=\left[\begin{array}{rrr}4 & -1 & 0 \\ 5 & 1 & 4\end{array}\right]$
(b) $T$ is onto only
13. $T^{-1}(a x+b)=\frac{1}{3}(2 b-a) x+\frac{1}{3}(a+b)$.
14. Neither; $T^{-1}$ does not exist.
15. $T$ is one-to-one only; $T^{-1}$ does not exist.
16. $T$ is both; $T^{-1}\left(a \mathbf{v}_{1}+b \mathbf{v}_{2}\right)=\frac{1}{7}(3 a+2 b) \mathbf{v}_{1}+\frac{1}{7}(2 a-b) \mathbf{v}_{2}$.
17. One example is $T(a, b)=a x+b$.
18. One example is $T(a)=\left[\begin{array}{rr}0 & -a \\ a & 0\end{array}\right]$.
19. $\operatorname{Ker}(T)=\{\mathbf{0}\} ; \operatorname{Rng}(T)=\operatorname{span}\{(2,5,-2,1),(-1,0,0,5),(-3,1,1,3)\}$.
20. (a) $\operatorname{Ker}(S)$ consists of the set of $n \times n$ symmetric matrices with entries in $\mathbb{R} ; \operatorname{dim}[\operatorname{Ker}(S)]=\frac{n(n+1)}{2}$.
(b) One possible basis: $\left\{E_{11}, E_{12}+E_{21}, E_{22}\right\}$; $\operatorname{dim}[\operatorname{Ker}(S)]=3$.
21. (a) $\operatorname{dim}[\operatorname{Ker}(T)]=1$
(b) $\operatorname{Rng}(T)=\operatorname{span}\left\{x^{2}+x+3, x-1\right\} ; \operatorname{dim}[\operatorname{Rng}(T)]=2$.
22. $\operatorname{Ker}(T)=\{0\}, \operatorname{dim}[\operatorname{Ker}(T)]=0$;
$\operatorname{Rng}(T)=\operatorname{span}\left\{-3 x-1, x^{2}+2 x+1\right\}, \operatorname{dim}[\operatorname{Rng}(T)]=2$.
23. $\operatorname{Ker}(T)=\left\{\mathbf{x} \in \mathbb{R}^{2}: \mathbf{x}=(t, t), t \in \mathbb{R}\right\}, \operatorname{dim}[\operatorname{Ker}(T)]=1$;
$\operatorname{Rng}(T)=\operatorname{span}\left\{\left[\begin{array}{rrr}-1 & 0 & 2 \\ 0 & 3 & -9\end{array}\right]\right\}, \operatorname{dim}[\operatorname{Rng}(T)]=1$.
24. $\operatorname{Ker}(T)=\left\{\mathbf{v} \in V: \mathbf{v}=r\left(-\mathbf{v}_{1}+\mathbf{v}_{2}+\mathbf{v}_{3}: r \in \mathbb{R}\right\}\right.$,
$\operatorname{dim}[\operatorname{Ker}(T)]=1 ; \operatorname{Rng}(T)=W, \operatorname{dim}[\operatorname{Rng}(T)]=2$.

## Section 6.4

29. $n=10$; One example is $T\left(\left[\begin{array}{llll}a & b & c & d \\ 0 & e & f & g \\ 0 & 0 & h & i \\ 0 & 0 & 0 & j\end{array}\right]\right)$ $=(a, b, c, d, e, f, g, h, i, j)$.
30. $n=3$; One example is $T\left(\left[\begin{array}{rrr}0 & -a & -b \\ a & 0 & -c \\ b & c & 0\end{array}\right]\right)=(a, b, c)$.
31. $T^{-1}(\mathbf{x})=\left[\begin{array}{rr}3 & -1 \\ -2 & 1\end{array}\right] \mathbf{x}$.
32. $T^{-1}(\mathbf{x})=\frac{1}{14}\left[\begin{array}{rrr}11 & -16 & 1 \\ -6 & 10 & 2 \\ 3 & 2 & -1\end{array}\right] \mathbf{x}$.
33. Matrix of $T_{4} T_{3}:\left[\begin{array}{ccc}10 & 25 & 23 \\ 5 & 14 & 15 \\ 12 & 19 & 1\end{array}\right]$; Matrix of $T_{3} T_{4}:\left[\begin{array}{ccc}6 & 13 & 18 \\ 4 & 8 & 6 \\ 23 & 43 & 11\end{array}\right]$.

True-False Review
(a) False
(b) True
(c) True
(d) True
(e) True
(f) True
(g) False
(h) True
(i) True
(j) False
(k) False
(l) True

## Section 6.5

## True-False Review

(a) False
(b) False
(c) False
(d) False
(e) True
(f) True

## Problems

1. (a) $[T]_{B}^{C}=\left[\begin{array}{rrrr}1 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 \\ -1 & 0 & 1 & 0\end{array}\right]$
(b) $[T]_{B}^{C}=\left[\begin{array}{rrrr}0 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 3\end{array}\right]$.
2. (a) $[T]_{B}^{C}=\left[\begin{array}{lll}1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1\end{array}\right]$
(b) $[T]_{B}^{C}=\left[\begin{array}{lll}2 & 0 & 0 \\ 1 & 2 & 0 \\ 0 & 1 & 2 \\ 0 & 0 & 1\end{array}\right]$.
3. (a) $[T]_{B}^{C}=\left[\begin{array}{llll}1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1\end{array}\right]$
(b) $[T]_{B}^{C}=\left[\begin{array}{llll}-4 & 3 & -2 & 0 \\ -4 & 3 & -2 & 0\end{array}\right]$.
4. (a) $[T]_{B}^{C}=\left[\begin{array}{rr}2 & 0 \\ 0 & -3\end{array}\right]$
(b) $[T]_{B}^{C}=\left[\begin{array}{ll}9 & -6 \\ 7 & -6\end{array}\right]$.
5. $T(\mathbf{v})=4+4 x+8 x^{3}$.
6. $T(p(x))=-x^{2}+5 x^{3}-6 x^{4}$.
7. $T(p(x))=-4+12 x+18 x^{2}-8 x^{3}$.
8. $T(p(x))=-8$.
9. (a) $A=0_{2}$
(c) $\left(T_{2} T_{1}\right)(-3+8 x)=(0,0)$.
10. No.

## Section 6.6

## Additional Problems

1. Not a linear transformation.
2. Linear; Onto only; Basis for $\operatorname{Ker}(T):\{(1,2,0)\}$; $\operatorname{dim}[\operatorname{Ker}(T)]=1$; Basis for $\operatorname{Rng}(T):\{(1,0),(0,1)\} ; \operatorname{dim}[\operatorname{Rng}(T)]=2$.
3. Linear; Onto only; Basis for $\operatorname{Ker}(T):\{(-1,1)\} ; \operatorname{dim}[\operatorname{Ker}(T)]=1$; Basis for $\operatorname{Rng}(T):\{1\} ; \operatorname{dim}[\operatorname{Rng}(T)]=1$.
4. Linear; One-to-one only; Basis for $\operatorname{Ker}(T): \emptyset$; $\operatorname{dim}[\operatorname{Ker}(T)]=0$; Basis for $\operatorname{Rng}(T):\left\{\left[\begin{array}{ll}-1 & 0 \\ -1 & 0\end{array}\right],\left[\begin{array}{rr}-1 & 0 \\ 0 & -2\end{array}\right],\left[\begin{array}{ll}0 & 0 \\ 3 & 0\end{array}\right]\right\}$; $\operatorname{dim}[\operatorname{Rng}(T)]=3$.
5. Linear; Neither; Basis for $\operatorname{Ker}(T):\{(0,1,2)\}$; $\operatorname{dim}[\operatorname{Ker}(T)]=1$; Basis for $\operatorname{Rng}(T):\left\{x^{2}+1,2 x-2\right\} ; \operatorname{dim}[\operatorname{Rng}(T)]=2$.
6. $T(x, y, z)=(-x+8 y, 2 x-2 y-5 z)$.
7. $T(x)=\left(-\frac{1}{2} x, \frac{5}{2} x, 0,-x\right)$.
8. $T\left(a+b x+c x^{2}\right)=\left[\begin{array}{cc}2 a-5 b-c & a-2 b+2 c \\ a-\frac{3}{2} b-\frac{5}{2} c & 3 a-\frac{17}{2} b-\frac{1}{2} c\end{array}\right]$.
9. 6 .
10. $2,3,4$, or 5 .
11. $[T]_{B}^{C}=\left[\begin{array}{rrr}0 & -1 & 5 \\ -3 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 3 & -1\end{array}\right] ; T(\mathbf{v})=\left[\begin{array}{rr}0 & -3 \\ -8 & -3\end{array}\right]$.
12. $[T]_{B}^{C}=\left[\begin{array}{rrr}-1 & 0 & 1 \\ 2 & 0 & 0\end{array}\right] ; T(\mathbf{v})=2 x$.
13. False.

## Chapter 7

Section 7.1

## True-False Review

(a) False
(b) True
(c) True
(d) True
(e) True
(f) False
(g) False
(h) True
(i) True

## Problems

7. $\lambda=2,5$.
8. Vectors $(t, t)$ with $t \neq 0$, corresponding to $\lambda=1$; Vectors $(t,-t)$ with $t \neq 0$, corresponding to $\lambda=-1$.
9. Vectors $(0, y, 0)$ with $y \neq 0$, corresponding to $\lambda=1$; Vectors $(x, 0, z)$ with $x, z$ not both zero, corresponding to $\lambda=0$.
10. $\lambda_{1}=3, \mathbf{v}_{1}=r(3,1) ; \lambda_{2}=-5, \mathbf{v}_{2}=s(-1,1)$.
11. $\lambda=2, \mathbf{v}=s(1,0)+t(0,1)$.
12. $\lambda_{1}=1+3 i, \mathbf{v}_{1}=r(1-i,-1) ; \lambda_{2}=1-3 i, \mathbf{v}_{2}=s(1+i,-1)$.
13. $\lambda_{1}=2+3 i, \mathbf{v}_{1}=r(1, i) ; \lambda_{2}=2-3 i, \mathbf{v}_{2}=s(1,-i)$.
14. $\lambda_{1}=1, \mathbf{v}_{1}=r(0,1,1) ; \lambda_{2}=3, \mathbf{v}_{2}=s(0,-1,1)$.
15. $\lambda_{1}=-1, \mathbf{v}_{1}=r(1,3,4) ; \lambda_{2}=1, \mathbf{v}_{2}=s(3,-5,0) ; \lambda_{3}=3$, $\mathbf{v}_{3}=t(-1,1,0)$.
16. $\lambda_{1}=1, \mathbf{v}_{1}=r(-1,0,1) ; \lambda_{2}=2, \mathbf{v}_{2}=s(1,2,0)+t(-1,0,2)$.
17. $\lambda_{1}=-2, \mathbf{v}_{1}=r(1,0,1) ; \lambda_{2}=-2+i, \mathbf{v}_{2}=s(2-i, 1+2 i, 5)$; $\lambda_{3}=-2-i, \mathrm{v}_{3}=t(2+i, 1-2 i, 5)$.
18. $\lambda=5, \mathbf{v}=r(1,0,0)+s(0,1,0)+t(0,0,1)$.
19. $\lambda_{1}=16, \mathbf{v}_{1}=r(17,13,35,31) ; \lambda_{2}=-2, \mathbf{v}_{2}=s(-1,1,-1,1)$; $\lambda_{3}=0, \mathbf{v}_{3}=a(1,-2,1,0)+b(2,-3,0,1)$.
20. $\lambda_{1}=1+i, \mathbf{v}_{1}=r(-2,1+i,-4) ; \lambda_{2}=1-3 i, \mathbf{v}_{2}=s(0,1,0)$; $\lambda_{3}=1, \mathbf{v}_{3}=t(0,0,1)$.
21. (a) $\lambda=-3,2$
(b) No.
22. (a) $\mathbf{v}=2 \mathbf{v}_{1}+\mathbf{v}_{2}-\mathbf{v}_{3}$
(b) $(3,-3,-8)$.

## Section 7.2

## True-False Review

(a) True
(b) True
(c) True
(d) True
(e) True
(f) False

## Problems

1. $\lambda_{1}=-7, m_{1}=2$, basis for $E_{1}:\{(0,1)\}, n_{1}=1$; defective.
2. $\lambda_{1}=3, m_{1}=2$, basis for $E_{1}:\{(1,0),(0,1)\}, n_{1}=2$; nondefective.
3. $\lambda_{1}=2+i, m_{1}=1$, basis for $E_{1}:\{(-3-i, 2)\}, n_{1}=1 ; \lambda_{2}=2-i$, $m_{2}=1$, basis for $E_{2}:\{(-3+i, 2)\}, n_{2}=1$; nondefective.
4. $\lambda_{1}=-1, m_{1}=1$, basis for $E_{1}:\{(0,1,1)\}, n_{1}=1 ; \lambda_{2}=4$, $m_{2}=2$, basis for $E_{2}:\{(1,0,0),(0,3,-2)\}, n_{2}=2$; nondefective.
5. $\lambda_{1}=3, m_{1}=1$, basis for $E_{1}:\{(25,2,11)\}, n_{1}=1 ; \lambda_{2}=4 i$, $m_{2}=1$, basis for $E_{2}:\{(0,1,-i)\}, n_{2}=1 ; \lambda_{3}=-4 i, m_{3}=1$, basis for $E_{3}:\{(0,1, i)\}, n_{3}=1$; nondefective.
6. $\lambda_{1}=2, m_{1}=3$, basis for $E_{1}:\{(1,0,0),(0,1,0),(0,0,1)\}$, $n_{1}=3$; nondefective.
7. $\lambda_{1}=2, m_{1}=1$, basis for $E_{1}:\{(3,2,4)\}, n_{1}=1 ; \lambda_{2}=0, m_{2}=2$, basis for $E_{2}:\{(1,0,2)\}, n_{2}=1$; defective.
8. $\lambda_{1}=2, m_{1}=3$, basis for $E_{1}:\{(1,0,1)\}, n_{1}=1$; defective.
9. Nondefective.
10. Nondefective.
11. Defective.
12. $\lambda_{1}=-7$, basis for $E_{1}:\{(0,1)\}$.
13. $\lambda_{1}=2$, basis for $E_{1}:\{(1,0)\}$.
14. $\lambda_{1}=5$, basis for $E_{1}:\{(1,1,-1)\} ; \lambda_{2}=2$, basis for $E_{2}$ : $\{(-1,1,0),(1,0,1)\}$.
15. (a) $\{(-3,0,1),(1,5,3)\}$
(b) No.
16. Either $a+b+c \neq 0$ or $a=b=c=0$.
17. Sum is -3 ; Product is -33 .
18. Sum is 1 ; Product is -69 .

## Problems

1. Not diagonalizable.
2. Not diagonalizable.
3. $S=\left[\begin{array}{rr}i & -i \\ 1 & 1\end{array}\right] ; S^{-1} A S=\operatorname{diag}(-4 i, 4 i)$.
4. Not diagonalizable.
5. $S=\left[\begin{array}{lll}1 & 1 & 2 \\ 1 & 2 & 0 \\ 1 & 0 & 1\end{array}\right] ; S^{-1} A S=\operatorname{diag}(3,0,0)$.
6. $S=\left[\begin{array}{ccc}17 & 0 & 0 \\ 9 & 1-i & 1+i \\ 6 & -2 & -2\end{array}\right] ; S^{-1} A S=\operatorname{diag}(4, i,-i)$.
7. $S=\left[\begin{array}{rrr}1 & -1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1\end{array}\right] ; S^{-1} A S=\operatorname{diag}(-1,3,3)$.
8. $S=\left[\begin{array}{rrrr}-2 & -3 & -4 & -1 \\ 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & -2 \\ 0 & 0 & 1 & 2\end{array}\right] ; S^{-1} A S=\operatorname{diag}(0,0,0,-3)$.
9. $x_{1}(t)=c_{1} e^{4 t}-c_{2} e^{8 t}, x_{2}(t)=c_{1} e^{4 t}+c_{2} e^{8 t}$.
10. $x_{1}(t)=c_{1} e^{2 t}+7 c_{2} e^{-4 t}, x_{2}(t)=-2 c_{1} e^{2 t}-8 c_{2} e^{-4 t}$.
11. $x_{1}(t)=c_{1} e^{-2 t}+c_{2} e^{3 t}, x_{2}(t)=c_{1} e^{-2 t}+c_{3} e^{3 t}$, $x_{3}(t)=c_{1} e^{-2 t}-4 c_{3} e^{3 t}$.
12. $A^{3}=\left[\begin{array}{rr}-127 & -84 \\ 378 & 251\end{array}\right] ; A^{5}=\left[\begin{array}{rr}-3127 & -2084 \\ 9378 & 6251\end{array}\right]$.

## Section 7.4

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) False
(f) False

## Problems

1. $e^{A t}=\left[\begin{array}{cc}e^{t} & e^{3 t}-e^{t} \\ 0 & e^{3 t}\end{array}\right]$.
2. $e^{A t}=\left[\begin{array}{rr}\cos 2 t & \sin 2 t \\ -\sin 2 t & \cos 2 t\end{array}\right]$.
3. $e^{A t}=e^{a t}\left[\begin{array}{rr}\cos b t & \sin b t \\ -\sin b t & \cos b t\end{array}\right]$.
4. $e^{A t}=e^{t}\left[\begin{array}{ccc}5 e^{t}-4 & 2\left(1-e^{t}\right) & 1-e^{t} \\ 8\left(e^{t}-1\right) & 4-3 e^{t} & 2\left(1-e^{t}\right) \\ 4\left(e^{t}-1\right) & 2\left(1-e^{t}\right) & 1\end{array}\right]$.
5. $e^{A t}=\left[\begin{array}{cc}e^{-3 t} & 0 \\ 0 & e^{5 t}\end{array}\right] ; e^{-A t}=\left[\begin{array}{cc}e^{3 t} & 0 \\ 0 & e^{-5 t}\end{array}\right]$.
6. (b) $e^{C t}=\left[\begin{array}{cc}1 & b t \\ 0 & 1\end{array}\right]$
(c) $e^{A t}=\left[\begin{array}{cc}e^{a t} & b t e^{a t} \\ 0 & e^{a t}\end{array}\right]$.
7. $e^{A t}=\left[\begin{array}{cc}1+t & t \\ -t & 1-t\end{array}\right]$.
8. $e^{A t}=\left[\begin{array}{ccc}1-t-2 t^{2} & -6 t+4 t^{2} & -5 t-2 t^{2} \\ -\frac{t^{2}}{2} & 1-2 t+t^{2} & -t-\frac{t^{2}}{2} \\ t+t^{2} & 2 t-2 t^{2} & 1+3 t+t^{2}\end{array}\right]$.
9. $e^{A t}=\left[\begin{array}{cccc}1 & t & \frac{1}{2} t^{2} & \frac{1}{6} t^{3} \\ 0 & 1 & t & \frac{1}{2} t^{2} \\ 0 & 0 & 1 & t \\ 0 & 0 & 0 & 1\end{array}\right]$.

## Section 7.5

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) True
(f) True
(g) True
(h) True

## Problems

1. $S=\left[\begin{array}{rr}\frac{1}{\sqrt{5}} & \frac{2}{\sqrt{5}} \\ -\frac{2}{\sqrt{5}} & \frac{1}{\sqrt{5}}\end{array}\right] ; S^{T} A S=\operatorname{diag}(-7,3)$.
2. $S=\left[\begin{array}{cc}-\frac{3}{\sqrt{13}} & \frac{2}{\sqrt{13}} \\ \frac{2}{\sqrt{13}} & \frac{3}{\sqrt{13}}\end{array}\right] ; S^{T} A S=\operatorname{diag}(0,13)$.
3. $S=\left[\begin{array}{rrr}-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\ 0 & 1 & 0 \\ \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}}\end{array}\right] ; S^{T} A S=\operatorname{diag}(-3,-2,3)$.
4. $S=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}\end{array}\right] ; S^{T} A S=\operatorname{diag}(2,2,4)$.
5. $S=\left[\begin{array}{ccc}\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{3}} \\ 0 & \frac{2}{\sqrt{6}} & \frac{1}{\sqrt{3}}\end{array}\right] ; S^{T} A S=\operatorname{diag}(2,2,-1)$.
6. $S=\left[\begin{array}{ccc}-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\ \frac{3}{5 \sqrt{2}} & -\frac{4}{5} & \frac{3}{5 \sqrt{2}} \\ \frac{4}{5 \sqrt{2}} & \frac{3}{5} & \frac{4}{5 \sqrt{2}}\end{array}\right] ; S^{T} A S=\operatorname{diag}(-2,3,8)$.
7. $S=\left[\begin{array}{rrr}-\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\ 0 & \frac{2}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}}\end{array}\right] ; S^{T} A S=\operatorname{diag}(-1,-1,2)$.
8. Principal axes: $\left\{\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)\right.$; Reduced quadratic form: $7 y_{1}^{2}+3 y_{2}^{2}$.
9. (a) $S=\left[\begin{array}{cc}\frac{a}{\sqrt{a^{2}+b^{2}}} & -\frac{b}{\sqrt{a^{2}+b^{2}}} \\ \frac{b}{\sqrt{a^{2}+b^{2}}} & \frac{a}{\sqrt{a^{2}+b^{2}}}\end{array}\right]$.
(b) $A=\frac{1}{a^{2}+b^{2}}\left[\begin{array}{ll}\lambda_{1} a^{2}+\lambda_{2} b^{2} & a b\left(\lambda_{1}-\lambda_{2}\right) \\ a b\left(\lambda_{1}-\lambda_{2}\right) & \lambda_{1} b^{2}+\lambda_{2} a^{2}\end{array}\right]$.
10. $\lambda_{1}=0, \mathbf{v}_{1}=r(-1,2,2) ; \lambda_{2}=6 i, \mathbf{v}_{2}=s(2+6 i,-4+3 i, 5)$; $\lambda_{3}=-6 i, \mathbf{v}_{3}=t(2-6 i,-4-3 i, 5)$.

## Section 7.6

## True-False Review

(a) True
(b) True
(c) False
(d) False
(e) True
(f) False
(g) True
(h) False
(i) True
(j) True
(k) True
(l) False

## Problems

1. 2. Block sizes: $(1,1,1)$.
1. 4. Block sizes: $(2 ; 2),(2 ; 1,1),(1,1 ; 2),(1,1 ; 1,1)$.
1. 10. Block sizes: $(4 ; 2),(3,1 ; 2),(2,2 ; 2),(2,1,1 ; 2),(1,1,1,1 ; 2)$, $(4 ; 1,1),(3,1 ; 1,1),(2,2 ; 1,1),(2,1,1 ; 1,1),(1,1,1,1 ; 1,1)$.
1. 55. 
1. (a) Block sizes: $(3 ; 2),(2,1 ; 2),(1,1,1 ; 2),(3 ; 1,1)$, $(2,1 ; 1,1),(1,1,1 ; 1,1)$.
(b) $(2,1 ; 2),(1,1,1 ; 2),(2,1 ; 1,1),(1,1,1 ; 1,1)$.
2. $\left[\begin{array}{rrr}4 & 0 & 0 \\ 0 & 4 & 0 \\ 0 & 0 & -6\end{array}\right],\left[\begin{array}{rrr}4 & 1 & 0 \\ 0 & 4 & 0 \\ 0 & 0 & -6\end{array}\right]$.
3. There are 12 matrices in $S$. Block sizes: $(3 ; 2 ; 2),(2,1 ; 2 ; 2)$, $\begin{array}{lll}(1,1,1 ; 2 ; 2), & (3 ; 2 ; 1,1), & (2,1 ; 2 ; 1,1), \\ (3 ; 1,1 ; 2), & (2,1 ; 1,1 ; 2), & (1,1,1 ; 1,1 ; 1,1),\end{array}$, $(2,1 ; 1,1 ; 1,1),(1,1,1 ; 1,1 ; 1,1)$.
4. Use two Jordan blocks of size $2 \times 2$ and three of size $1 \times 1$, or use one Jordan block of size $3 \times 3$ and four blocks of size $1 \times 1$.
5. One possible example: $A=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$, Generalized eigenvector $\mathbf{v}=(0,1,0)$.
6. $J=\left[\begin{array}{ll}8 & 1 \\ 0 & 8\end{array}\right], S=\left[\begin{array}{ll}-4 & 1 \\ -4 & 0\end{array}\right]$.
7. $J=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 2\end{array}\right], S=\left[\begin{array}{rrr}0 & 1 & 2 \\ -1 & 0 & 1 \\ 1 & 0 & 1\end{array}\right]$.
8. $J=\left[\begin{array}{lll}2 & 0 & 0 \\ 0 & 5 & 1 \\ 0 & 0 & 5\end{array}\right], S=\left[\begin{array}{lll}2 & -1 & 1 \\ 1 & -1 & 0 \\ 0 & -1 & 0\end{array}\right]$.
9. $J=\left[\begin{array}{lll}2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 3\end{array}\right], S=\left[\begin{array}{rrr}1 & 0 & -2 \\ 0 & 7 & 1 \\ 0 & 1 & 0\end{array}\right]$.
10. $J=\left[\begin{array}{rrr}-1 & 1 & 0 \\ 0 & -1 & 1 \\ 0 & 0 & -1\end{array}\right], S=\left[\begin{array}{rrr}2 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 1\end{array}\right]$.
11. $J=\left[\begin{array}{llll}2 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 4 & 1 \\ 0 & 0 & 0 & 4\end{array}\right], S=\left[\begin{array}{llll}2 & 0 & 0 & 1 \\ 1 & 1 & 1 & 0 \\ 0 & 2 & 1 & 0 \\ 2 & 0 & 1 & 1\end{array}\right]$.
12. $J=\left[\begin{array}{lllll}0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0\end{array}\right]$.
13. No.
14. Yes.
15. $x_{1}(t)=-2\left(c_{1} t e^{-t}+c_{2} e^{-t}\right)+c_{1} e^{-t} ; x_{2}(t)=2\left(c_{1} t e^{-t}+c_{2} e^{-t}\right)$.
16. $x_{1}(t)=c_{2} e^{-2 t}+c_{3} e^{-2 t} ; x_{2}(t)=c_{2} t e^{-2 t}+c_{1} e^{-2 t}+c_{3} e^{-2 t}$; $x_{3}(t)=-\left(c_{2} t e^{-2 t}+c_{1} e^{-2 t}\right)$.
17. $x_{1}(t)=4 e^{-t}\left(c_{2} t+c_{1}\right)+c_{2} e^{-t}$; $x_{2}(t)=c_{3} e^{2 t} ; x_{3}(t)=-4 e^{-t}\left(c_{2} t+c_{1}\right)$.

## Section 7.7

## Additional Problems

1. $S=\left[\begin{array}{ll}1 & 0 \\ 4 & 1\end{array}\right], D=\left[\begin{array}{rr}3 & 0 \\ 0 & -1\end{array}\right]$.
2. $S=\left[\begin{array}{rrr}-1 & 1 & 0 \\ -2 & 1 & 0 \\ 1 & 0 & 1\end{array}\right], D=\left[\begin{array}{rrr}2 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1\end{array}\right]$.
3. Not diagonalizable.
4. $J=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & -3 & 0 \\ 0 & 0 & -3\end{array}\right]$
5. False.
6. $\lambda_{1} \lambda_{2} \cdots \lambda_{k}$.

## Chapter 8

## Section 8.1

## True-False Review

(a) True
(b) False
(c) False
(d) True
(e) True
(f) True
(g) True
(h) True
(i) True
(j) False

## Problems

1. (a) $2 e^{3 x}(3-x)$.
(b) $\frac{3}{x}\left(1-x^{2} \ln x\right)$.
(c) $2 e^{3 x}(3-x)+\frac{3}{x}\left(1-x^{2} \ln x\right)$.
2. (a) $18 e^{3 x}(3-2 x)$.
(b) $\frac{6}{x^{3}}\left(1+x^{2}\right)$.
(c) $18 e^{3 x}(3-2 x)+\frac{6}{x^{3}}\left(1+x^{2}\right)$.
3. $\operatorname{Ker}(L)=\{a \cos x+b \sin x: a, b \in \mathbb{R}\}$.
4. $\operatorname{Ker}(L)=\left\{\frac{c}{|x|}: c \in \mathbb{R}\right\}$.
5. $L_{1} L_{2}=D^{2}+(3 x-1) D+\left(2 x^{2}-x+2\right)$. $L_{2} L_{1}=D^{2}+(3 x-1) D+\left(2 x^{2}-x+1\right)$.
6. $\left(D^{3}+x^{2} D^{2}-(\sin x) D+e^{x}\right) y=x^{3}$.
$y^{\prime \prime \prime}+x^{2} y^{\prime \prime}-(\sin x) y^{\prime}+e^{x} y=0$.
7. $S_{4}$ and $S_{6}$.
8. $y(x)=c_{1} e^{-x}+c_{2} e^{3 x}$.
9. $y(x)=c_{1} e^{-6 x}+c_{2} e^{6 x}$.
10. $y(x)=c_{1} e^{x}+c_{2} e^{-x}+c_{3} e^{3 x}$.
11. $y(x)=c_{1} e^{-5 x}+c_{2} e^{-2 x}+c_{3} e^{4 x}$.
12. $y(x)=c_{1} e^{-4 x}+c_{2} e^{x}+c_{3} e^{2 x}$.
13. $y(x)=c_{1} e^{-3 x}+c_{2} e^{-2 x}+c_{3} e^{2 x}+c_{4} e^{3 x}$.
14. $y(x)=c_{1} x^{-\frac{1}{2}}+c_{2} x^{-1}$.
15. $y(x)=c_{1}+c_{2} x^{\sqrt{7}}+c_{3} x^{-\sqrt{7}}$.
16. $y_{p}(x)=-\frac{11}{2}-2 x-2 x^{2}$.

General solution: $y(x)=c_{1} e^{x}+c_{2} e^{-2 x}-\frac{11}{2}-2 x-2 x^{2}$.
41. $y_{p}(x)=\frac{6}{5} e^{-3 x}$.

General solution: $y(x)=c_{1} e^{x}+c_{2} e^{2 x}+c_{3} e^{-4 x}+\frac{6}{5} e^{-3 x}$.

## Section 8.2

## True-False Review

(a) False
(b) False
(c) True
(d) True
(e) False
(f) True
(g) True
(h) False

## Problems

1. $\left\{e^{-3 x}, e^{x}\right\}$.
2. $\left\{e^{3 x} \cos 4 x, e^{3 x} \sin 4 x\right\}$.
3. Orthogonal basis: $\left\{e^{x}, e^{-2 x}-\frac{2}{e(e+1)} e^{x}\right\}$.
4. Orthonormal basis: $\left\{\frac{1}{\sqrt{\pi}} \cos x, \frac{1}{\sqrt{\pi}} \sin x\right\}$.
5. $y(x)=c_{1} e^{3 x}+c_{2} x e^{3 x}$.
6. $y(x)=c_{1} e^{-x}+c_{2} e^{5 x}$.
7. $y(x)=c_{1} e^{3 x} \cos 5 x+c_{2} e^{3 x} \sin 5 x$.
8. $y(x)=c_{1} e^{-\sqrt{2} x}+c_{2} e^{\sqrt{2} x}$.
9. $y(x)=c_{1} e^{-x} \cos x+c_{2} e^{-x} \sin x$.
10. $y(x)=c_{1} e^{7 x} \cos 3 x+c_{2} e^{7 x} \sin 3 x$.
11. $y(x)=c_{1} e^{-2 x}+\left(c_{2}+c_{3} x\right) e^{2 x}$.
12. $y(x)=e^{-x}\left[c_{1} \cos 3 x+c_{2} \sin 3 x+x\left(c_{3} \cos 3 x+c_{4} \sin 3 x\right)\right]$.
13. $y(x)=c_{1} e^{-x}+c_{2} x e^{-x}+c_{3} \cos (\sqrt{3} x)+c_{4} \sin (\sqrt{3} x)$.
14. $y(x)=e^{2 x}\left(c_{1}+c_{2} x\right)+e^{-2 x}\left(c_{3}+c_{4} x\right)$.
15. $y(x)=c_{1} e^{-2 x}+e^{-3 x}\left(c_{2} \cos x+c_{3} \sin x\right)$.
16. $y(x)=e^{x}\left(c_{1}+c_{2} x+c_{3} x^{2}\right)+c_{4} \cos 3 x+c_{5} \sin 3 x$.
17. $y(x)=c_{1} e^{-3 x}+c_{2} e^{x}+e^{-5 x}\left(c_{3}+c_{4} x+c_{5} x^{2}\right)$.
18. $y(x)=2 e^{4 x}-x e^{4 x}$.
19. $y(x)=e^{x}-\cos x$.
20. $y(x)=e^{m x} \sin k x$.
21. $y(x)=c_{1} e^{4 x}+c_{2} e^{-4 x}+e^{-2 x}\left(c_{3} \cos 3 x+c_{4} \sin 3 x\right)$.
22. $y(x)=c_{1} e^{-4 x}+c_{2} \cos 5 x+c_{3} \sin 5 x+x\left(c_{4} \cos 5 x+c_{5} \sin 5 x\right)$.

## Section 8.3

## True-False Review

(a) False
(b) False
(c) True
(d) False
(e) False
(f) False
(g) False
(h) True

## Problems

1. $A(D)=D+3$.
2. $A(D)=\left(D^{2}+1\right)(D-2)^{2}$.
3. $A(D)=D^{2}+4 D+5$.
4. $A(D)=D^{3}(D-4)^{2}$.
5. $A(D)=D^{2}+6 D+10$.
6. $A(D)=\left(D^{2}+1\right)^{3}$.
7. $A(D)=A_{1}(D) A_{2}(D)=D^{3}+4 D$.
8. $A(D)=A_{1}(D) A_{2}(D)=\left(D^{2}+4\right)\left(D^{2}+16\right)=D^{4}+20 D^{2}+64$.
9. $y(x)=c_{1} e^{x}+c_{2} e^{-2 x}+\frac{1}{2} e^{3 x}$.
10. $y(x)=c_{1} \cos 4 x+c_{2} \sin 4 x+\frac{4}{15} \cos x$.
11. $y(x)=c_{1} e^{2 x}+c_{2} e^{-x}-5+6 x-2 x^{2}$.
12. $y(x)=c_{1} e^{-x}+c_{2} e^{3 x}-x e^{-x}+\frac{8}{5} \cos x+\frac{4}{5} \sin x$.
13. $y(x)=c_{1} \cos x+c_{2} \sin x+3 e^{x}$.
14. $y(x)=c_{1} \cos 2 x+c_{2} \sin 2 x-2 x \cos 2 x$.
15. $y(x)=e^{-x}\left(c_{1} \cos 2 x+c_{2} \sin 2 x\right)-\frac{12}{17} \cos 2 x+\frac{3}{17} \sin 2 x$.
16. $y(x)=c_{1} e^{x}+c_{2} \cos x+c_{3} \sin x-\frac{9}{4} e^{-x}$.
17. $y(x)=\cos 3 x+\sin 3 x+\cos 2 x$.
18. $y(x)=e^{-2 x}+\cos x+3 \sin x$.
19. $y(x)=e^{x}+e^{2 x}+e^{3 x}+e^{4 x}$.
20. $y_{p}(x)=A_{0} x e^{2 x}$.
21. $y_{p}(x)=x^{2} e^{-2 x}\left(A_{0} \cos 3 x+B_{0} \sin 3 x\right)$.
22. $y_{p}(x)=A_{0} x e^{x}+x^{2}\left(A_{1} \cos 2 x+A_{2} \sin 2 x\right)$.
23. $y_{p}(x)=A_{0} x e^{3 x}+x e^{2 x}\left(A_{1} \cos x+A_{2} \sin x\right)$.
24. $y_{p}(x)=x\left(A_{0} \cos 4 x+B_{0} \sin 4 x\right)+A_{1}$.

## Section 8.4

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) False
(f) True

## Problems

1. $y_{p}(x)=-\frac{5}{8} \cos 4 x$
2. $y_{p}(x)=e^{2 x}(\cos x+2 \sin x)$.
3. $y_{p}(x)=-10+(3 \cos 2 x+\sin 2 x)$.
4. $y_{p}(x)=-x e^{-x} \cos x$.
5. $y_{p}(x)=x e^{-x} \sin 2 x$.
6. $y_{p}(x)=\operatorname{Re}\left(z_{p}\right)=4 x e^{x} \sin 3 x$.

## Section 8.5

## True-False Review

(a) True
(b) False
(c) True
(d) True
(e) False
(f) True
(g) True
(h) False
(i) True

## Problems

1. $\omega_{0}=2, A_{0}=2 \sqrt{2}, \phi=\pi / 4, T=\pi$.
2. (a) $k=3$.
(b) $\omega_{0}=\sqrt{3} / 2, A_{0}=2 \sqrt{3} / 3, \phi=5 \pi / 6, T=4 \pi \sqrt{3} / 3$.
3. Critically damped, $y(t)=4 e^{-t / 2}+t e^{-t / 2}$.
4. Underdamped, $y(t)=e^{-t}(\cos 2 t+2 \sin 2 t)$.
5. Overdamped, $y(t)=-\frac{1}{4} e^{-t / 2}+\frac{5}{4} e^{-5 t / 2}$.
6. $t=\ln 2$; max. displacement: $1 / 27$.
7. (a) $y(t)=\frac{1}{10} e^{-t / 10}(51 t+10)$.
(b) $\approx 19.13$.
8. $\omega_{0}=2 \sqrt{\frac{g}{L}}, T=\pi \sqrt{\frac{L}{g}}$.
9. Amplitude $=\sqrt{\frac{\alpha^{2} g+\beta^{2} L}{g}} ;$ phase $=\tan ^{-1}\left(\frac{\beta}{\alpha} \sqrt{\frac{L}{g}}\right)$; period $=2 \pi \sqrt{\frac{L}{g}}$.
10. $\approx 63$.
11. $T=\frac{2 \pi}{\omega}$ where $\omega^{2}=\frac{g\left(L^{2}+L_{0} L+L_{0}^{2}\right)}{L^{2} \sqrt{L^{2}-L_{0}^{2}}}$.
12. $y_{p}(t)=\sqrt{10} \sin \left(t-\tan ^{-1} 3\right)$.
13. $T=8 \pi$.

## Section 8.6

## True-False Review

(a) True
(b) True
(c) True
(d) True
(e) False
(f) False

## Problems

1. $q(t)=e^{-t / 2}\left(c_{1} \cos 2 t+c_{2} \sin 2 t\right)+\frac{E_{0}}{17} ; \lim _{t \rightarrow \infty} q(t)=E_{0} / 17$.
2. $i(t)=e^{-t}\left(-\cos 2 t+\frac{13}{16} \sin 2 t\right)+\cos 2 t-\frac{1}{4} \sin 2 t$.
3. $i_{p}(t)=-\frac{a C E_{0}}{a^{2} L C-a C R+1} e^{-a t}$ and
$i(t)=A_{0} e^{-\frac{R t}{2 L}} \cos (\mu t-\phi)-\frac{a C E_{0}}{a^{2} L C-a C R+1} e^{-a t}$,
where $\mu=\frac{\sqrt{4 L / C-R^{2}}}{2 L}$.

## Section 8.7

## True-False Review

(a) True
(b) False
(c) False

## Problems

1. $y(x)=c_{1} e^{3 x}+c_{2} x e^{3 x}+x^{2} e^{3 x}(2 \ln x-3)$.
2. $y(x)=c_{1} \cos 3 x+c_{2} \sin 3 x-\cos 3 x \tan ^{2} 3 x+2 \sin 3 x \tan 3 x$.
3. $y(x)=c_{1} e^{2 x}+c_{2} e^{-2 x}+$
$\left[\ln \left(e^{2 x}+1\right)-2 x-e^{-2 x}\right] e^{2 x}-\ln \left(e^{2 x}+1\right) e^{-2 x}$.
4. $y(x)=\left[c_{1}+2 \tanh ^{-1}(\cos 3 x / 2)\right] \cos 3 x+$ $\left[c_{2}+\frac{4 \sqrt{3}}{3} \tan ^{-1}(\sin 3 x / \sqrt{3})\right] \sin 3 x$.
5. $y(x)=e^{3 x}\left(c_{1} \cos 2 x+c_{2} \sin 2 x+\sin 2 x \ln \mid \sec 2 x+\right.$ $\tan 2 x \mid-1)$.
6. $y(x)=c_{1} \cos x+c_{2} \sin x-x \cos x+\ln (\sin x) \sin x-3+$ $5 x+2 x^{2}$.
7. $y(x)=e^{m x}\left(c_{1}+c_{2} x+x \tan ^{-1}(x)-\ln \sqrt{1+x^{2}}\right)$.
8. $y(x)=e^{-x}\left(c_{1}+c_{2} x+x \sin ^{-1}\left(\frac{x}{2}\right)+\sqrt{4-x^{2}}\right)$.
9. $y(x)=c_{1} e^{-2 x}+c_{2} x e^{-2 x}-2 e^{-2 x} \ln \left(1+x^{2}\right)+$ $4 x e^{-2 x} \tan ^{-1} x+\frac{1}{2}(x-1)^{2}$.
10. $y(x)=c_{1} e^{x}+c_{2} x e^{x}+c_{3} x^{2} e^{x}-2 x e^{x} \ln x$.
11. $y(x)=c_{1} e^{-x}+c_{2} x e^{-x}+c_{3} x^{2} e^{-x}+\left(x-\tan ^{-1} x\right) e^{-x}-$ $x e^{-x} \ln \left(x^{2}+1\right)+x^{2} e^{-x} \tan ^{-1} x$.
12. $y_{p}(x)=\int_{x_{0}}^{x} \sinh (x-t) F(t) d t$.
13. $y_{p}(x)=\frac{1}{3} \int_{x_{0}}^{x}\left[e^{x-t}-e^{2(t-x)}\right] F(t) d t$.
14. $y(x)=e^{2 x}\left(1-2 x+\frac{5}{6} x^{3}\right)$.
15. (a) $y_{p}(x)=\alpha e^{a x}\left[\frac{x}{\beta} \tan ^{-1}\left(\frac{x}{\beta}\right)-\frac{1}{2} \ln \left(\frac{x^{2}+\beta^{2}}{\beta^{2}}\right)\right]$.
(b) $y_{p}(x)=\alpha e^{a x}\left[x \sin ^{-1}\left(\frac{x}{\beta}\right)+\left(\beta^{2}-x^{2}\right)^{1 / 2}-\beta^{2}\right]$.
(c) $\alpha=-1: y_{p}(x)=\frac{x e^{a x}}{2}\left[(\ln x)^{2}-2 \ln x-2\right]$.

$$
\begin{aligned}
& \alpha=-2: \\
& y_{p}(x)=-e^{a x}\left[\frac{(\ln x)^{2}}{2}+\ln x+1\right] .
\end{aligned}
$$

$\alpha \neq-1,-2$ :

$$
y_{p}(x)=\frac{e^{a x} x^{\alpha+2}}{(\alpha+1)(\alpha+2)}\left[\ln x-\frac{2 \alpha+3}{(\alpha+1)(\alpha+2)}\right]
$$

33. $y_{p}(x)=\int_{x_{0}}^{x}\left[\frac{1}{30} e^{2(x-t)}[\sin (3(t-x))-\right.$ $\left.3 \cos (3(t-x))]+\frac{1}{10} e^{3(x-t)}\right] F(t) d t$.
34. $y_{p}(x)=\frac{1}{30} \int_{x_{0}}^{x}\left[3 e^{t-x}+\sin (3(x-t))-\right.$ $3 \cos (3(x-t))] F(t) d t$.
35. $y_{p}(x)=\frac{1}{30} \int_{x_{0}}^{x}\left[e^{-4(x-t)}+5 e^{2(x-t)}-6 e^{x-t}\right] F(t) d t$.

## Section 8.8

## True-False Review

(a) False
(b) True
(c) False
(d) True
(e) True
(f) False

## Problems

1. $y(x)=c_{1} x+c_{2} x^{4}$.
2. $y(x)=x^{-2}\left[c_{1} \cos (3 \ln x)+c_{2} \sin (3 \ln x)\right]$.
3. $y(x)=c_{1} x^{-2}+c_{2} x^{3}$.
4. $y(x)=c_{1} \cos (4 \ln x)+c_{2} \sin (4 \ln x)$.
5. $y(x)=c_{1} x^{m}+c_{2} x^{-m}$.
6. $y(x)=x^{m}\left[c_{1} \cos (k \ln x)+c_{2} \sin (k \ln x)\right]$.
7. $y(x)=c_{1} x^{-1}+c_{2} x^{-2}-\frac{1}{x^{2}} \cos x$.
8. $y(x)=x\left[c_{1} \cos (2 \ln x)+c_{2} \sin (2 \ln x)+2(\ln x)^{2}-1\right]$.
9. $y(x)=c_{1} x^{-2}+c_{2} x^{-3}+\frac{e^{2 x}(x-1)}{x^{3}}$.
10. $y(x)=c_{1} x^{m}+c_{2} x^{m} \ln x+y_{p}(x)$, where

$$
y_{p}(x)= \begin{cases}\frac{x^{m}(\ln x)^{k+2}}{(k+1)(k+2)}, & \text { if } k \neq-1,-2, \\ x^{m}(\ln |\ln x|-1) \ln x, & \text { if } k=-1, \\ -x^{m}(1+\ln |\ln x|), & \text { if } k=-2 .\end{cases}
$$

23. (a) $t=e^{\pi(6 n+5) / 30}$.
(d) No.

## Section 8.9

## Problems

1. $y_{2}(x)=x^{2} \ln x$.
2. $y_{2}(x)=x \cos x$.
3. $y_{2}(x)=\cos \left(x^{2}\right)$.
4. (a) $y_{1}(x)=x^{m}$.
(b) $y_{2}(x)=x^{m} \ln x$.
5. $y(x)=2 x^{2} e^{2 x}+c_{1}(2 x+1)+c_{2} e^{2 x}$.
6. $y(x)=e^{3 x}\left(4 x^{5 / 2}+c_{1} x+c_{2}\right)$.
7. $y(x)=\sqrt{x}\left[\frac{1}{24}(\ln x)^{3}+c_{1} \ln x+c_{2}\right]$.

## Section 8.10

## Additional Problems

1. $3 e^{x^{3}}\left(3 x^{4}+2 x+1\right)$.
2. $-\frac{4}{x} \sin x+4 x \cos x-8 \sin x$.
3. $\left(x^{2}+1\right)\left(\frac{2}{x^{3}}+480 x^{2}\right)-(\cos x)\left(\frac{1}{x}+40 x^{4}\right)+$ $5 x^{2}\left(\ln x+8 x^{5}\right)$.
4. $y(x)=c_{1} e^{x}+c_{2} e^{-2 x}+c_{3} x e^{-2 x}$.
5. $y(x)=c_{1} \cos 2 x+c_{2} \sin 2 x+c_{3} \cos 3 x+c_{4} \sin 3 x$.
6. $y(x)=c_{1} e^{-3 x}+c_{2} x e^{-3 x}+e^{2 x}\left(c_{3} \cos 3 x+c_{4} \sin 3 x\right)$.
7. $y(x)=c_{1} e^{-2 x}+c_{2} x e^{-2 x}+c_{3} e^{3 x}$.
8. $A(D)=D^{2}-6 D+10$.
9. $A(D)=\left(D^{2}+1\right)^{2}(D+2)$.
10. $y_{p}(x)=A_{0} e^{-2 x}$.
11. $y_{p}(x)=A_{0} \cos 4 x+A_{1} \sin 4 x$.
12. $y_{p}(x)=x^{3}\left(A_{0} \cos x+A_{1} \sin x\right)$.
13. $y(x)=e^{3 x}\left(c_{1} \cos 4 x+c_{2} \sin 4 x\right)+c_{3}+\frac{22}{15625} x+\frac{6}{625} x^{2}+\frac{1}{75} x^{3}$.
14. $y(x)=c_{1} e^{2 x}+c_{2} e^{-2 x}-\frac{5}{3} e^{x}$.
15. $y(x)=c_{1} e^{x}+c_{2} e^{-x}+2 x e^{x}$.
16. Annihilators cannot be used.
17. Annihilators cannot be used.
18. $y_{p}(x)=A_{0} x^{2} e^{4 x}$.
19. $y_{p}(x)=e^{x}\left(A_{0} \cos x+A_{1} \sin x\right)+A_{2} \cos x+A_{3} \sin x$.
20. $y_{p}(t)=e^{a t}\left(A_{0}+A_{1} t\right)+t e^{a t}\left(A_{0} \cos 2 t+B_{0} \sin b t\right)$.
21. $y(x)=c_{1} e^{-3 x}+c_{2} e^{x}-\frac{1}{8} x e^{-3 x}(2 x+1)$.
22. $y(x)=c_{1} \cos 2 x+c_{2} \sin 2 x+2 x \sin 2 x$.
23. $y(x)=c_{1} e^{x}+c_{2} e^{-x}+e^{2 x}-\frac{1}{2} \sin x$.
24. $y(x)=c_{1} \cos x+c_{2} \sin x-x \cos x+\sin x \ln |\sin x|$.
25. $y(x)=c_{1} e^{m x}+c_{2} x e^{m x}+\frac{1}{4} x^{2} e^{m x}(2 \ln x-3)$.
26. $y(x)=c_{1} e^{x}+c_{2} x e^{x}+\frac{1}{4} x^{2} e^{x}(2 \ln x-3)$
27. $y(x)=c_{1} x^{-4}+c_{2} x^{-4} \ln x$.
28. $y(x)=c_{1} x^{6} \cos (\ln x)+c_{2} x^{6} \sin (\ln x)$.
29. $y(x)=c_{1} x^{-3}+c_{2} x^{6}$.
30. $y(x)=c_{1} x^{-4}+c_{2} x^{-4} \ln x+x^{-3}$.
31. $y(x)=c_{1} x^{3} \cos (\ln x)+c_{2} x^{3} \sin (\ln x)+x^{3}$.
32. $y(x)=\frac{1}{2} x e^{-2 x}\left[(\ln x)^{2}-2 \ln x\right]$.
33. $y_{p}(x)=\frac{1}{4} x e^{5 x}\left(x^{3}-4 x^{2}+12 x-24\right)$.

## Chapter 9

## Section 9.1

## True-False Review

(a) True
(b) True
(c) False
(d) False
(e) True
(f) False
(g) False
(h) True
(i) False
(j) False

## Problems

1. $x_{1}(t)=c_{1} e^{4 t}+c_{2} e^{t}$,
$x_{2}(t)=2 c_{1} e^{4 t}-c_{2} e^{t}$
2. $x_{1}(t)=c_{1} e^{2 t}+c_{2} e^{3 t}$,
$x_{2}(t)=-c_{1} e^{2 t}-\frac{1}{2} c_{2} e^{3 t}$.
3. $x_{1}(t)=c_{1} \cos 2 t+c_{2} \sin 2 t$, $x_{2}(t)=-c_{1} \sin 2 t+c_{2} \cos 2 t$.
4. $x_{1}(t)=c_{1} e^{2 t}, x_{2}(t)=-c_{2} e^{t} \sin t+c_{3} e^{t} \cos t$, $x_{3}(t)=c_{2} e^{t} \cos t+c_{3} e^{t} \sin t$.
5. $x_{1}(t)=e^{2 t}+2 e^{-t}, x_{2}(t)=e^{2 t}-e^{-t}$.
6. $x_{1}(t)=e^{3 t}+2 t e^{3 t}, x_{2}(t)=e^{3 t}(3+2 t)$.
7. $x_{1}(t)=c_{1}+c_{2} e^{-t}+\left(3-\frac{1}{2} t\right) t$, $x_{2}(t)=2 c_{1}+c_{2} e^{-t}-t^{2}+4 t+3$.
8. $\frac{d x_{1}}{d t}=t x_{2}+\cos t, \frac{d x_{2}}{d t}=x_{3}, \frac{d x_{3}}{d t}=-x_{1}+t x_{2}+e^{t}+\cos t$.
9. $\frac{d y_{1}}{d t}=y_{2}, \frac{d y_{2}}{d t}=-2 t y_{2}-y_{1}+\cos t$.
10. $\frac{d y_{1}}{d t}=y_{2}, \frac{d y_{2}}{d t}=y_{3}, \frac{d y_{3}}{d t}=e^{t} y_{1}-t^{2} y_{2}+t$.
11. $x_{1}(t)=\cos t(3 \sin t+4)$,
$x_{2}(t)=\sec t\left[\sin ^{2} t-\cos ^{3} t+2\left(\frac{1}{2} \sin 2 t+t\right)+1\right]$.

## Section 9.2

True-False Review
(a) True
(b) False
(c) False
(d) False
(e) False
(f) True
(g) False

## Section 9.3

## True-False Review

(a) False
(b) True
(c) True
(d) True

## Problems

1. $\mathbf{x}(t)=c_{1}\left[\begin{array}{c}\sin 3 t \\ \cos 3 t\end{array}\right]+c_{2}\left[\begin{array}{c}-\cos 3 t \\ \sin 3 t\end{array}\right]$.
2. General solution: $\mathbf{x}(t)=c_{1}\left[\begin{array}{l}e^{-t} \cos 2 t \\ e^{-t} \sin 2 t\end{array}\right]+c_{2}\left[\begin{array}{c}-e^{-t} \sin 2 t \\ e^{-t} \cos 2 t\end{array}\right]$.

Particular solution: $\mathbf{x}(t)=\left[\begin{array}{l}e^{-t} \cos 2 t-3 e^{-t} \sin 2 t \\ e^{-t} \sin 2 t+3 e^{-t} \cos 2 t\end{array}\right]$.
5. $\mathbf{x}(t)=\left[\begin{array}{rcc}-3 & e^{2 t} & e^{4 t} \\ 9 & 3 e^{2 t} & e^{4 t} \\ 5 & e^{2 t} & e^{4 t}\end{array}\right]\left[\begin{array}{l}c_{1} \\ c_{2} \\ c_{3}\end{array}\right]$.
7. $\mathbf{x}(t)=c_{1}\left[\begin{array}{c}t \sin t \\ \cos t\end{array}\right]+c_{2}\left[\begin{array}{c}-t \cos t \\ \sin t\end{array}\right]$.

## Section 9.4

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) True
(f) False

## Problems

1. $\mathbf{x}(t)=c_{1} e^{3 t}\left[\begin{array}{l}1 \\ 2\end{array}\right]+c_{2} e^{-2 t}\left[\begin{array}{c}-2 \\ 1\end{array}\right]$.
2. $\mathbf{x}(t)=c_{1}\left[\begin{array}{c}\cos 4 t \\ \sin 4 t\end{array}\right]+c_{2}\left[\begin{array}{r}\sin 4 t \\ -\cos 4 t\end{array}\right]$.
3. $\mathbf{x}(t)=c_{1} e^{-t}\left[\begin{array}{r}\cos 2 t \\ -\sin 2 t\end{array}\right]+c_{2} e^{-t}\left[\begin{array}{c}\sin 2 t \\ \cos 2 t\end{array}\right]$.
4. $\mathbf{x}(t)=c_{1} e^{-t}\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right]+c_{2} e^{-t}\left[\begin{array}{r}-6 \\ 1 \\ 0\end{array}\right]+c_{3} e^{4 t}\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right]$.
5. $\mathbf{x}(t)=c_{1} e^{-4 t}\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{c}\cos 3 t \\ 0 \\ -\sin 3 t\end{array}\right]+c_{3} e^{2 t}\left[\begin{array}{c}\sin 3 t \\ 0 \\ \cos 3 t\end{array}\right]$.
6. $\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}1 \\ 0 \\ 2\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{l}0 \\ 1 \\ 3\end{array}\right]+c_{3} e^{-3 t}\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right]$.
7. $\mathbf{x}(t)=c_{1} e^{-t}\left[\begin{array}{r}1 \\ -1 \\ 1\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right]+c_{3} e^{2 t}\left[\begin{array}{r}-1 \\ 0 \\ 1\end{array}\right]$.
8. $\mathbf{x}(t)=c_{1}\left[\begin{array}{r}2 \\ -3 \\ 0 \\ 1\end{array}\right]+c_{2}\left[\begin{array}{r}1 \\ -2 \\ 1 \\ 0\end{array}\right]+c_{3} e^{-2 t}\left[\begin{array}{r}-1 \\ 1 \\ -1 \\ 1\end{array}\right]+c_{4} e^{16 t}\left[\begin{array}{l}17 \\ 13 \\ 35 \\ 31\end{array}\right]$.
9. $\mathbf{x}(t)=e^{t}\left[\begin{array}{l}2 \\ 1\end{array}\right]+e^{-5 t}\left[\begin{array}{r}1 \\ -1\end{array}\right]$.
10. $\mathbf{x}(t)=\left[\begin{array}{r}-3 \\ 9 \\ 5\end{array}\right]-2 e^{2 t}\left[\begin{array}{l}1 \\ 3 \\ 1\end{array}\right]+e^{4 t}\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$.

## Section 9.5

## True-False Review

(a) False
(b) True
(c) False
(d) False

## Problems

1. $\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}1 \\ 1\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{c}1-t \\ -t\end{array}\right]$.
2. $\mathbf{x}(t)=c_{1} e^{-t}\left[\begin{array}{r}-2 \\ 2\end{array}\right]+c_{2} e^{-t}\left[\begin{array}{c}1-2 t \\ 2 t\end{array}\right]$.
3. $\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}3 \\ 2 \\ 4\end{array}\right]+c_{2}\left[\begin{array}{l}1 \\ 0 \\ 2\end{array}\right]+c_{3}\left(\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right]+t\left[\begin{array}{l}1 \\ 0 \\ 2\end{array}\right]\right)$.
4. $\mathbf{x}(t)=e^{-t}\left\{c_{1}\left[\begin{array}{l}2 \\ 1 \\ 0\end{array}\right]+c_{2}\left[\begin{array}{r}-3 \\ 0 \\ 4\end{array}\right]+c_{3}\left[\begin{array}{c}1+16 t \\ 8 t \\ 0\end{array}\right]\right\}$.
5. $\mathbf{x}(t)=e^{t}\left\{c_{1}\left[\begin{array}{r}0 \\ -1 \\ 1\end{array}\right]+c_{2}\left[\begin{array}{c}0 \\ 4 t \\ 2-4 t\end{array}\right]+c_{3}\left[\begin{array}{c}1 \\ 2 t^{2} \\ 2 t-2 t^{2}\end{array}\right]\right\}$.
6. $\mathbf{x}(t)=e^{-2 t}\left\{c_{1}\left[\begin{array}{r}-1 \\ 1 \\ -1\end{array}\right]+c_{2}\left[\begin{array}{c}1-t \\ -2+t \\ 1-t\end{array}\right]+c_{3}\left[\begin{array}{c}1+t-t^{2} / 2 \\ -2 t+t^{2} / 2 \\ t-t^{2} / 2\end{array}\right]\right\}$.
7. $\mathbf{x}(t)=c_{1} e^{-5 t}\left[\begin{array}{r}36 \\ -36 \\ -5 \\ 6\end{array}\right]+c_{2} e^{t}\left[\begin{array}{l}0 \\ 0 \\ 1 \\ 0\end{array}\right]+c_{3} e^{t}\left[\begin{array}{c}0 \\ 0 \\ 1-t \\ 1\end{array}\right]$

$$
+c_{4} e^{t}\left[\begin{array}{c}
1 \\
1 \\
t-t^{2} / 2 \\
t
\end{array}\right]
$$

15. $\mathbf{x}(t)=e^{-3 t}\left[\begin{array}{c}t \\ t-1\end{array}\right]$.

## Section 9.6

(c) True
(d) False
(e) False
(f) True

## Problems

1. $\mathbf{x}(t)=c_{1} e^{t}\left[\begin{array}{l}1 \\ 1\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{l}3 \\ 2\end{array}\right]+\left[\begin{array}{l}3 t e^{t}-2 e^{2 t}+3 t e^{2 t}+3 e^{t} \\ 3 t e^{t}-2 e^{2 t}+2 t e^{2 t}+2 e^{t}\end{array}\right]$.
2. $\mathbf{x}(t)=c_{1} e^{3 t}\left[\begin{array}{l}1 \\ 0\end{array}\right]+c_{2} e^{3 t}\left[\begin{array}{l}t \\ 1\end{array}\right]+e^{3 t}\left[\begin{array}{c}t^{2} \\ t\end{array}\right]$.
3. $\mathbf{x}(t)=c_{1}\left[\begin{array}{l}2 \\ 1\end{array}\right]+c_{2} e^{3 t}\left[\begin{array}{l}1 \\ 2\end{array}\right]-e^{3 t}\left[\begin{array}{l}9 t^{2}-30 t+10 \\ 18 t^{2}-24 t+5\end{array}\right]$.
4. $\mathbf{x}(t)=c_{1} e^{t}\left[\begin{array}{r}-1 \\ 1\end{array}\right]+c_{2} e^{t}\left[\begin{array}{c}1+2 t \\ -2 t\end{array}\right]+t e^{t}\left[\begin{array}{c}2 t^{2}-3 t-3 \\ 6 t-2 t^{2}\end{array}\right]$.
5. $\mathbf{x}(t)=c_{1}\left[\begin{array}{r}-2 \\ 1 \\ 0\end{array}\right]+c_{2} e^{3 t}\left[\begin{array}{l}1 \\ 0 \\ 2\end{array}\right]+c_{3} e^{3 t}\left[\begin{array}{l}0 \\ 1 \\ 1\end{array}\right]$

$$
+e^{3 t}\left[\begin{array}{c}
-(3 t+2) / 9 \\
(33 t+1) / 9 \\
3 t
\end{array}\right]
$$

11. $\mathbf{x}(t)=c_{1} e^{4 t}\left[\begin{array}{r}3 \\ -2\end{array}\right]+c_{2} e^{-4 t}\left[\begin{array}{l}1 \\ 2\end{array}\right]+\left[\begin{array}{c}\cos t-4 \sin t \\ 2 \cos t+9 \sin t\end{array}\right]$.

## Section 9.7

## True-False Review

(a) False
(b) True
(c) False
(d) False
(e) False

## Problems

3. $x(t)=2\left(c_{1} \sin t-c_{2} \cos t-c_{3} \sin 3 t+c_{4} \cos 3 t\right)$,
$y(t)=3 c_{1} \sin t-3 c_{2} \cos t+c_{3} \sin 3 t-c_{4} \cos 3 t$.
4. $A_{1}(t)=120-50 e^{-t / 5}-10 e^{-t / 15}$,
$A_{2}(t)=120+100 e^{-t / 5}-20 e^{-t / 15}$.
5. $A_{1}(t)=\frac{\alpha_{1}+\alpha_{2}}{1+\beta}-\frac{\alpha_{2}-\beta \alpha_{1}}{1+\beta} e^{\lambda_{2} t}$,
$A_{2}(t)=\frac{\beta\left(\alpha_{1}+\alpha_{2}\right)}{1+\beta}+\frac{\alpha_{2}-\beta \alpha_{1}}{1+\beta} e^{\lambda_{2} t}$.

## Section 9.8

True-False Review
(a) True
(b) True
(c) True
(d) True
(e) True
(f) True

## Problems

3. $e^{A t}=\left[\begin{array}{cc}e^{t} & e^{t}-e^{-t} \\ 0 & e^{-t}\end{array}\right]$.
4. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}-e^{-t} \\ e^{-t}\end{array}\right], \mathbf{x}_{2}(t)=\left[\begin{array}{c}(1-2 t) e^{-t} \\ 2 t e^{-t}\end{array}\right]$.

$$
e^{A t}=e^{-t}\left[\begin{array}{cc}
1-2 t & -2 t \\
2 t & 1+2 t
\end{array}\right]
$$

7. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}e^{2 t} \\ 0 \\ 0\end{array}\right], \mathbf{x}_{2}(t)=\left[\begin{array}{c}0 \\ 2 e^{-3 t} \\ e^{-3 t}\end{array}\right], \mathbf{x}_{3}(t)=\left[\begin{array}{c}0 \\ -8 t e^{-3 t} \\ (1-4 t) e^{-3 t}\end{array}\right]$.

$$
e^{A t}=\left[\begin{array}{ccc}
e^{2 t} & 0 & 0 \\
0 & e^{-3 t}(1+4 t) & -8 t e^{-3 t} \\
0 & 2 t e^{-3 t} & (1-4 t) e^{-3 t}
\end{array}\right]
$$

9. $\mathbf{x}(t)=c_{1}\left[\begin{array}{c}0 \\ e^{4 t} \\ 2 e^{4 t}\end{array}\right]+c_{2}\left[\begin{array}{c}e^{-2 t} \\ e^{-2 t} \\ 0\end{array}\right]+c_{3}\left[\begin{array}{c}-3 t e^{-2 t} \\ -3 t e^{-2 t} \\ e^{-2 t}\end{array}\right]$.
10. $\mathbf{x}_{1}(t)=\left[\begin{array}{c}-\sin t \\ \cos t \\ -t \sin t \\ t \cos t\end{array}\right], \mathbf{x}_{2}(t)=\left[\begin{array}{c}\cos t \\ \sin t \\ t \cos t \\ t \sin t\end{array}\right], \mathbf{x}_{3}(t)=\left[\begin{array}{r}0 \\ 0 \\ -\sin t \\ \cos t\end{array}\right]$,

$$
\mathbf{x}_{4}(t)=\left[\begin{array}{c}
0 \\
0 \\
\cos t \\
\sin t
\end{array}\right]
$$

## Section 9.9

## True-False Review

(a) False
(b) True
(c) True
(d) True
(e) True
(f) False

## Problems

1. $(0,0),(-1,3)$.
2. $(0,0),(0,2),\left(-\frac{4}{5}, \frac{8}{5}\right)$.
3. Saddle.
4. Degenerate unstable node.
5. Stable spiral.
6. Unstable node.
7. Degenerate unstable node.
8. Stable node.
9. Saddle
10. Unstable proper node.
11. Stable spiral.
12. Stable center.
13. Saddle

## Section 9.10

## True-False Review

(a) True
(b) False
(c) True
(d) True
(e) False

## Problems

1. $(0,0)$, center or spiral.
2. $(0,0)$, saddle; $\left(\frac{4}{9}, \frac{2}{3}\right)$, unstable spiral; $\left(\frac{4}{9},-\frac{2}{3}\right)$, unstable spiral.
3. $(0,0)$, unstable node.
4. $(0,0)$, unstable spiral; $\left(\frac{1}{2},-1\right)$, saddle.
5. $(0,0)$, unstable degenerate node.

## Section 9.11

## Additional Problems

3. $\mathbf{x}(t)=c_{1} e^{-3 t}\left[\begin{array}{l}1 \\ 3\end{array}\right]+c_{2} e^{-8 t}\left[\begin{array}{r}-1 \\ 2\end{array}\right]$.
4. $\mathbf{x}(t)=c_{1} e^{6 t}\left[\begin{array}{l}1 \\ 1\end{array}\right]+c_{2} e^{6 t}\left[\begin{array}{c}1+4 t \\ 4 t\end{array}\right]$.
5. $\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right]+c_{2} e^{-t}\left[\begin{array}{r}-1 \\ 0 \\ 1\end{array}\right]+c_{3} e^{-t}\left[\begin{array}{c}1+4 t \\ 0 \\ -4 t\end{array}\right]$.
6. $\mathbf{x}(t)=c_{1}\left[\begin{array}{c}3 \cos 2 t-2 \sin 2 t \\ -\cos 2 t\end{array}\right]+c_{2}\left[\begin{array}{c}2 \cos 2 t+3 \sin 2 t \\ -\sin 2 t\end{array}\right]$.
7. $\mathbf{x}(t)=c_{1} e^{3 t}\left[\begin{array}{l}1 \\ 0 \\ 4\end{array}\right]+c_{2} e^{-5 t}\left[\begin{array}{c}4 \cos 2 t-2 \sin 2 t \\ 4 \cos 2 t \\ 0\end{array}\right]$
$+c_{3} e^{-5 t}\left[\begin{array}{c}2 \cos 2 t+4 \sin 2 t \\ 4 \sin 2 t \\ 0\end{array}\right]$.
8. $\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}4 \\ 1 \\ 2\end{array}\right]+c_{2} e^{-2 t}\left[\begin{array}{l}0 \\ 1 \\ 2\end{array}\right]+c_{3} e^{-5 t}\left[\begin{array}{r}1 \\ 2 \\ -3\end{array}\right]$.
9. $\mathbf{x}(t)=c_{1} e^{4 t}\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right]+c_{2} e^{4 t}\left[\begin{array}{r}-2 \\ 0 \\ 1\end{array}\right]+c_{3} e^{3 t}\left[\begin{array}{r}-3 \\ -1 \\ 1\end{array}\right]$.
10. $\mathbf{x}(t)=c_{1}\left[\begin{array}{r}-1 \\ 0 \\ 1\end{array}\right]+c_{2}\left[\begin{array}{c}-t \\ -1 \\ 1+t\end{array}\right]+c_{3} e^{-3 t}\left[\begin{array}{r}-2 \\ -1 \\ 2\end{array}\right]$.
11. $\mathbf{x}(t)=c_{1} e^{-t}\left[\begin{array}{r}-2 \\ -1 \\ 2\end{array}\right]+c_{2} e^{t}\left[\begin{array}{c}-\cos 2 t \\ -\sin 2 t \\ \cos 2 t+\sin 2 t\end{array}\right]$
$+c_{3} e^{t}\left[\begin{array}{c}-\sin 2 t \\ \cos 2 t \\ -\cos 2 t+\sin 2 t\end{array}\right]$.
12. $\mathbf{x}(t)=e^{-t}\left\{c_{1}\left[\begin{array}{r}1 \\ 0 \\ -1\end{array}\right]+c_{2}\left[\begin{array}{c}-2+t \\ 1 \\ 1-t\end{array}\right]+c_{3}\left[\begin{array}{c}1-2 t+t^{2} / 2 \\ t \\ t-t^{2} / 2\end{array}\right]\right\}$.
13. $\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}0 \\ 0 \\ 1 \\ 0\end{array}\right]+c_{2} e^{2 t}\left[\begin{array}{c}0 \\ 0 \\ 4 t \\ 1\end{array}\right]+c_{3}\left[\begin{array}{c}2 \cos 3 t-3 \sin 3 t \\ -\cos 3 t \\ 0 \\ 0\end{array}\right]$

$$
+c_{4}\left[\begin{array}{c}
3 \cos 3 t+2 \sin 3 t \\
-\sin 3 t \\
0 \\
0
\end{array}\right]
$$

25. $\mathbf{x}(t)=c_{1} e^{-3 t}\left[\begin{array}{l}1 \\ 3\end{array}\right]+c_{2} e^{-8 t}\left[\begin{array}{r}-1 \\ 2\end{array}\right]+\left[\begin{array}{c}\frac{5}{24}+\frac{1}{14} e^{-t} \\ \frac{1}{4}+\frac{5}{14} e^{-t}\end{array}\right]$.
26. $\mathbf{x}(t)=c_{1} e^{6 t}\left[\begin{array}{l}1 \\ 1\end{array}\right]+c_{2} e^{6 t}\left[\begin{array}{c}1+4 t \\ 4 t\end{array}\right]+e^{6 t}\left[\begin{array}{c}4 t(1-\ln |t|) \\ \ln |t|+4 t(1-\ln |t|)\end{array}\right]$.
27. $\mathbf{x}(t)=c_{1} e^{2 t}\left[\begin{array}{l}4 \\ 1 \\ 2\end{array}\right]+c_{2} e^{-2 t}\left[\begin{array}{l}0 \\ 1 \\ 2\end{array}\right]+c_{3} e^{-5 t}\left[\begin{array}{r}1 \\ 2 \\ -3\end{array}\right]$

$$
+\left[\begin{array}{l}
-\frac{1}{2} t-\frac{7}{20} \\
-\frac{1}{4} t+\frac{1}{20} \\
-\frac{1}{2} t+\frac{3}{10}
\end{array}\right]
$$

## Chapter 10

Section 10.1

## True-False Review

(a) False
(b) False
(c) True
(d) True
(e) False
(f) True
(g) False
(h) False
(i) False

## Problems

1. $\frac{1-s}{s^{2}}$.
2. $\frac{1}{(1-s)^{2}}$.
3. $\frac{b}{s^{2}-b^{2}}$.
4. $\frac{3}{s-2}$.
5. $\frac{2}{s^{3}}\left[1-e^{-s}(1+s)\right]$.
6. $\frac{s-2}{(s-2)^{2}+9}$.
7. $\frac{6\left(s^{4}+4 s^{2}+36\right)}{\left(s^{2}+9\right) s^{4}}$.
8. $\frac{b}{s^{2}-b^{2}}$.
9. $\frac{2(4 s+1)}{s(s+2)}$.
10. $\frac{2 \sqrt{2}(s+1)}{s^{2}+1}$.
11. $-\frac{128+3 s^{2}}{s\left(s^{2}+64\right)}$.
12. Piecewise continuous.
13. Piecewise continuous.
14. Piecewise continuous.
15. Piecewise continuous.
16. $\frac{1-2 e^{-2 s}}{s}$.
17. $\frac{1}{s^{2}}-\frac{e^{-s}}{s^{2}}-\frac{e^{-3 s}}{s(1-s)}$.
18. $L\left[e^{i b t}\right]=\frac{s}{s^{2}+b^{2}}+\frac{b}{s^{2}+b^{2}} i$.

## Section 10.2

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) False
(f) False

## Problems

7. $3 e^{2 t}$.
8. $\frac{1}{2} \sin 2 t$.
9. $2 t^{2}$.
10. $2 \cos 4 t+\frac{1}{4} \sin 4 t$.
11. $4 t-\cos 3 t-\frac{2}{3} \sin 3 t$.
12. $\frac{1}{5}\left(-3 e^{-t}+3 \cos 2 t+\sin 2 t\right)$.
13. $\frac{1}{30}\left(-25 e^{t}+4 e^{-2 t}+21 e^{3 t}\right)$.
14. $\frac{1}{6}(4 \cos t+6 \sin t-4 \cos 2 t-3 \sin 2 t)$.

## Section 10.3

## True-False Review

(a) False
(b) True
(c) False
(d) False
(e) False
(f) False
(g) False
(h) False

## Problems

1. $F(s)=\frac{2}{s^{3}\left(1-e^{-2 s}\right)}\left[1-e^{-2 s}\left(2 s^{2}+2 s+1\right)\right]$.
2. $F(s)=\frac{s\left(1+e^{-\pi s}\right)}{\left(1-e^{-\pi s}\right)\left(s^{2}+1\right)}$.
3. $F(s)=\frac{e^{1-s}-1}{(1-s)\left(1-e^{-s}\right)}$.
4. $F(s)=\frac{1-e^{-s}}{s\left(1+e^{-s}\right)}=\frac{1}{s} \tanh \left(\frac{s}{2}\right)$.
5. $F(s)=\frac{e^{a s / 2}-e^{-a s / 2}}{a s^{2}\left(e^{a s / 2}+e^{-a s / 2}\right)}=\frac{1}{a s^{2}} \tanh \left(\frac{a s}{2}\right)$.
6. $F(s)=\frac{s}{s^{2}+a^{2}}$.

## Section 10.4

## True-False Review

(a) False
(b) True
(c) True
(d) False

## Problems

1. $y(t)=2 e^{5 t}+e^{2 t}$.
2. $y(t)=e^{-t}+2 e^{-3 t}$.
3. $y(t)=5 e^{t}-3 \cos t+3 \sin t$.
4. $y(t)=-e^{t} \cos t+2 e^{-t} \sin t+2 e^{-t}$.
5. $y(t)=5 \cos 2 t+\frac{1}{2} \sin 2 t$.
6. $y(t)=3\left(e^{4 t}-1\right)$.
7. $y(t)=2 e^{3 t}-4 e^{2 t}+2 e^{t}$.
8. $y(t)=4 e^{2 t}-5 e^{t}+2 e^{-t}$.
9. $y(t)=\frac{22}{5} e^{-2 t}+\frac{8}{5} e^{3 t}-2+e^{t}$.
10. $y(t)=2 e^{3 t}+e^{-3 t}-\sin 2 t$.
11. $y(t)=-\sin t-3 \cos t+e^{2 t}+2 e^{-t}$.
12. $y(t)=\frac{10}{3} e^{-t}-\frac{1}{3} e^{-4 t}-2 \cos 2 t$.
13. $y(t)=\cos 2 t-2 \sin 2 t+3 \sin t$.
14. $y(t)=3 \cos 3 t+2 \sin 3 t-2 \cos 4 t-\sin 4 t$.
15. $y(t)=\frac{1}{\omega}\left(\frac{A \omega_{0}}{\omega_{0}^{2}-\omega^{2}}+y_{1}\right) \sin \omega t+\left(\frac{B}{\omega_{0}^{2}-\omega^{2}}+y_{0}\right) \cos \omega t-$ $\left(\frac{A}{\omega_{0}^{2}-\omega^{2}}\right) \sin \omega_{0} t-\left(\frac{B}{\omega_{0}^{2}-\omega^{2}}\right) \cos \omega_{0} t$.
16. $x_{1}(t)=\frac{2}{3}\left(2 e^{-2 t}+e^{t}\right), x_{2}(t)=\frac{1}{3}\left(e^{-2 t}+2 e^{t}\right)$.

## Section 10.5

## True-False Review

(a) True
(b) False
(c) True
(d) False
(e) False
(f) True
(g) True
(h) False

## Problems

1. $2(t-1)$.
2. 1 .
3. $e^{3(t-2)}$.
4. $(t+1) e^{2(t+1)}$.
5. $\frac{t-1}{(t-1)^{2}+4}$.
6. $e^{-(t-\pi / 4)}[\sin (2(t-\pi / 4))+\cos (2(t-\pi / 4))]=$ $e^{-(t-\pi / 4)}(\sin 2 t-\cos 2 t)$.
7. $f(t)=(t-1)^{2}$.
8. $f(t)=(t+1) \sin 3 t$.
9. $f(t)=\frac{t+5}{(t+3)^{2}+4}$.
10. $\frac{5}{(s+4)^{2}+25}$.
11. $\frac{3}{(s+1)^{2}}$.
12. $\frac{s^{2}+3 s+5}{(s-1)(s+2)^{2}}$.
13. $\frac{s^{2}-4 s+6}{(s-2)\left[(s-2)^{2}+4\right]}$.
14. $-\frac{\sqrt{2}(s+1)}{2\left[(s+2)^{2}+1\right]}$.
15. $2 t^{2} e^{-2 t}$.
16. $e^{t} \sin 2 t$.
17. $\frac{1}{2} e^{3 t}(2 \cos 2 t+3 \sin 2 t)$.
18. $6 e^{-t} \sin t$.
19. $e^{2 t}\left(2 \cos 3 t+\frac{4}{3} \sin 2 t\right)$.
20. $e^{-5 t}(2 \cos 7 t-\sin 7 t)$.
21. $\frac{1}{3} e^{t}+t e^{t}-\frac{1}{3} e^{-2 t}$.
22. $y(t)=4 t e^{t}-2 e^{t}+2 e^{-t}$.
23. $y(t)=e^{2 t}-2 t e^{-t}-e^{-t}$.
24. $y(t)=e^{2 t}\left(1-2 t+3 t^{2}\right)$.
25. $y(t)=\frac{1}{2} e^{2 t}-\frac{1}{18} e^{-2 t}-\frac{2}{9} e^{t}(2+3 t)$.
26. $y(t)=\frac{17}{10} \cos t+\frac{2}{5} \sin t+\frac{1}{10} e^{-3 t}(3+5 t)$.
27. $y(t)=\frac{3}{2} e^{-3 t}-\frac{5}{2} e^{t}+e^{2 t}(2 \cos t+3 \sin t)$.
28. $x_{1}(t)=-e^{7 t / 2} \cos (\sqrt{7} t / 2)+\frac{5}{\sqrt{7}} e^{7 t / 2} \sin (\sqrt{7} t / 2)$, $x_{2}(t)=e^{7 t / 2} \cos (\sqrt{7} t / 2)+\frac{3}{\sqrt{7}} e^{7 t / 2} \sin (\sqrt{7} t / 2)$.

## Section 10.6

## True-False Review

(a) False
(b) False
(c) False
(d) False

## Problems

9. $f(t)=t^{2}+\left(1-t^{2}\right) u_{1}(t)$.
10. $f(t)=2\left[1+\left(e^{t-1}-1\right) u_{1}(t)\right]$.
11. $f(t)=(3-t) u_{2}(t)+(t-4) u_{4}(t)$.
12. $f(t)=\sin t \sum_{i=0}^{\infty}\left[u_{2 i \pi}(t)-u_{(2 i+1) \pi}(t)\right]$.

## Section 10.7

## True-False Review

(a) False
(b) True
(c) True
(d) False
(e) False
(f) False
(g) False

## Problems

1. $F(s)=\frac{e^{-2 s}-e^{-3 s}}{s}$.
2. $F(s)=\frac{e^{-2 s}}{s-3}$.
3. $F(s)=-\frac{s e^{-\pi s}}{s^{2}+1}$.
4. $F(s)=\frac{e^{-3 s}}{s^{2}}+\frac{3 e^{-3 s}}{s}$.
5. $F(s)=\frac{6 e^{-4 s}}{(s-1)^{4}}$.
6. $F(s)=e^{-c s} \frac{s-a}{(s-a)^{2}+b^{2}}$.
7. $f(t)=u_{1}(t) e^{-(t-1)}$.
8. $f(t)=u_{1}(t) \cos [2(t-1)]$.
9. $f(t)=u_{2}(t) e^{-2(t-2)}$.
10. $f(t)=u_{2}(t) e^{-(t-2)} \sin (t-2)$.
11. $f(t)=\frac{1}{4} \sin [4(t-5)] u_{5}(t)$.
12. $f(t)=u_{4}(t) e^{3(t-4)}(\cos [2(t-4)]+3 \sin [2(t-4)])$.
13. $f(t)=u_{2}(t)\left[e^{t-2}-\cos (t-2)-\sin (t-2)\right]$.
14. $y(t)=u_{1}(t)\left(1-e^{-2(t-1)}\right)+e^{-2 t}$.
15. $y(t)=e^{t}+2\left[e^{t-\pi / 4}-\cos (t-\pi / 4)+\sin (t-\pi / 4)\right] u_{\pi / 4}(t)$.
16. $y(t)=\frac{1}{3}\left(1+2 e^{-3 t}\right)-\frac{1}{3} u_{1}(t)\left[1-e^{-3(t-1)}\right]$.
17. $y(t)=5 e^{3 t}+u_{a}(t)\left\{e^{3(t-a)}-e^{-(t-a)}[\cos 2(t-a)+\right.$ $2 \sin 2(t-a)]\}$.
18. $y(t)=-\frac{1}{2}+\frac{5}{3} e^{-t}-\frac{1}{6} e^{2 t}+\frac{u_{2}(t)}{2}\left[3-e^{2(t-2)}-2 e^{-(t-2)}\right]$.
19. $y(t)=t+2 \cos t-u_{1}(t)[t-1-\sin (t-1)]$.
20. $y(t)=2 e^{-3 t}+e^{2 t}+u_{1}(t)\left[2 e^{2(t-1)}+3 e^{-3(t-1)}-5 e^{-(t-1)}\right]$.
21. $y(t)=\frac{1}{5}\left[\cos t+2 \sin t-e^{t}\left(\cos 2 t+\frac{1}{2} \sin 2 t\right)\right]$ $+\frac{1}{20} u_{\pi / 2}(t)(2 \cos 2 t-3 \sin 2 t) e^{t-\pi / 2}$ $+\frac{1}{10}(2-\sin t+2 \cos t) u_{\pi / 2}(t)$.
22. $y(t)=\frac{1}{4}\left[3-3 e^{-2 t}-2 t+u_{1}(t)\left(e^{-2(t-1)}+2 t-3\right)\right]$.
23. $y(t)=\frac{1}{4}\left[e^{2 t}-1-2 t-u_{1}(t)\left(e^{2(t-1)}-2 t+1\right)-\right.$ $\left.u_{2}(t)\left(e^{2(t-1)}-2 t+3\right)+u_{3}(t)\left(e^{2(t-3)}-2 t+5\right)\right]$.
24. $i(t)=g(t)-u_{5}(t) g(t-5)$, where $g(t)=\frac{2}{R} t+\frac{2 L}{R^{2}}\left(e^{-R t / L}-1\right)$.

## Section 10.8

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) False

## Problems

1. $y(t)=3 e^{-t}+u_{5}(t) e^{-(t-5)}$.
2. $y(t)=2 e^{-4 t}+3 u_{1}(t) e^{-4(t-1)}$.
3. $y(t)=2 e^{t}-e^{2 t}+u_{1}(t)\left[e^{2(t-1)}-e^{t-1}\right]$.
4. $y(t)=e^{-t} \sin 2 t-\frac{1}{2} u_{\pi / 2}(t) e^{-(t-\pi / 2)} \sin 2 t$.
5. $y(t)=e^{-t}+\frac{1}{2} u_{2}(t)\left[e^{-(t-2)}-e^{-3(t-2)}\right]$.
6. $y(t)=3 \sin 2 t-2 \sin 3 t-\frac{1}{3} u_{\pi / 6}(t) \cos 3 t$.
7. $y(t)=\frac{3}{10} e^{-t} \sin 2 t+\frac{4}{5} \sin t-\frac{2}{5} \cos t+\frac{2}{5} e^{-t} \cos 2 t+$ $\frac{1}{2} u_{\pi / 6}(t) e^{-(t-\pi / 6)} \sin [2(t-\pi / 6)]$.
8. $y(t)=-\frac{25}{68} \cos 5 t-\frac{15}{68} \sin 5 t+\frac{25}{68} e^{-2 t} \cos 3 t+\frac{125}{204} e^{-2 t} \sin 3 t+$ $\frac{2}{3} u_{10}(t) e^{-2(t-10)} \sin [3(t-10)]$.

## Section 10.9

## True-False Review

(a) True
(b) True
(c) False
(d) True
(e) False
(f) True
(g) True

## Problems

1. $\frac{1}{2} t^{2}$.
2. $1-\cos t$.
3. $2 e^{t}-t^{2}-2 t-2$.
4. $\frac{1}{s(s-2)}$.
5. $\frac{1}{(s-1)(s-2)^{2}}$.
6. $\frac{1}{2}\left(e^{2 t}-1\right)$.
7. $\sin 2 t$.
8. $\frac{1}{81}\left[2(\cos 3 t-1)+9 t^{2}\right]$.
9. $2 \int_{0}^{t}(t-\tau)^{2} e^{\tau} \cos 2 \tau d \tau$.
10. $4 \int_{0}^{t} e^{-(3 t-7 \tau)} \sin (t-\tau) d \tau$.
11. $\int_{0}^{t} e^{4(t-\tau)} g(\tau) d \tau$.
12. $y(t)=\frac{1}{3} e^{t} \sin 3 t+\frac{1}{3} \int_{0}^{t} \cos [2(t-\tau)] e^{\tau} \sin 3 \tau d \tau$.
13. $y(t)=\alpha e^{a t}+\int_{0}^{t} f(t-\tau) e^{a \tau} d \tau$.
14. $y(t)=\frac{\beta-b \alpha}{a-b} e^{a t}+\frac{a \alpha-\beta}{a-b} e^{b t}+$

$$
\frac{1}{a-b} \int_{0}^{t} f(t-\tau)\left(e^{a \tau}-e^{b \tau}\right) d \tau
$$

33. $x(t)=\frac{1}{3} e^{2 t}+e^{-2 t}-\frac{1}{3} e^{-t}$.
34. $x(t)=12 e^{2 t}-8 e^{t}$.
35. $x(t)=\frac{1}{3}\left(5 e^{t}+10 e^{4 t}-12 e^{2 t}\right)$.

## Section 10.10

## Additional Problems

1. $F(s)=\frac{3}{s^{2}}-\frac{4}{s}$.
2. $F(s)=\frac{8}{s^{3}}$.
3. $F(s)=\frac{7}{(s+1)^{2}}$.
4. $F(s)=\frac{1}{2 s}-\frac{s}{2\left(s^{2}+4 a^{2}\right)}$.
5. $F(s)=\frac{\left(4 s^{2}+5 s+2\right) e^{-3 s}}{s^{3}}+\frac{s+1}{s^{2}}$.
6. $F(s)=\frac{5 s}{s^{2}+4}-\frac{7}{s+1}-\frac{360}{s^{7}}$.
7. $F(s)=\frac{s-3}{(s-3)^{2}+25}-\frac{2}{(s+1)^{2}+4}$.
8. $F(s)=\sqrt{\frac{\pi}{s+5}}$.
9. $F(s)=\frac{2}{s}\left(1-e^{-s}\right)+\frac{2 e^{-(s+1)}}{s+1}$.
10. $F(s)=\frac{2}{s^{3}(s-1)}$.
11. $f(t)=4 \cos 3 t+\frac{5}{3} \sin 3 t$.
12. $f(t)=\frac{1}{8}[1-\cos 4 t]$.
13. $f(t)=\frac{1}{8}\left[2+3 e^{-2 t} \sin 4 t-2 e^{-2 t} \cos 4 t\right]$.
14. $f(t)=1+u_{\ln 2}(t)\left[2 e^{-t}-1\right] ; L[f]=\frac{1}{s}-\frac{1}{s(s+1) 2^{s}}$.
15. $y(t)=\frac{13}{24} e^{4 t}+\frac{13}{12} e^{-2 t}-\frac{5}{8}$.
16. $y(t)=1+\sin t-\cos t-u_{\pi / 2}(t)[1-\cos (t-\pi / 2)]$.
17. $y(t)=u_{4}(t)(t-4) e^{-(t-4)}$.
18. $x_{1}(t)=\frac{1}{4} e^{3 t}+\frac{3}{4} e^{-t}, x_{2}(t)=\frac{1}{4} e^{3 t}-\frac{3}{4} e^{-t}$.
19. $x_{1}(t)=e^{2 t}-4 t e^{2 t}, x_{2}(t)=e^{2 t}+4 t e^{2 t}$.
20. $x(t)=2 t+t^{3} / 3$.
21. $x(t)=-2+4 t^{2}+2 \cos \sqrt{2} t$.

## Chapter 11

## Section 11.1

## True-False Review

(a) True
(b) True
(c) False
(d) False
(e) True
(f) False
(g) True
(h) True
(i) False
(j) True

## Problems

1. $R=4$.
2. $R=1$.
3. $R=0$.
4. $R=2$.
5. $R=\sqrt{17}$.
6. $R=\sqrt{10}$.
7. $f(x)=\frac{a_{0}}{x}\left(e^{x}-1\right)$.

## Section 11.2

## True-False Review

(a) True
(b) False
(c) False
(d) True
(e) True
(f) False
(g) False
(h) False
(i) True
(j) False

## Problems

1. $y_{1}(x)=\sum_{n=0}^{\infty} \frac{1}{(2 n)!} x^{2 n}, y_{2}(x)=\sum_{n=0}^{\infty} \frac{1}{(2 n+1)!} x^{2 n+1}, R=\infty$.
2. $y_{1}(x)=\sum_{n=0}^{\infty} \frac{1}{n!} x^{2 n}, y_{2}(x)=\sum_{n=0}^{\infty} \frac{2^{n}}{1 \cdot 3 \cdot 5 \cdots(2 n+1)} x^{2 n+1}$, $R=\infty$.
3. $y_{1}(x)=1+\sum_{n=1}^{\infty} \frac{4 \cdot 7 \cdots(3 n-2)(-1)^{n}}{(3 n)!} x^{3 n}$,
$y_{2}(x)=x+\sum_{n=1}^{\infty} \frac{2 \cdot 5 \cdots(3 n-1)(-1)^{n}}{(3 n+1)!} x^{3 n+1}, R=\infty$.
4. $y_{1}(x)=1+\sum_{n=1}^{\infty} \frac{1}{2 \cdot 5 \cdots(3 n-1)} x^{3 n}$,
$y_{2}(x)=x+\sum_{n=1}^{\infty} \frac{1}{3 \cdot 6 \cdots(3 n)} x^{3 n+1}, R=\infty$.
5. $y_{1}(x)=\sum_{n=0}^{\infty} \frac{(-5)(-3)(-1) \cdots(2 n-7)}{3^{n}(2 \cdot 4 \cdot 6 \cdots 2 n)} x^{2 n}$,
$y_{2}(x)=x-\frac{4}{9} x^{3}+\frac{8}{135} x^{5}, R=\sqrt{3}$ (lower bound).
6. $y_{1}(x)=1+\sum_{n=1}^{\infty} \frac{4^{n}(2 \cdot 4 \cdot 6 \cdots 2 n)}{1 \cdot 3 \cdot 5 \cdots(2 n-1)} x^{2 n}$,
$y_{2}(x)=x+\sum_{n=1}^{\infty} \frac{4^{n}(1 \cdot 3 \cdot 5 \cdots(2 n-1)}{2 \cdot 4 \cdot 6 \cdots 2 n} x^{2 n+1}$,
$R=\frac{1}{2}$ (lower bound).
7. $y_{1}(x)=1-\frac{2}{3} x^{3}+\frac{1}{3} x^{4}-\frac{2}{15} x^{5}+\cdots$,
$y_{2}(x)=x-x^{2}+\frac{2}{3} x^{3}-\frac{2}{3} x^{4}+\frac{7}{15} x^{5}+\cdots, R=\infty$.
8. $y_{1}(x)=1+\frac{1}{2} x^{2}+\frac{1}{6} x^{3}+\frac{1}{12} x^{4}+\frac{1}{24} x^{5}+\cdots$,
$y_{2}(x)=x+\frac{1}{6} x^{3}+\frac{1}{12} x^{4}+\frac{1}{30} x^{5}+\cdots, R=\infty$.
9. (a) No
(b) $y_{1}(x)=1+\frac{1}{2}(x-1)^{2}+\frac{1}{8}(x-1)^{4}+\cdots$,

$$
y_{2}(x)=(x-1)+\frac{1}{3}(x-1)^{3}-\frac{1}{12}(x-1)^{4}+\cdots, R \geq 1
$$

19. (a) $y(x)=\sum_{n=0}^{\infty}(-1)^{n} \frac{(n+1)!}{2^{n}(2 n)!} x^{2 n}$
(b) Polynomial approximation: $y_{8}(x)=1-\frac{1}{2} x^{2}+\frac{1}{16} x^{4}-$ $\frac{1}{240} x^{6}+\frac{1}{5376} x^{8} ;$ error $<6.3 \times 10^{-6}$ on $[-1,1]$.
20. $y(x)=a_{0}\left(1+2 x^{2}+\frac{1}{3} x^{4}+\cdots\right)+a_{1}\left(x+\frac{1}{2} x^{3}+\frac{1}{40} x^{5}+\cdots\right)+$ $\left(3 x^{2}+x^{3}+\frac{3}{4} x^{4}+\frac{1}{10} x^{5}+\frac{1}{120} x^{6}+\cdots\right)$.

## Section 11.3

## True-False Review

(a) False
(b) True
(c) True
(d) True

## Problems

1. For $\alpha=3, y_{2}(x)=a_{1}\left(x-\frac{5}{3} x^{3}\right), P_{3}(x)=-\frac{3}{2} x\left(1-\frac{5}{3} x^{2}\right)$, and for $\alpha=4, y_{1}(x)=a_{0}\left(1-10 x^{2}+\frac{35}{3} x^{4}\right), P_{4}(x)=$ $\frac{3}{8}\left(1-10 x^{2}+\frac{35}{3} x^{4}\right)$.
2. $p(x)=\frac{16}{3} P_{0}+\frac{6}{5} P_{1}+\frac{2}{3} P_{2}+\frac{4}{5} P_{3}$.
3. $\alpha=0: y_{1}(x)=1 ; \alpha=1: y_{2}(x)=x ; \alpha=2: y_{1}(x)=1-2 x^{2}$; $\alpha=3: y_{2}(x)=x\left(1-\frac{2}{3} x^{2}\right)$.

## Section 11.4

## True-False Review

(a) False
(b) False
(c) True
(d) True
(e) True

## Problems

1. $x=1$ is a regular singular point. All other points are ordinary points.
2. $x=0$ is a regular singular point, and $x= \pm 1$ are irregular singular points.
3. $x= \pm 3$ are regular singular points, and $x=0$ is an irregular singular point.
4. $r=-\frac{1}{4}$ and $r=1$.
5. $r=1 \pm 2 i$
6. $y_{1}(x)=x^{1 / 2} e^{-3 x}, y_{2}(x)=x^{1 / 3}\left[1+\sum_{n=1}^{\infty} \frac{(-18)^{n}}{5 \cdot 11 \cdots(6 n-1)} x^{n}\right]$.
7. $y_{1}(x)=1+\sum_{n=1}^{\infty} \frac{x^{2 n}}{n![3 \cdot 7 \cdots(4 n-1)]}$,
$y_{2}(x)=x^{1 / 2}\left[1+\sum_{n=1}^{\infty} \frac{x^{2 n}}{n![5 \cdot 9 \cdots(4 n+1)]}\right]$.
8. $y_{1}(x)=x^{2}\left(1-\frac{4}{7} x+\frac{4}{63} x^{2}\right)$,
$y_{2}(x)=x^{-1 / 2}\left[1-\sum_{n=1}^{\infty} \frac{315}{n!(2 n-5)(2 n-7)(2 n-9)} x^{n}\right]$.
9. $y_{1}(x)=x^{-1}\left[1+\sum_{n=1}^{\infty} \frac{(-3)^{n}}{1 \cdot 4 \cdots(3 n-2)} x^{n}\right]$,
$y_{2}(x)=x^{-1 / 3} e^{-x}$.
10. $y_{1}(x)=1+2 x+\frac{1}{2} x^{2}-\frac{5}{21} x^{3}-\frac{73}{840} x^{4}+\cdots$,
$y_{2}(x)=x^{2 / 3}\left[1+\frac{2}{5} x-\frac{3}{40} x^{2}-\frac{43}{660} x^{3}+\frac{31}{3696} x^{4}+\cdots\right]$.
11. $y_{1}(x)=x^{-1}, y_{2}(x)=x^{-1}\left[\ln x+\sum_{n=1}^{\infty} \frac{(2 x)^{n}}{n \cdot n!}\right]$.

## Section 11.5

## True-False Review

(a) False
(b) True
(c) False
(d) True
(e) True
(f) False

## Problems

1. $y_{1}(x)=x^{2} \sum_{n=0}^{\infty} a_{n} x^{n}, y_{2}(x)=y_{1}(x) \ln x+x^{2} \sum_{n=1}^{\infty} b_{n} x^{n}$.
2. $y_{1}(x)=x^{\sqrt{2}} \sum_{n=0}^{\infty} a_{n} x^{n}, y_{2}(x)=x^{-\sqrt{2}} \sum_{n=0}^{\infty} b_{n} x^{n}$.
3. $y_{1}(x)=x^{3 / 2} \sum_{n=0}^{\infty} a_{n} x^{n}, y_{2}(x)=x^{-1 / 2} \sum_{n=0}^{\infty} b_{n} x^{n}$.
4. $y_{1}(x)=x^{2} \sum_{n=0}^{\infty} a_{n} x^{n}, y_{2}(x)=A y_{1}(x) \ln x+x^{-1} \sum_{n=0}^{\infty} b_{n} x^{n}$, $A \neq 0$.
5. All $\alpha \neq 0$.
6. $y_{1}(x)=x^{2}\left[1+6 \sum_{n=1}^{\infty} \frac{(-1)^{n}(n+1)}{(n+2)(n+3)} x^{n}\right]$, $y_{2}(x)=x^{-1}\left[1+\frac{1}{2} x\right]$.
7. (a) $y_{1}(x)=x \sum_{n=0}^{\infty} \frac{x^{n}}{n!(n+1)!}$
(c) $y_{2}(x)=y_{1}(x) \ln x+\left[1-\frac{3}{4} x^{2}-\frac{7}{36} x^{3}+\cdots\right]$.
8. $y_{1}(x)=x \sum_{n=0}^{\infty} \frac{1}{(n+2)!} x^{n}=x^{-1}\left(e^{x}-x-1\right)$, $y_{2}(x)=x^{-1}(1+x)$.
9. $y_{1}(x)=\sum_{n=0}^{\infty} \frac{(2 x)^{n}}{(n!)^{2}}$,
$y_{2}(x)=y_{1}(x) \ln x-\left(4 x+3 x^{2}+\frac{22}{27} x^{3}+\cdots\right)$.
10. $y_{1}(x)=x^{2} \sum_{n=0}^{\infty} \frac{(n+1)}{n!} x^{n}$, $y_{2}(x)=y_{1}(x) \ln x-x^{2}\left(3 x+\frac{13}{4} x^{2}+\frac{31}{18} x^{3}+\cdots\right)$.
11. $y_{1}(x)=x^{2}\left[1+\sum_{n=1}^{\infty} \frac{(n+4)}{4(n!)} x^{n}\right]$, $y_{2}(x)=2 y_{1}(x) \ln x+x^{-1}\left(1-x+\frac{3}{2} x^{2}-\frac{21}{8} x^{4}+\cdots\right)$.
12. $y_{1}(x)=x^{3 / 2} \sum_{n=0}^{\infty} \frac{1}{(n+3)!} x^{n}=x^{-3 / 2}\left(e^{x}-1-x-\frac{1}{2} x^{2}\right)$, $y_{2}(x)=x^{-3 / 2}\left(1+x+\frac{1}{2} x^{2}\right)$.
13. $y_{1}(x)=x, y_{2}(x)=y_{1}(x) \ln x+\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n \cdot n!} x^{n+1}$.
14. $y_{1}(x)=x^{3 / 2} \sum_{n=0}^{\infty} \frac{1}{n!(n+2)!} x^{n}$, $y_{2}(x)=y_{1}(x)-x^{-1 / 2}\left(1-x+\frac{2}{9} x^{3}+\frac{25}{576} x^{4}+\cdots\right)$.
15. $y_{1}(x)=x^{-1}, y_{2}(x)=x^{-1} \ln x+x^{-2}\left[1+\sum_{n=2}^{\infty} \frac{(-1)^{n+1}}{n!(n-1)} x^{n}\right]$.
16. (a) $y(x)=N!x^{-N} \sum_{n=0}^{N} \frac{1}{(N-n)!(n!)^{2}} x^{n}$.

## Section 11.6

## True-False Review

(a) False
(b) True
(c) False
(d) True
(e) False
(f) False
(g) False

## Problems

5. $\int_{0}^{\infty} t^{p-1} e^{-a t} d t=\frac{1}{a^{p}} \Gamma(p)$.
6. (a) $\Gamma(3 / 2)=\sqrt{\pi} / 2$ and $\Gamma(-1 / 2)=-2 \sqrt{\pi}$.
7. $x^{p}=\sum_{n=1}^{\infty} \frac{2}{\lambda_{n} J_{p+1}\left(\lambda_{n}\right)} J_{p}\left(\lambda_{n} x\right)$.

## Section 11.7

## Additional Problems

1. Ordinary point.
$y_{1}(x)=1+\sum_{n=1}^{\infty} \frac{(-1)^{n}(3 n-2)(3 n-5) \cdots 7 \cdot 4 \cdot 1}{(3 n)!} x^{3 n}$,
$y_{2}(x)=x+\sum_{n=1}^{\infty} \frac{(-1)^{n}(3 n-1)(3 n-4) \cdots 5 \cdot 2}{(3 n+1)!} x^{3 n+1}$.
Solutions valid on $(-\infty, \infty)$.
2. Ordinary point. $y_{1}(x)=1+2 x^{2}+3 x^{4}+4 x^{5}+\cdots, y_{2}(x)=$ $x+\frac{5}{3} x^{3}+\frac{7}{3} x^{5}+\frac{9}{3} x^{7}+\cdots$. Solutions valid on $(-1,1)$.
3. Regular singular point. $y_{1}(x)=1-\frac{1}{3!} x^{2}+\frac{1}{5!} x^{4}-\frac{1}{7!} x^{6}+\cdots$, $y_{2}(x)=x^{-1}\left[1-\frac{1}{2} x^{2}+\frac{1}{4!} x^{4}+\cdots\right]$. Solutions valid on $(0, \infty)$.
4. Regular singular point. $y_{1}(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{2^{2 n} \cdot(n!)^{2}} x^{2 n}$, $y_{2}(x)=y_{1}(x) \ln x+\left[\frac{1}{4} x^{2}-\frac{3}{128} x^{4}+\frac{11}{13824} x^{6}+\cdots\right]$.
5. Regular singular point. $y_{1}(x)=J_{1 / 2}(x)=\sqrt{\frac{2}{\pi x}} \sin x$, $y_{2}(x)=J_{-1 / 2}(x)=\sqrt{\frac{2}{\pi x}} \cos x$.
6. Regular singular point. $y_{1}(x)=x^{1 / 2} \sum_{n=0}^{\infty} \frac{1}{n![3 \cdot 5 \cdots(2 n+3)]} x^{n}$, $y_{2}(x)=x^{-1}\left[1-x-\sum_{n=2}^{\infty} \frac{1}{n![1 \cdot 3 \cdots(2 n-3)]} x^{n}\right]$.
7. Regular singular point. $y_{1}(x)=x^{2} \sum_{n=0}^{\infty} \frac{(-4)^{n}}{(n!)^{2}} x^{n}, y_{2}(x)=$ $y_{1}(x) \ln x+x^{3}\left[8-12 x+\frac{176}{27} x^{2}-\frac{50}{27} x^{3}+\frac{1096}{3375} x^{4}+\cdots\right]$.
8. (a) $y_{1}(x)=1+\frac{a b}{2!} x^{2}+\frac{a b(2-a)(2-b)}{4!} x^{4}+\cdots$,

$$
\begin{aligned}
y_{2}(x)=x & +\frac{(1-a)(1-b)}{3!} x^{3} \\
& +\frac{(1-a)(1-b)(3-a)(3-b)}{5!} x^{5}+\cdots
\end{aligned}
$$

(d) $y_{1}(x)=1+10 x^{2}+5 x^{4}, y_{2}(x)=x+2 x^{3}+\frac{1}{5} x^{5}$.
17. (c) $N=0: y(x)=1 ; N=1: y(x)=x^{-1}(1-x)$;

$$
\begin{aligned}
& N=2: y(x)=x^{-2}\left[1-2 x+\frac{1}{2} x^{2}\right] \\
& N=3: y(x)=x^{-3}\left[1-3 x+\frac{3}{2} x^{2}-\frac{1}{6} x^{3}\right]
\end{aligned}
$$

## Appendix A

1. $\bar{z}=2-5 i,|z|=\sqrt{29}$.
2. $\bar{z}=5+2 i,|z|=\sqrt{29}$.
3. $\bar{z}=1-2 i,|z|=\sqrt{5}$.
4. $z_{1} z_{2}=1+7 i, \frac{z_{1}}{z_{2}}=-1+i$.
5. $z_{1} z_{2}=7+11 i, \frac{z_{1}}{z_{2}}=\frac{1}{10}(1-13 i)$.

## Appendix B

1. $\frac{5}{x+2}-\frac{3}{x+1}$.
2. $\frac{4}{5(x-3)}+\frac{1}{5(x+2)}$.
3. $\frac{1}{3(x+1)}+\frac{1}{6(x-2)}-\frac{1}{2(x+4)}$.
4. $\frac{3}{x+1}-\frac{1}{(x+1)^{2}}+\frac{3}{x+2}$.
5. $\frac{3}{4 x}+\frac{1}{x^{2}}-\frac{3 x+4}{4\left(x^{2}+4\right)}$.
6. $\frac{1}{2(x-2)}+\frac{x+2}{2\left(x^{2}+16\right)}$.
7. $\frac{1}{x-2}-\frac{1}{x+2}+\frac{3}{(x+2)^{2}}$.
8. $\frac{2}{3(x-2)}-\frac{2}{3(x+1)}-\frac{2}{(x+1)^{2}}$
$+\frac{1}{(x+1)^{3}}$.
9. $\frac{1}{2(x-3)}-\frac{x+1}{2\left(x^{2}+4 x+5\right)}$.

## Appendix C

Note that we have omitted the integration constants.

1. $\cos x+x \sin x$.
2. $x \ln x-x$.
3. $\frac{1}{2} e^{x^{2}}\left(x^{2}-1\right)$.
4. $x-3 \ln |x+2|$.
5. $\frac{1}{4} \ln |x|-\frac{1}{8} \ln \left(x^{2}+4\right)+\tan ^{-1} \frac{x}{2}$.
6. $\frac{1}{2} x+\frac{7}{4} \ln |2 x-1|$.
7. $2 \ln |x|-\frac{1}{x+1}-2 \ln |x+1|$.
8. $\tan ^{-1}(x+1)$.
9. $-\ln |\cos x|$.
10. $\frac{1}{4}(2 x+\sin 2 x)$.
11. $\frac{1}{13} e^{3 x}(3 \sin 2 x-2 \cos 2 x)$.

## Index

## A

Absolute value
around a matrix, 200-201
of a complex number, 792
Addition
associativity of, 248, 253
closure under, 253, 264
commutativity of, 248, 253
in $\mathbb{R}^{n}, 249$-250
of geometric vectors, 247
of matrices, 122-123
Additive inverse
existence of, 253
in $\mathbb{R}^{n}, 248$-251
properties of, 259
Adjoint method, 227-229, 239-240, 242-243
for computing matrix inverse, 228
Algebra of power series, 725-726
Alternating current (AC), 66
phase-amplitude form of a solution, 67
steady-state, 67
transient, 67
Amplitude, 532
of a steady-state current, 544-545
Analytic functions, 727-729
Angle between vectors
in $\mathbb{R}^{3}, 340$
in a real inner product space, 347
Annihilators, 515-524, 574
Anti-symmetric matrix, 119
Applied Linear Algebra (Noble/Daniel), 186
Archimedes' principle, 540 fn
Area of a parallelogram, 203-204
Associated homogeneous differential equation, 501, 505, 516, 547, 552-553, 568
Augmented matrix, 140-141, 191
Autonomous system, 643-653
Auxiliary equation, 505, 509
Auxiliary polynomial, 505

## B

Back substitution, 146
Basis, 298-308, 334
change of, 311-317
defined, 299
for lattices, 337
of eigenvectors, 450
ordered, 312
orthogonal, 354-357, 363
orthonormal, 354-357, 365
standard basis, 299-301
Bernoulli equations, 76-78
Bessel's equation of order $p, 494,773-782,787$
Fourier-Bessel expansion, 782
function expansion theorem, 780-782
function of the first kind, 775-777 properties of, 779-780
function of the second kind, 778-779
Bound parameters, 160
Bound variables, 160
Boundary-value problem, 22

## C

Capacitance, 64
Capacitor, 64
Carrying capacity, 3, 47
CAS (computer algebra systems), 30
Catenary, 106
Cauchy-Euler equation, 557-566, 574, 751-752
Cauchy-Schwarz inequality, 346-347
Center, 651, 659
Change of basis, 311-317
Change of basis matrix, 313-317
Change of variables for differential equations, 71-78
for Bernoulli equations, 76-78
for homogeneous equations of degree zero, 71-76
Characteristic equation, 436
Characteristic polynomial, 436
Characteristic values, 434
Characteristic vector, 434
Chebyshev equation, 741, 788
Chebyshev polynomials, 788
Circuit. See Electric circuit
Circular frequency, 532
Closure under scalar multiplication, 253, 264
Closure under vector addition, 253, 264
Codomain of a linear transformation, 381
Coefficient matrix, 140
Coefficients of a linear system, 138
Cofactor
matrix of cofactors, 228, 239-240
of a matrix, 222-223, 236, 242
Cofactor expansion, 222-231, 238, 242
adjoint method for $A^{-1}, 227-229,239-240,242-243$
Cramer's rule, 229-231, 239-240, 242-243, 549
Cofactor Expansion Theorem, 223-226
Column $n$-vector functions, 120
Column $n$-vectors, 116

Column space of a matrix, 321-324, 334-335
as the range of a linear transformation, 400
Column vectors, 116-117
Comparison Test for Improper Integrals, 677
Complementary function, 501, 574
Complete set of eigenvectors, 449, 488
Completing the square, 693 fn
Complex $n$-space, 139
Complex eigenvalue, 440-441, 488, 606
Complex eigenvector, 440-441, 488, 606
Complex exponential function, 507, 793-795
Complex inner product spaces, 347-349
Complex numbers, 777, 791-796
absolute value of, 792
conjugate, 792
Euler's formula, 794-795
imaginary part, 791
modulus of, 792
real part, 791
Complex scalar multiplication, 252-253
Complex-valued functions, 793-795
Complex-valued trial solutions, 526-528
Complex vector space, 254, 258-259, 333
Components of a vector, 116
relative to an ordered basis, 312
relative to an orthogonal basis, 355
relative to an orthonormal basis, 355-356
Component vector relative to an ordered basis, 312
Composition of linear transformations, 407-408, 423-424
Computational Methods in Elementary Numerical Analysis (Morris), 186
Computer algebra systems (CAS), 30
Conjugate of a complex number, 792
Consistent system of equations, 140
Constant coefficient homogeneous linear differential equations, 505-512
complex-valued trial solutions, 526-528
Constants of a linear system, 138
Convergence of power series, 723-724
Convolution integral, 711-715
Convolution product, 711
Convolution Theorem, 712
Coupled spring-mass system, 581, 625-629, 663, 703, 709
Cover-up rule, 800
Cramer's rule, 229-231, 239-240, 242-243, 549
Critical damping, 534, 543
Cross product, 202
Cycle of generalized eigenvectors, 479-480, 489, 614
Cylindrical tank problem, 112-113

## $D$

Damping, 530, 533-535, 537-538
Damping constant, 530
Defective matrix, 440, 449
as coefficient matrix for a linear system, 608-618
Degenerate node, 650
Dependent variables, 1
Derivative
of a matrix function, 133
operator, 495
Determinants, 196-245
computed from cofactor expansion, 222-231
condition for invertibility, 211-212, 239-240
effect from elementary row operations, 209-211, 238
of orders two and three (geometric interpretation), 202-205, 238
order of, 200
permutations, 197-202
properties of, 209-218, 237-238
relationship to linear systems, 211-213, 229-230, 239
Vandermonde, 233
Wronskian, 292-295, 499-500, 589, 596
Diagonalizable matrix, 456-459
square roots of, 461, 491-492
Diagonal matrix, 117-119, 190
Diagonalization, 454-459
orthogonal, 466-473
Differential equations, 1, 106
Bernoulli, 76-78
Chebyshev, 741
constant coefficient homogeneous linear, 505-512
applications (second-order), 529-538, 542-545
exact, 82-91
first-order, 1-100
applications, 61-68
homogeneous of degree zero, 71-76
linear, 53-58
general solution to, 2, 17, 107, 499, 501-502,
509-510, 574, 593-595, 601, 606, 637, 664, 665
for Bessel's equation of order $p, 778-779,787$
for Cauchy-Euler equations, 557-560
for exact differential equations, 83-84
for first-order linear differential equations, 55
for $n$th order linear differential equations, 499,
501-502, 509-510, 515-524
via power series, 734
via reduction of order, 568-570
Hermite, 741
higher-order, 101-105
homogeneous linear differential equations of order $n, 496-500,573$
homogeneous of degree zero, 71-76, 108
hypergeometric, 788
Legendre, 741-748, 785-786
linear, 13-14, 493-579
applications, 61-68, 529-538, 542-545
first-order, 53-58
homogeneous, 496-500
of order $n$, 493-579
linear systems of. See Systems of differential equations
nonlinear, 13-14
normal form, 19
order of, 1, 106
ordinary, 1
ordinary point of, 731, 785
partial, 1
particular solution to, $2,18,495,501-502$,
515-528, 547-555, 574
reduction of order, 568-572
regular, 497
Riccati, 81
separable, 34-42
singular point of, 731, 786
solutions of, 14-18
systems of. See Systems of differential equations
Differential Equations (Kaplan), 509
Differential Equations, Dynamical Systems, and Linear Algebra (Hirsch and Smale), 463
Differential operator, 496, 505
Differentiation of power series, 726
Dimension of a space of solutions to a linear differential equation, 495, 498
Dimension of a vector space, 302
Dimensions of a matrix, 115
matrix multiplication requirements, 128
Dirac delta function, 706-709
Direct current (DC), 66
Direction field, 652
Domain of a linear transformation, 381
Dot product, 124, 340, 358
Doubling time, 46
Duffing's equation, 14

## E

Eigenbasis, 450
Eigenspace, 446
Eigenvalue/eigenvector, 433-492
diagonalization, 454-459
eigenvalue/eigenvector problem, 434-442, 488-489
Jordan canonical forms, 475-485
matrix exponential function, 462-465
orthogonal diagonalization, 466-473
Eigenvalues, 434
complex, 440-441, 606
Jordan block corresponding to, 477-478
multiplicity of an, 446-447
Eigenvectors, 434
basis of, 450
complete set of, 449, 488
complex, 440-441, 606
cycle of generalized, 479-480, 489
generalized, 475, 610-611, 639, 664
Electric circuit, 63-68, 542-545
capacitor, 64
current
alternating (AC), 66
direct (DC), 66
electromotive force, 64,67
inductor, 64
RC circuit, 65
resistor, 64
RL circuit, 65
RLC circuit, 64-66, 542-545
steady-state solution, 67, 544-545
transient solution, 67, 544

Electromotive force (EMF), 64, 542
Elementary column operations, 213
Elementary matrices, 179-186, 192
Elementary row operation (ERO), 147-152, 191
effect on the determinant, 209-211, 213, 242
Elements of a matrix, 115
Equality of matrices, 115-116
Equidimensional equations, 557
Equilibrium points, 644, 665
classification of, 645-651
Equilibrium solutions
for first-order differential equations, 27, 107
for linear autonomous systems, 643-644
Euler's constant, 779
Euler's formula, 507, 794-795
Euler's method, 93-96, 107
Modified (Heun's method), 96-98
Even parity, 198
Even permutation, 198
Exact differential equations, 82-91
integrating factor for, 88-91
potential function, 83-86
level curves of, 84
test for exactness, 84
Existence and Uniqueness Theorem for first-order differential equations, 24-26 for higher-order differential equations, 497 for vector differential equations, 593
Existence Theorems (Murray and Miller), 593
Exponential function, complex, 507, 793-795
Exponential order, 677
Extending a basis, 307

## F

Farad (F), 64
Finite-dimensional vector spaces, 299
examples of, 298-308
First-order differential equations, $1-100$
applications
electric circuits, 63-68
mixing problems, 61-63
Newton's law of cooling, 3-4, 14, 39-40, 60
Newton's second law of motion, 6-9
orthogonal trajectories, 4-6
Bernoulli equation, 76-78
exact equation, 82-91
geometry of, 24
homogeneous of degree zero, 71-76, 108
linear. See First-order linear differential equations
numerical solution to, 93-100
Euler's method, 93-96, 107
fourth-order Runge-Kutta method, 98-100
modified Euler's method (Heun's method), 96-98
separable, 34-42
solution techniques summary, 107-108
First-order linear differential equations, 14, 53-58
applications, 61-68
integrating factor for, 55
standard form, 53-54
system of. See Systems of differential equations
First-order linear systems. See Systems of differential equations
First shifting theorem, 690-693

Forced oscillations of a mechanical system, 535-538
Fourier-Bessel expansion, 782
Fourier coefficients, 361
Fourier series, 361
Fourth-order Runge-Kutta method, 98-100
Free oscillations of a mechanical system, 531-535
Free parameter, 160
Free variable, 160
Frequency of oscillation, 532
Frobenius series, 752
Frobenius theory, 759-771, 778
Fundamental matrix, 594-595, 637-638, 664-665
Fundamental solution set, 594-595, 597, 664-665

## G

Gamma function, 776-777
Gaussian elimination, 156-165, 191
with partial pivoting, 167
Gauss-Jordan elimination, 157-158 technique for finding $A^{-1}, 173,191-192$
General solution
to a differential equation. See Differential equations, general solution to
to a linear system of equations. See Linear systems of equations, general solution to
to a vector differential equation. See Vector differential equations, general solution to
Generalized eigenvector, 475, 610-611, 639, 664
cycle of, 479-480, 489, 614
Generated by a set of vectors, 274,306
Geometry
level curves of a potential function, 84
of first-order differential equations, 23-31
of vectors, 246-247
transformations of $\mathbb{R}^{2}, 391$-396
Gompertz population model, 52
Gram-Schmidt orthogonalization procedure, 362-363
Gram-Schmidt process, 362-365, 376
Green's functions, 551-552

## H

Half-life, 52
Heaviside step function, 695-698
Henry (H), 64
Hermite equation, 741, 749
Hermite polynomials, 749
Heun's method, 96-98
Hexagonal lattices, 338
Higher-order differential equations, 101-105, 493-579
Hilbert matrix, 179
Homogeneous
associated to a nonhomogeneous differential equation, $501,505,516,568,574$
constant coefficient differential equations, 505-512
first-order differential equation, 71-76
first-order linear system, 582, 663-664
linear differential equations, 496-500
linear system of equations, 138, 162-164, 191, 211-213, 239, 246-247, 269-270, 327, 398
of degree zero, 71-76
vector differential equation, 593-597, 665
Hooke's law, 8, 14, 371, 581, 625
Hypergeometric equation, 788

Identity matrix, 130
Identity transformation, 393
Impulsive driving terms, 706-709
Impulsive force, 706
Inconsistent system of equations, 140
Independent variables, 1
Index form of the matrix product, 127
Indicial equation, 558, 563, 752, 811
Inductance, 64
Inductor, 64
Infinite-dimensional vector spaces, 299
Initial conditions for a differential equation, 2, 7, 107
Initial conditions for a linear system of differential equations, 664
Initial-value problems, 8, 18-20, 107, 585, 664
for systems of differential equations, 585 , 593, 664
$n$th order differential equation, $18-20$
numerical solution for first-order, 93
solution technique via Laplace transforms, 685-689
Initial vector, 479
Inner product, 342, 349
in an arbitrary inner product space, 349
pseudo, 351
standard in $\mathbb{C}^{n}$, 347-349
standard in $\mathbb{R}^{n}$, 340-341
Inner product spaces, 339-378
Cauchy-Schwarz inequality, 346-347
complex inner product spaces, 347-349
Gram-Schmidt process, 362-365
least squares approximation, 366-374
linear least squares for nonlinear models, 372-374
orthogonal and orthonormal bases for, 354-357
orthogonal projection, 357-359
real inner product spaces, 342-347
in $\mathbb{R}^{n}$, 341-342
Instantaneous blow, 706
Integral of a matrix function, 133
Integrating factor
for an exact differential equation, 88-91
for a first-order linear differential equation, 55
Integration of a matrix function, 133
Integration techniques, 804-810
integration by partial fractions, 807-809
integration by parts, 804-806
integration by substitution, 806-807
Interval of convergence, 723
Inverse Laplace transform, 678-681
Inverse of a matrix, 168-176
properties of, 175
Inverse transformation, 413-414
Inversion of a permutation, 198
Inverted elements of a permutation, 198
Invertible linear transformations, 413-414, 424-425
Invertible matrices, 169-170, 191-192, 335. See also Invertible Matrix Theorem
LU decomposition of, 184-186
properties of, 175
square roots of, 491-492
Invertible Matrix Theorem, 188-189, 331-332, 413, 416
Invertible transformations of $\mathbb{R}^{2}$, 394-396
Irreducible quadratic factors, 797

Irregular singular point, 750-751
Isoclines, 27
Isomorphic vector spaces, 414-415, 428
Isomorphism, 414-416, 428

## J

Jacobi identity, 136
Jacobian matrix, 655-656, 659
Jordan block, 477-478
number of, 479
size of, 479
Jordan canonical forms, 475-485, 489
defined, 478

## K

Kernel
of a Volterra integral equation, 714
of linear transformations, 397-404, 409-410, 424, 428
Kirchoff's second law, 63-64, 542
Kronecker delta symbol, 130

Laguerre equation, 773
Laguerre polynomials, 773
Laplace's equation, 1, 514
Laplace transforms, 670-721
existence of, 676-681
first shifting theorem, 690-693
for solving initial-value problems, 685-689, 718
for solving systems of linear differential
equations, 690
inverse, 678-681
linearity properties of, 673, 717
of a convolution product, 712
of a derivative, 685-689
of a periodic function, 682-684
of the Dirac delta function, 706-709
of the Volterra integral equation, 714-715
second shifting theorem, 699-703
summary of (table), 717
Lattices, 337-338
Leading diagonal of a matrix, 117
Leading one, 146, 153
Leading variable, 160
Least squares approximation, 366-374, 376
Legendre equation, 21, 360, 494, 741-748, 785-786
Legendre polynomials, 310, 360, 742-748
orthogonality of, 744-748
recurrence relation for, 743-744
Length of a cycle, 479
Level curves of a potential function, 84
Limit cycle, 660
Linear Algebra (Friedberg/Insel/Spence), 477fn, 478, 479
Linear Algebra (Shilov), 447
Linear autonomous systems, 643-653
Linear combination, 126, 271-272, 274, 291, 311, 333
of derivative operators, 496
Linear dependence, 284-295, 333-334
in $\mathbb{R}^{n}, 291$-292
of vector functions, 596

Linear dependency, 286
Linear differential equations, 13-14, 53-58, 493-579
applications, 61-68, 529-538, 542-545
Cauchy-Euler, 557-566, 574
constant coefficient, 505-512
first-order, 14, 53-58
homogeneous, 496-500
nonhomogeneous, 500-502
$n$th order, 493-579
power series technique, 722-790
reduction of order technique, 568-572,575
second-order, 14, 246, 543, 547, 568-572, 574
undetermined coefficients technique, 515-524
Linear differential operators, 496
Linear differential systems, 582
Linear equation, 114
Linear independence, 284-295, 333-334
definition, 286
in $\mathbb{R}^{n}, 291$-292
of functions on an interval I, 292-295
of vector functions, 589
Linear least squares, for nonlinear models, 372-374
Linear span of a set of vectors, 278-281
Linear stretch, 393
Linear systems of differential equations. See Systems of differential equations
Linear systems of equations, 114-195, 190-191, 327-329
augmented matrix of, 140-141, 191
back substitution to solve, 146
bound parameter, 160
bound variable, 160
coefficients, 138
consistent, 140
constants, 138
definition of a linear system, 138
free parameter, 160
free variable, 160
Gaussian elimination for, 156-165, 191, 194-195
Gauss-Jordan elimination for, 157-158, 173, 194-195
general solution to, 327-329
homogeneous, 138
inconsistent, 140
matrix of coefficients, 140
nonhomogeneous, 138
of differential equations. See Systems of differential equations
right-hand side vector, 142
solution set, 138
solution to, 138
terminology for, 138-143
trivial solution, 163, 172, 189, 190
vector equation for, 141-142
vector formulation, 141-143
vector of unknowns, 142
Linear transformations, 379-432, 495
codomain, 381
composition of, 407-408, 423-424
domain, 381
from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}, 385-388$
from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$, 391-396
compression, 393
expansion, 393
invertible, 394-396
reflection, 392-393
shear, 394
stretch, 393
inverse, 413-414
invertible, 394-396, 413-414, 424-425
isomorphism, 414-416, 428
kernel of, 397-404, 409-410, 424, 428
linearity properties of, 381
matrix of, 386, 419-425
matrix representation of, 420-423, 428-429
one-to-one, 409-413, 424-425, 428
onto, 409-413, 424-425, 428
product of, 407-408, 423-424
range, 397-404, 409-410, 424, 428
Rank-Nullity Theorem, 402-404
scalar product of, 390
simple transformations, 392-394
sum of, 390
Linearity properties
of components of a vector, 313
of derivative operators, 496
of Laplace transforms, 673
of linear transformations, 381
Linearly dependent, 286. See also Linear dependence
Linearly independent, 286. See also Linear independence
Logistic equation, 47
Logistic population model, 2-3, 47-50
Lotka-Volterra system, 659
Lower triangular matrix, 118, 190
determinant of, 209, 221
products of, 131-132
unit lower triangular matrix, 118, 131-132, 182-183
Lower triangular system, 167
LU decomposition of an invertible matrix, 184-186

## M

$m \times n$ matrix, 115,190
$m \times n$ zero matrix, 124
Maclaurin series expansion, 727, 734
Main diagonal of a matrix, 117, 190
Malthusian population model, 2, 45-46
as first-order linear differential equation, 14
doubling time, 46
half-life, 52
Maple (computer algebra system), 30, 48, 50, 93, 99, 156, 651-652, 659, 661, 681, 748
Mapping, 379
Mathematica (computer algebra system), 681, 748
Matrices, 115-133
addition/subtraction of, 122-124, 190
adjoint, 228. See also Adjoint
algebra of, 122-133
anti-symmetric, 119
augmented, 140-141, 192
change of basis, 313-317
characteristic equation of, 436
characteristic polynomial of, 436
cofactor of, 222-223, 236, 242. See also Cofactor
column space, 321-324
column vectors, 116-117
defective, 440, 449
as coefficient matrix of a linear system of differential equations, 608-618
determinant of. See Determinants
diagonal, 117-119, 190
diagonalizable, 456-459
dimensions, 115
eigenbasis for, 450
eigenspace of, 446
eigenvalues of. See Eigenvalues
eigenvectors of. See Eigenvectors
elementary, 179-186, 192
elements of, 115
equality of, 115-116
exponential function, 462-465
for systems of differential equations, 635-642, 664
function. See Matrix functions
fundamental, 637-638, 664, 665
Hilbert, 179
identity, 130
inverse, 168-176
properties of, 175
invertible, 169-170, 191-192, 335
properties of, 175
square roots of, 491-492
Jacobian, 655-656, 659
leading diagonal, 117
lower triangular, 118, 190
LU decomposition of, 184-186
main diagonal, 117
minor of, 222, 242
multiplication of, 124-131, 190
by a scalar, 123
noncommutativity of, 129
nilpotent, 466
nondefective, 449, 488
as coefficient matrix of a linear system, 599-606
nonsingular, 169
null space of, 270
nullity of, 325
of coefficients, 140, 142
of linear transformations, 386, 419-425
orthogonal, 178, 221, 244, 466-467
product of, 124-131. See also Matrix multiplication
projection, 370
properties of matrix addition, 123
rank of, 152-153
real skew-symmetric, 267
real symmetric, 467-468, 488-489
reduced row-echelon, 153-154
representation of a linear transformation, 420-423, 428-429
right inverse of, 179
row-echelon, 146-154
algorithm for reducing an $m \times n$ matrix $A$ to, 151-152
reduced, 153-154
row-equivalent, 149
row space, 319-321
row vectors, 116-117
scalar matrix, 137
scalar multiplication, 123
scaling matrix, 180
similar, 454-456, 489
singular, 169
size of, 115
skew-symmetric, 119, 190
square, 117-119, 190
square roots of, 461, 491-492
subspaces associated to, 334-335
superdiagonals of, 477
symmetric, 119,190
trace of, 118, 190
transition, 637
transpose of, 117
triangular, 131-132
unit lower triangular, 118, 131-132, 182-183
unit upper triangular, 118, 131-132
upper triangular, 118, 131-132, 190
Wronskian of. See Wronskian zero, 122, 124
Matrix algebra, 122-133, 190
Matrix exponential function, 462-465, 664
systems of differential equations, 635-642, 664 fundamental matrix for, 637-638, 664 transition matrix, 637
Matrix functions, 119-120, 190
algebra and calculus of, 132-133
Matrix inverse, 168-176
Matrix multiplication
examples of, 124-131
index form of the matrix product, 127
noncommutativity of, 129
product of an $m \times n$ matrix and a column $n$-vector 125-126
product of an $m \times n$ matrix and an $n \times p$ matrix, 126-127
product of a row $n$-vector and a column $n$-vector, 124-125
Matrix of coefficients, 140
Matrix of cofactors, 228, 236
Matrix product, 124-131
Matrix representation of a linear transformation
relative to the bases $B$ and $C, 420$
relative to the basis $B, 420$
Matrix transformation, 400
Minimal spanning set, 284-287
Minor of a matrix, 222, 242
Mixing problems, 61-63, 581-582, 629-633
concentration, 61
one tank, 61-63
two tanks, 70, 581-582, 629-633
Modern Operational Mathematics in Engineering (Churchill), 680
Modified Euler's method (Heun's method), 96-98
Modulus of a complex number, 792
Multiplication of matrices, 124-131
Multiplicity of an eigenvalue, 446-447
algebraic, 447
geometric, 447
Multiplier, 182

## N

$n \times n$ identity matrix, 130
$n \times n$ scalar matrix, 137
Newton's law of cooling, 3-4, 14, 39-40, 60
as a first-order linear differential equation, 14,60
as a separable differential equation, 39-40
slope field of, 33
Newton's second law of motion, 6-9, 531, 581, 625
Nilpotent matrix, 192, 466, 488
Node, 647-653
degenerate, 650
proper, 649
stable, 647-648
unstable, 648
Nondefective matrix, 449, 488
as coefficient matrix for a linear system of differential equations, 599-606
Nonhomogeneous
linear differential equation, 496, 500-502 general solution to, 515
linear system of differential equations, 582, 665
system of linear equations, 138
vector differential equation, 597
Nonlinear
differential equation, 13-14
models, linear least squares for, 372-374
predator/prey model, 658-660
spring-mass system, 660-661
system of differential equations, 655-661 linear approximation of, 655
transformation, 381, 388, 389
Nonsingular matrices, 169
Norm of a vector, $342,348,349$
Normal equations, 374
Normal form of a differential equation, 19
Normalization, 353
$n$ th-order differential equation, 18. See also Linear differential equations, $n$th order
Null space of a matrix, 270
as a kernel, 400
Null spaces, 334-335
Null vectors, 351
Nullity of a matrix, 325
Numerical solution to differential equations, 93-100, 107
Euler's method, 93-96, 107
Heun's method, 96-98
Runge-Kutta method, 98-100

Oblique trajectory, 12
Odd parity, 198
Odd permutation, 198
Off-diagonal elements, 118
Ohms ( $\Omega$ ), 64
Ohm's law, 64
One-to-one linear transformations, 409-413, 424-425, 428, 443
Ontogenetic growth model, 9-10, 40-41
Onto linear transformations, 409-413, 424-425, 428, 443
Orbit. see Trajectories
Order
of a determinant, 200
of a differential equation, 1, 106
Ordered basis, 312
Ordinary differential equations, 1
Ordinary point, 731
Orthogonal
basis, 354-357, 363
complement, 377-378
coordinate system, 4-5, 12
diagonalization, 466-473
matrix, 178, 221, 244, 466-467
projection, 357-359
set of vectors, 352-354
trajectories, 4-6
vectors, 341
Orthogonality of the Legendre polynomials, 744-748
Orthonormal
basis, 354-357, 365
set of vectors, 352-354
Orthonormalization. See Gram-Schmidt process
Overdamped, 534-535, 543

## $P$

Parallelepiped, volume of, 203-205, 239
Parallelogram
area of, 203-204
law of vector addition, 248-249
Parallelogrammic lattices, 338
Parameter
bound, 160
free, 160
Parity
even, 198
odd, 198
Partial differential equations, 1
Partial fractions decomposition, 797-803, 807
Partial pivoting, 167
Particular solution
to a differential equation, 2, 18, 501-502, 574
derivation via the method of undetermined coefficients, 515-524
derivation via the method of variation-of-parameters, 547-555
to a nonhomogeneous linear system of equations, 328-329
to a nonhomogeneous vector differential equation, 597, 665
derivation via the method of variation-of-parameters, 620-623
Pendulum, 106, 540
Period of a function, 682-684
Period of oscillation, 532
Periodic function, 682-684
Permutation(s), 197-202
even, 198
inversion of, 198
inverted elements of, 198
odd, 198
Permutation matrix, 180
Phase
angle, 532
paths. see Trajectories
plane, for linear autonomous systems, 643-653
portrait, 644, 648-653
Phase-amplitude form of a solution, 67
Piecewise continuous functions, 673-674
Pivot
column, 151-152
partial, 167
position, 151-152, 191
Polynomial(s)
degree $n, 261,301,333$
irreducible quadratic, 797
Legendre, 310, 360, 742-748
vector space of, 261, 301, 333
Polynomial differential operators, 505-506

Population models, 2-3, 45-50
Gompertz, 52
logistic, 2-3, 47-50
Malthusian, 2, 14, 45-46
Postmultiply, 129
Potential function, 83-86
level curves of, 84
Power series, 723-729
algebra of, 725-726
analytic functions, 727-729
basic convergence theorem, 724
convergence of, 723-724
differentiation of, 726
Frobenius series, 752
interval of convergence, 723-724
radius of convergence, 724,728
ratio test, 724
Taylor series expansion, 727-729
theory of, 759-771, 778
Predator/prey model, 658-660
Predictor-corrector method, 96
Premultiply, 129
Principal Axes Theorem, 470
Product of linear transformations, 407-408, 423-424
Projection, orthogonal, 357-359
Projection matrix, 370
Proper node, 649
Pseudo-inner product, 351
Pythagorean Theorem, 352

## Q

QR Factorization, 188
Qualitative analysis of system of differential equations, 643, 655, 665
Quasi period, 533

## R

Radius of convergence, 724
Range of a linear transformation, 397-404, 409-410, 424, 428, 443
Rank-Nullity Theorem, 325-329, 402-404
Rank of a matrix, 152-153
condition for invertibility, 171
for solutions to linear systems of equations, 159-162
Ratio test, 724
RC circuit, 65
Real $n$-space, 139, 248-251
Real inner product space, 342-347
Real skew-symmetric matrices, 267
Real symmetric matrices, 467-468, 488-489
Real vector space, 254, 333
Reduced row-echelon form, 153-154
Reduction of order, 568-572, 575
Reflections in $\mathbb{R}^{2}$, 392-393
Regular
differential equation, 497
singular point, 750-757
Resistance, 64
Resistor, 64
Resonance, 537
Riccati equation, 81
Right-hand side vector, 142
Right inverse of a matrix, 179

RLC circuits, 64-65, 542-545
RL circuit, 65
phase angle, 67
Rodrigues' formula, 743-744
Row combination, 180
Row-echelon form, 146-154
algorithm for reducing an $m \times n$ matrix $A$ to, 151-152
reduced, 153-154
Row-echelon matrices, 146-154
Row-equivalent matrices, 149
Row $n$-vectors, 116
Row space of a matrix, 319-321, 334-335
Row vectors, 116-117
Runge-Kutta method, 98-100

## S

Saddle point, 648
Scalar, 123
Scalar matrix, 137, 190
Scalar multiplication, 123, 190, 252-254, 333
associativity of, 253
closure under, 253, 264, 333
distributive property over addition, 253
in a vector space, 252-254
in $\mathbb{R}^{n}, 248$
of a linear transformation, 390
of a matrix, 123
properties of, 123
Scalar product, of linear transformations, 390
Scaling matrix, 180
Second-order differential equations, 102-104, 246
linear, 14, 246
solution technique for nonhomogeneous
via the method of reduction of order, 568-572
via the method of variation-of-parameters, 547-552
with the dependent variable missing, 102-103
with the independent variable missing, 103-104
Second shifting theorem, 699-703
Separable differential equations, 34-42
Series solutions, 722-790
about an ordinary point, 731-739, 786
about a regular singular point, 750-757, 786-787
Legendre equations, 741-742, 785-786
Legendre polynomials, 742-748
Shear in $\mathbb{R}^{2}$, 394
Shifting theorem
first, 690-693
second, 699-703
Similar matrices, 454-456, 489
Simple harmonic motion (SHM), 9, 532
amplitude, 532
circular frequency, 532
frequency of oscillation, 532
period, 532
phase, 532
Simple harmonic oscillator, 9
Simple transformations of $\mathbb{R}^{2}$, 392-394
Singular matrices, 169
Singular point of a differential equation, 731
irregular, 750-751
regular, 750-751

Size of a matrix, 115
Skew-symmetric matrix, 119, 190
Slope fields, 26-30, 107
direction field, 652
generating using technology, 30-31
Solution
complex-valued trial, 526-528
curves, 23
equilibrium, 27, 107, 643-644
existence and uniqueness of. See Existence and Uniqueness Theorem
numerical. See Numerical solution to differential equations
particular. See Particular solution
set. See Solution set
steady-state, 67, 538, 544-545
to a differential equation, 14-18
to a homogeneous linear system of equations, 162-164
to a homogeneous vector differential equation, 601
to a linear system, 138, 169, 172, 229, 239, 242-243, 328
homogeneous, 162-164
number of solutions, 159-162
of differential equations, 583
uniqueness of, 159, 162
to a nonhomogeneous vector differential equation, 620
to a system of differential equations, 583
to the eigenvalue/eigenvector problem, 436
transient, 544
trial, 517, 574
Solution set
fundamental, 594-595, 664, 665
of a linear system of equations, 138, 269-270, 327, 398
homogeneous, 327, 398 nonhomogeneous, 328-329
Solution space of a differential equation, 271-272, 497-498
Spacelike vectors, 351
Span of a set of vectors, 278-281
Spanning sets, 274-281, 333
linear span of a set of vectors, 278-281
minimal, 284-287
Spans, 274
Special Functions and Their Applications (Lebedev), 775fn
Spiral point, 651, 659
Spring constant, 9, 530, 625
Spring force, 8-9
Spring-mass system, 371, 514, 529-538, 543, 574
amplitude, 532
circular frequency, 532
coupled. See Coupled spring-mass system
critically damped, 534,543
damping force, 530
external driving force, 530
frequency, 532
nonlinear, 14
overdamped, 534-535, 543
period, 532
phase, 532
quasi period, 533
spring force, 530
in static equilibrium, 529-530
steady-state solution, 538
transient solution, 538
underdamped, 533-534, 543 quasi period, 533
Square lattices, 338
Square matrices, 117-119, 190
Square roots of matrices, 461, 491-492
Stable center, 651
Stable node, 647-648. See also Node
Stable spiral point, 651
Standard basis, 299-301
on $M_{m \times n}(\mathbb{R}), 300$
on $P_{n}(\mathbb{R}), 301$
on $\mathbb{R}^{n}, 300$
Standard inner product, 341
defined, 348
in $\mathbb{C}^{n}, 347$-349
in $\mathbb{R}^{n}, 340$-341
Static equilibrium, 529-530
Steady-state current, 544-545
Steady-state solution, 67, 538, 544-545
Step function, 695-698
Stretches in $\mathbb{R}^{2}, 393$
Subspaces, 263-272, 333
associated to matrices, 334-335
spanned by $\left\{V_{1}, V_{2}, \ldots, V_{k}\right\}, 274-279,333$
trivial, 269
Substitution technique for integration, 806-807
Subtraction of matrices, 123-124
Sum, of linear transformations, 390
Superdiagonals of matrices, 477
Symmetric matrix, 119, 190
System coefficients, 138
System constants, 138
Systems of differential equations, 580-669
applications of, 580-582, 625-633
defective coefficient matrix, 608-618
fundamental matrix for, 594-595
fundamental solution set, 594-595
general solution to, 593-595, 601, 606, 637, 664, 665
homogeneous, 582 solution techniques, 599-606, 608-618
nondefective coefficient matrix, 599-606
nonhomogeneous, 582
solution via variation-of-parameters, 620-623
nonlinear, 655-661
linear approximation of, 655
particular solution to, 597, 620-623, 665
qualitative analysis of solution, 643-653
solution of, 583
transition matrix for, 637
Systems of linear equations. See Linear systems of equations

## T

Taylor series expansion, 727-729
Terminal vector, 479
Terminal velocity, 38
Tetrahedron, volume of, 244-245
Theory of Differential Equations
(Coddington/Levinson), 497
Threshold level, 52
Timelike vectors, 351
Torricelli's law, 112
Trace of a matrix, 118, 190
Trajectories, 643-648, 665
orthogonal, 4-6

Transformations. See Linear transformations
Transient part
charge in a circuit, 544
of an alternating current, 67
of spring-mass motion, 538
Transient part of a solution, 67
Transition matrix, 637
Transpose of a matrix, 117, 190 properties of, 131
Trial solution, 517, 574
complex-valued, 526-528
Triangular matrices, 118, 131-132, 190, 209, 221
Triangular wave function, 685
Trivial solution of a linear system, 163,172,189, 190
Trivial subspace, 269
Trivial vector space, 302

## U

Underdamped, 533-534, 543
Undetermined coefficients, 517, 574 method of, 515-524, 574
Uniqueness of
additive inverse, 259
solutions to differential equations. See Existence and Uniqueness Theorem
zero vector, 259
Unit impulse, 707
impulse function, 707
lower triangular matrix, 118, 131-132, 182-183
property, 253
step function, 695-698
upper triangular matrix, 118, 131-132
vector, 203, 352-353
Unstable node, 648. See also Node
Unstable spiral point, 651
Upper triangular matrix, 118, 131-132, 190
determinant of, 209
products of, 131-132
unit upper triangular matrix, 118, 131-132

## V

Van der Pol equation, 660-661
Vandermonde determinant, 233
Variable
bound, 160
dependent, 1
free, 160
independent, 1
Variation-of-parameters method, 60, 547-555, 574, 620-623, 665
for first-order linear differential equations, 60
for higher-order differential equations, 552-555
for linear systems of differential equations, 620-623
for second-order linear differential equations, 547-552
Vector(s)
addition, 252
components, 116
components relative to an ordered basis, 312
formulation
of a linear system of equations, 141-143
of a system of differential equations, 588-591
geometric, 248-250
in $\mathbb{R}^{n}, 248$-251
initial, 479
linearly dependent set of, 286
linearly independent set of, 286
linear span of, 278-281
null, 351
orthogonal, 341
orthogonal set of, 352-354
orthonormal set of, 352-354
spacelike, 351
terminal, 479
timelike, 351
unit, 203, 352-353
Vector addition, 252
distributive property of scalar multiplication over, 253
Vector differential equations, 590-591, 593-597, 599-606, 608-618, 663-665
defective coefficient matrix, 608-618
fundamental matrix for, 594-595, 664, 665
fundamental solution set, 594-595, 664, 665
general solution to
homogeneous vector differential equation, 594 nonhomogeneous vector differential equation, 597
homogeneous, 593-597, 663-664
nondefective coefficient matrix, 599-606
nonhomogeneous, 597, 665
particular solution to, 597, 665
Vector equation. See Vector formulation
Vector formulation
of a linear system of equations, 141-143
of a system of differential equations, 588-591
Vector functions, 119-120. See also Column $n$-vector functions
Vector of unknowns, 142
Vector spaces, 246-338
axioms, 253
basis for, 299
complex, 254
dimension of, 302
finite-dimensional, 299
infinite-dimensional, 299
isomorphic spaces, 414-415, 428
isomorphism, 414-416, 428
real, 254
subspaces of, 263-272, 333
defined, 264
trivial, 302
Volterra integral equations, 714-715
Volume of a parallelepiped, 203-205, 239

## W

Weighted inner product, 345
Wronskian, 292-295, 499-500
and determinants, 207
of vector functions, 589,596

## Z

Zero matrix, 122, 124
Zero transformation, 407
Zero vector
existence of, 253
in $\mathbb{R}^{n}, 251$
properties of, 259
Zero Vector Check, 266-267

## Basic Integrals

Function $F(x)$

| $x^{n} \quad(n \neq-1)$ | $\frac{1}{n+1} x^{n+1}+c$ |
| :---: | :---: |
| $x^{-1}$ | $\ln \|x\|+c$ |
| $e^{a x} \quad(a \neq 0)$ | $\frac{1}{a} e^{a x}+c$ |
| $x e^{a x}$ | $\frac{1}{a^{2}}(a x-1) e^{a x}+c$ |
| $\sin x$ | $-\cos x+c$ |
| $\cos x$ | $\sin x+c$ |
| $x \sin x$ | $\sin x-x \cos x+c$ |
| $x \cos x$ | $\cos x+x \sin x+c$ |
| $\sec ^{2} x$ | $\tan x+c$ |
| $\csc ^{2} x$ | $-\cot x+c$ |
| $\sec x \cdot \tan x$ | $\sec x+c$ |
| $\csc x \cdot \cot x$ | $\csc x+c$ |
| $\tan x$ | $\ln \|\sec x\|+c$ |
| $\sec x$ | $\ln \|\sec x+\tan x\|+c$ |
| $\csc x$ | $\ln \|\csc x-\cot x\|+c$ |
| $e^{a x} \sin b x$ | $\frac{1}{a^{2}+b^{2}} e^{a x}(a \sin b x-b \cos b x)+c$ |
| $e^{a x} \cos b x$ | $\frac{1}{a^{2}+b^{2}} e^{a x}(a \cos b x+b \sin b x)+c$ |
| $\ln x$ | $x \ln x-x+c$ |
| $x^{n} \ln x$ | $\frac{x^{n+1}}{(n+1)^{2}}[(n+1) \ln x-1]+c$ |
| $\frac{1}{a^{2}+x^{2}}$ | $\frac{1}{a} \tan ^{-1}(x / a)+c$ |
| $\frac{1}{\sqrt{a^{2}-x^{2}}} \quad(a>0)$ | $\sin ^{-1}(x / a)+c$ |
| $\frac{1}{\sqrt{a^{2}+x^{2}}}$ | $\ln \left\|x+\sqrt{a^{2}+x^{2}}\right\|+c$ |
| $\frac{f^{\prime}(x)}{f(x)}$ | $\ln \|f(x)\|+c$ |
| $e^{u(x)} \frac{d u}{d x}$ | $e^{u(x)}+c$ |

## Index of Symbols

Below is a collection of mathematical symbols and notations that occur throughout the text.

| Symbol | Meaning |
| :--- | :--- |
| $y^{(n)}$ | nth derivative of the function $y$ |
| $\delta_{i j}$ | Kronecker delta symbol |
| $\in$ | denotes membership in a set |
| $\cup$ | set-theoretic union |
| $\cap$ | set-theoretic intersection |
| $a_{i j}$ | element in the $i$ th row and $j$ th column of a matrix |
| $A^{T}$ | transpose of $A$ |
| $A^{-1}$ | inverse of $A$ |
| $\operatorname{tr}(A)$ | trace of $A$ |
| $\operatorname{det}(A)$ | determinant of $A$ |
| $\|A\|$ | determinant of $A$ |
| $M_{i j}$ | $i j$-minor of a matrix |
| $C_{i j}$ | $i j$-cofactor of a matrix |
| adj $(A)$ | adjoint of $A$ |
| $\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ | diagonal matrix with diagonal elements $d_{i}$ |
| $0_{m \times n}$ | $m \times n$ zero matrix |
| $0_{n}$ | $n \times n$ zero matrix |
| $I_{n}$ | $n \times n$ identity matrix |
| $A^{\#}$ | augmented matrix |
| $A \sim B$ | $A$ is row-equivalent to $B$ |
| $\operatorname{rank}(A)$ | rank of $A$ |
| $\operatorname{rowspace}(A)$ | row space of $A$ |
| $\operatorname{colspace}(A)$ | column space of $A$ |
| nullspace $(A)$ | null space of $A$ |
| nullity $(A)$ | nullity of $A$ |
| $\operatorname{JCF}(A)$ | Jordan canonical form of $A$ |
| $J_{\lambda}$ | Jordan block |
| $P_{i j}$ | permute rows $i$ and $j$ |
| $M_{i}(k)$ | multiply row $i$ by $k$ |
| $A_{i j}(k)$ | add $k$ times row $i$ to row $j$ |
| $C P_{i j}$ | permute columns $i$ and $j$ |
| $C M_{i}(k)$ | multiply column $i$ by $k$ |
| $C A_{i j}(k)$ | add $k$ times column $i$ to column $j$ |
| $N\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ | number of inversions of the permutation $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ |
| $\sigma\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ | parity of the permutation $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ |
| $T: V \rightarrow W$ | mapping or linear transformation from $V$ to $W$ |
| $\operatorname{Ker}(T)$ | kernel of the linear transformation $T$ |
| $\operatorname{Rng}(T)$ | range of the linear transformation $T$ |
| $T_{2} T_{1}$ | composition of linear transformations $T_{1}$ and $T_{2}$ |
| $T^{-1}$ | inverse of the linear transformation $T$ |
| $V \cong W$ | $V$ and $W$ are isomorphic vector spaces |
| $[T]_{B}^{C}$ | matrix representation of $T$ relative to bases $B$ and $C$ |
|  |  |


| Symbol | Meaning |
| :---: | :---: |
| R | set of real numbers |
| $\mathbb{R}^{+}$ | set of positive real numbers |
| $\mathbb{C}$ | set of complex numbers |
| $\bar{z}$ | complex conjugate of $z$ |
| $\mathbb{R}^{n}$ | set of ordered $n$-tuples of real numbers |
| $\mathbf{e}_{i}$ | $i$ th standard basis vector in $\mathbb{R}^{n}$ |
| $\mathbb{C}^{n}$ | set of ordered $n$-tuples of complex numbers |
| $P_{n}(\mathbb{R})$ | set of polynomials with real coefficients of degree $\leq n$ |
| $M_{n}(\mathbb{R})$ | set of $n \times n$ matrices with real elements |
| $U_{n}(\mathbb{R})$ | set of $n \times n$ upper triangular matrices with real elements |
| $L_{n}(\mathbb{R})$ | set of $n \times n$ lower triangular matrices with real elements |
| $M_{m \times n}(\mathbb{R})$ | set of $m \times n$ matrices with real elements |
| $C[a, b]$ | set of continuous functions on the interval [ $a, b$ ] |
| $C^{(k)}(I)$ | set of all continuous functions with at least $k$ continuous derivatives on $I$ |
| $V_{n}(I)$ | set of all column $n$-vector functions on $I$ |
| $\operatorname{span}\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ | linear span of $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\}$ |
| $W\left[f_{1}, f_{2}, \ldots, f_{k}\right]$ | Wronskian of functions $f_{1}, f_{2}, \ldots, f_{k}$ |
| $W\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{k}\right]$ | Wronskian of vector functions $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{k}$ |
| $\operatorname{dim}[V]$ | dimension of the vector space $V$ |
|  | components of $\mathbf{v}$ relative to basis $B$ |
| $P_{C \leftarrow B}$ | change of basis matrix from $B$ to $C$ |
| $\langle$, | inner product |
| $\mathbf{a} \cdot \mathbf{b}$ | dot product of vectors $\mathbf{a}$ and $\mathbf{b}$ |
| $\mathbf{a} \times \mathrm{b}$ | cross product of vectors $\mathbf{a}$ and $\mathbf{b}$ |
| $\mathbf{i}, \mathbf{j}, \mathbf{k}$ | unit vectors pointing along coordinate axes in 3-space |
| 0 | zero vector |
| -v | additive inverse of $\mathbf{v}$ |
| $\\|\mathbf{v}\\|$ | norm of the vector $\mathbf{v}$ |
| $\mathbf{P}(\mathbf{w}, \mathbf{v})$ | orthogonal projection of $\mathbf{w}$ on $\mathbf{v}$ |
| $W^{\perp}$ | orthogonal complement of the subspace $W$ |
| $e^{\text {At }}$ | matrix exponential function |
| $D: C^{1}(I) \rightarrow C^{0}(I)$ | derivative operator |
| $P(D)$ | polynomial differential operator |
| $K(x, t)$ | Green's function |
| $X(t)$ | fundamental matrix |
| $X_{0}(t)$ | transition matrix |
| $J(x, y)$ | Jacobian matrix |
| $L[f]$ | Laplace transform of $f$ |
| $L^{-1}[F]$ | inverse Laplace transform of $F$ |
| $u_{a}(t)$ | Heaviside (unit) step function |
| $\delta(t-a)$ | Dirac-delta function |
| $f * g$ | convolution product of $f$ and $g$ |
| $\Gamma(p)$ | gamma function |
| $J_{p}(x)$ | Bessel function of order $p$ |

## Some Solution Techniques for $y^{\prime}=f(x, y)$

| Type | Standard Form | Technique |
| :--- | :--- | :--- |
| Separable (Section 1.4) <br> Equation | $p(y) y^{\prime}=q(x)$ | Separate the variables and integrate directly: <br> $\int p(y) d y=\int q(x) d x$ |
| First-Order Linear |  |  |
| Equation (Section 1.6) | $y^{\prime}+p(x) y=q(x)$ | Rewrite as $\frac{d}{d x}(I \cdot y)=q I$, where $I=e^{\int} p(x) d x$ <br> and integrate with respect to $x$ |
| First-Order Homogeneous <br> (Section 1.8) | $y^{\prime}=f(x, y)$ with $f$ <br> homogeneous of degree <br> zero: $f(t x, t y)=f(x, y)$ | Change variables: $y=x V(x)$ <br> and reduce to a separable equation |
| Bernoulli Equation <br> (Section 1.8) | $y^{\prime}+p(x) y=q(x) y^{n}$ | Divide by $y^{n}$ and make the change of <br> variables $u=y^{1-n}$ and reduce to a <br> linear equation |
| Exact Equation <br> (Section 1.9) | $M(x, y) d x+N(x, y) d y=0$, <br> with $M_{y}=N_{x}$ | Solution is $\phi(x, y)=c$, where $\phi$ is <br> determined by integration $\phi_{x}=M, \phi_{y}=N$ |

## The Method of Undetermined Coefficients

The following table lists trial solutions for the $\mathrm{DE} P(D) y=F(x)$, where $P(D)$ is a polynomial differential operator (see Section 8.3).

| $F(x)$ | Usual trial solution | Modified trial solution |
| :--- | :--- | :--- |
| $c x^{k} e^{a x}$ | If $P(a) \neq 0:$ | If $a$ is a root of $P(r)=0$ of multiplicity $m:$ |
| $c x^{k} e^{a x} \cos b x$ or | If $P(a+i b) \neq 0:$ | $y_{p}(x)=e^{a x}\left(A_{0}+A_{1} x+\cdots+A_{k} x^{k}\right)$ |
| $c x^{k} e^{a x} \sin b x$ |  | If $a+i b$ is a root of $P(r)=0$ of multiplicity $m:$ |
|  | $y_{p}(x)=e^{a x}\left[\sum_{i=0}^{k} x^{i}\left(A_{i} \cos b x+B_{i} \sin b x\right)\right]$ | $y_{p}(x)=x^{m} e^{a x}\left[\sum_{i=0}^{k} x^{i}\left(A_{0} \cos b x+B_{0} \sin b x\right)\right]$ |

## Variation of Parameters

Consider $y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=F(x)$, where $a_{1}, a_{2}, F$ are continuous. If $y_{1}$ and $y_{2}$ are linearly independent solutions to $y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=0$, then a particular solution to the nonhomogeneous DE is $y_{p}=u_{1} y_{1}+u_{2} y_{2}$, where $u_{1}(x)=-\int \frac{y_{2} F}{y_{1} y_{2}^{\prime}-y_{1}^{\prime} y_{2}} d x$ and $u_{2}(x)=\int \frac{y_{1} F}{y_{1} y_{2}^{\prime}-y_{1}^{\prime} y_{2}}$. Section 8.7 contains a generalization to DE of order $>2$.

## A Short Table of Laplace Transforms

| Function $f(t) \quad$ | Laplace Transform $F(s)$ |
| :--- | :--- |
| $f(t)=t^{n} \quad(n=$ nonnegative integer $)$ | $F(s)=\frac{n!}{s^{n+1}}, s>0$ |
| $f(t)=e^{a t} \quad(a=$ constant $)$ | $F(s)=\frac{1}{s-a}, s>a$ |
| $f(t)=\sin b t \quad(b=$ constant $)$ | $F(s)=\frac{b}{s^{2}+b^{2}}, s>0$ |
| $f(t)=\cos b t \quad(b=$ constant $)$ | $F(s)=\frac{s}{s^{2}+b^{2}}, s>0$ |
| $f(t)=t^{-1 / 2}$ | $F(s)=\sqrt{\pi / s}, s>0$ |
| $f(t)=u_{a}(t)$ | $F(s)=\frac{1}{s} e^{-a s}$ |
| $f(t)=\delta(t-a)$ | $F(s)=e^{-a s}$ |
| Transform of Derivatives (Section 10.4) | $L\left[f^{\prime}\right]=s L[f]-f(0)$ |
| $f^{\prime}$ | $L\left[f^{\prime \prime}\right]=s^{2} L[f]-s f(0)-f^{\prime}(0)$ |
| $f^{\prime \prime}$ | $F(s-a)$ |
| Shifting Theorems (Sections 10.5 and 10.7) | $e^{\text {at }} \quad$ |
| $e^{a t} f(t)$ |  |
| $u_{a}(t) f(t-a)$ |  |

## Invertible Matrix Theorem

(Theorems 2.8.1, 3.2.5, 4.10.1, and 6.4.22)
For any $n \times n$ matrix $A$, the following conditions are equivalent:
(a) $A$ is invertible (i.e., there exists a matrix $A^{-1}$ with $A A^{-1}=A^{-1} A=I_{n}$ ).
(b) The equation $A \mathbf{x}=\mathbf{b}$ has a unique solution for every $\mathbf{b}$ in $\mathbb{R}^{n}$.
(c) The equation $A \mathbf{x}=\mathbf{0}$ has only the trivial solution $\mathbf{x}=\mathbf{0}$.
(d) $\operatorname{rank}(A)=n$.
(e) $A$ can be expressed as a product of elementary matrices.
(f) $A$ is row-equivalent to $I_{n}$.
(g) $\operatorname{det}(A) \neq 0$.
(h) $\operatorname{nullity}(A)=0$.
(i) nullspace $(A)=\{\mathbf{0}\}$.
(j) The columns of $A$ form a linearly independent set of vectors in $\mathbb{R}^{n}$.
(k) $\operatorname{colspace}(A)=\mathbb{R}^{n}$ (that is, the columns of $A$ span $\mathbb{R}^{n}$ ).
(l) The columns of $A$ form a basis for $\mathbb{R}^{n}$.
(m) The rows of $A$ form a linearly independent set of vectors in $\mathbb{R}^{n}$.
(n) rowspace $(A)=\mathbb{R}^{n}$ (that is, the rows of $A$ span $\mathbb{R}^{n}$ ).
(o) The rows of $A$ form a basis for $\mathbb{R}^{n}$.
(p) $A^{T}$ is invertible.
(q) The transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ given by $T(\mathbf{x})=A \mathbf{x}$ is one-to-one (i.e., $\operatorname{Ker}(T)=\{\mathbf{0}\}$ ).
(r) The transformation in $(\mathrm{q})$ is onto (i.e., $\operatorname{Rng}(T)=\mathbb{R}^{n}$ ).
(s) The transformation in (q) is an isomorphism.

- If the conditions in the Invertible Matrix Theorem hold, the inverse of $A$ is given by the formula $A^{-1}=\frac{1}{\operatorname{det}(A)} \operatorname{adj}(A)$, where $\operatorname{adj}(A)$ denotes the adjoint of $A$. (Theorem 3.3.18)
- (Cramer's Rule) If the conditions in the Invertible Matrix Theorem hold, the unique solution $\mathbf{x}$ in (b) is $\left(x_{1}, x_{2}, \ldots\right.$, $\left.x_{n}\right)$, where $x_{k}=\frac{\operatorname{det}\left(B_{k}\right)}{\operatorname{det}(A)}(k=1,2, \ldots, n)$, and $B_{k}$ denotes the matrix obtained by replacing the $k$ th column vector of $A$ by $\mathbf{b}$. (Theorem 3.3.21)


## Matrices and Systems of Linear Equations

A linear system of $m$ equations in $n$ unknowns can be written $A \mathbf{x}=\mathbf{b}$, where

$$
A \text { is an } m \times n \text { matrix, } \quad \mathbf{x} \text { is in } \mathbb{R}^{n}, \quad \mathbf{b} \text { is in } \mathbb{R}^{m} .
$$

$\operatorname{rank}(A)=$ number of nonzero rows in any row-echelon form of $A$.
If $r=\operatorname{rank}(A)$ and $r^{\#}=\operatorname{rank}\left(A^{\#}\right)$, where $A^{\#}$ is the augmented matrix $[A \mid \mathbf{b}]$, then (see Theorem 2.5.9)

1. If $r<r^{\#}$, the system $A \mathbf{x}=\mathbf{b}$ is inconsistent.
2. If $r=r^{\#}$, the system is consistent and:
(a) There exists a unique solution if and only if $r^{\#}=n$.
(b) There exists an infinite number of solutions if and only if $r^{\#}<n$.

## Vector Spaces

A vector space $V$ is a collection of vectors, together with operations of addition $(+)$ and scalar multiplication $(\cdot)$ on the vectors. In this text, the set of scalars $=\mathbb{R}$ or $\mathbb{C}$. In addition, the following vector space axioms must be satisfied for all scalars $r, s$ and all vectors $\mathbf{u}, \mathbf{v}, \mathbf{w}$ in $V$ (see Section 4.2):
(A1) Closure under addition: $\mathbf{u}+\mathbf{v} \in V$.
(A2) Closure under scalar multiplication: $r \cdot \mathbf{u} \in V$.
(A3) Commutativity of addition: $\mathbf{u}+\mathbf{v}=\mathbf{v}+\mathbf{u}$.
(A4) Associativity of addition: $(\mathbf{u}+\mathbf{v})+\mathbf{w}=\mathbf{u}+(\mathbf{v}+\mathbf{w})$.
(A5) Existence of zero vector: There exists $\mathbf{0} \in V$ with $\mathbf{v}+\mathbf{0}=\mathbf{0}+\mathbf{v}=\mathbf{v}$ for all $\mathbf{v}$.
(A6) Existence of additive inverses: For each $\mathbf{v}$, there exists $-\mathbf{v}$ with $\mathbf{v}+(-\mathbf{v})=\mathbf{0}$.
(A7) Unit property: $1 \cdot \mathbf{v}=\mathbf{v}$.
(A8) Associativity of scalar multiplication: $(r s) \cdot \mathbf{v}=r \cdot(s \cdot \mathbf{v})$
(A9) Associativity of scalar multiplication over vector addition: $r \cdot(\mathbf{u}+\mathbf{v})=r \cdot \mathbf{u}+r \cdot \mathbf{v}$.
(A10) Associativity of scalar multiplication over scalar addition: $(r+s) \cdot \mathbf{v}=r \cdot \mathbf{v}+s \cdot \mathbf{v}$.
Examples: (In each case, the usual operations of addition and scalar multiplication are used.)

- $\mathbb{R}^{n}$, the collection of ordered $n$-tuples of real numbers.
- $\mathbb{C}^{n}$, the collection of ordered $n$-tuples of complex numbers.
- $M_{m \times n}(\mathbb{R})$, the collection of all $m \times n$ matrices with real entries.
- $M_{n}(\mathbb{R})$, the collection of all $n \times n$ matrices with real entries.
- $C^{k}(I)$, the collection of real-valued functions with (at least) $k$ continuous derivatives on the interval $I$.
- $P_{n}(\mathbb{R})$, the collection of all polynomials of degree $\leq n$ with real coefficients.


[^0]:    ${ }^{1}$ Alternatively, this can be derived by writing (1.1.3) as $P^{-1} \frac{d P}{d t}=k$ or, equivalently, $\frac{d(\ln P)}{d t}=k$, which can be integrated directly to yield $\ln P=k t+c$, so that $P(t)=e^{k t} \cdot e^{c}=C e^{k t}$, where $C=e^{c}$.

[^1]:    ${ }^{2}$ If $T>T_{m}$, then the object will cool, so that $d T / d t<0$. Hence, from Equation (1.1.7), $k$ must be positive. Similarly, if $T<T_{m}$, then $d T / d t>0$, and once more Equation (1.1.7) implies that $k$ must be positive.

[^2]:    ${ }^{3}$ That is, the tangent lines to each curve are perpendicular at any point of intersection.

[^3]:    ${ }^{4}$ By the slope of a curve at a given point, we mean the slope of the tangent line to the curve at that point.

[^4]:    ${ }^{5}$ Note that we are choosing the positive direction as downward, hence the + sign in front of $m g$.

[^5]:    ${ }^{6}$ West, G.B., Brown, J.H., and Enquist, B.J. (2001), Nature 400, 467.
    ${ }^{7}$ Perhaps surprisingly, this simple relationship between resting metabolic rate and total body mass accurately fits the data across species.

[^6]:    ${ }^{8}$ Note that we have used implicit differentiation in obtaining $d\left(y^{2}\right) / d x=2 y \cdot(d y / d x)$.

[^7]:    ${ }^{9}$ This is obtained by equating the left-hand side of Equation (1.6.5) to the right-hand side of Equation (1.6.6).

[^8]:    ${ }^{10}$ This is only an approximation, since $c_{2}$ is not constant over the time interval $\Delta t$. The approximation will become more accurate as $\Delta t \rightarrow 0$.

[^9]:    ${ }^{11}$ More generally, $f(x, y)$ is said to be homogeneous of degree $m$ if $f(t x, t y)=t^{m} f(x, y)$.

[^10]:    ${ }^{12}$ This means we assume that the functions $M$ and $N$ have continuous derivatives of sufficiently high order.

[^11]:    ${ }^{13}$ Roughly speaking, simply connected means that the interior of any closed curve drawn in the region also lies in the region. For example, the interior of a circle is a simply connected region, although the region between two concentric circles is not.

[^12]:    ${ }^{14}$ Throughout the text, $\int^{x} f(t) d t$ means "evaluate the indefinite integral $\int f(t) d t$ and replace $t$ with $x$ in the result."

[^13]:    ${ }^{1}$ Be careful not to confuse this usage of the term with the dimension of a vector space, which will be introduced in Chapter 4.

[^14]:    ${ }^{2}$ We could, of course, also speak of row $n$-vector functions as the $1 \times n$ matrix functions, but we will not need them in this text.

[^15]:    ${ }^{3}$ The symbol $\in$ is the set-theoretic notation declaring membership in a set, and will be often encountered in the text.

[^16]:    ${ }^{4}$ A nonzero row (nonzero column) is any row (column) that does not consist entirely of zeros.

[^17]:    ${ }^{5}$ When considering systems of equations with complex coefficients, we allow free variables to assume complex values as well.

[^18]:    ${ }^{6}$ Notice that this reduced form is not a row-echelon matrix.

[^19]:    ${ }^{7}$ Notice that for an $n \times n$ system $A \mathbf{x}=\mathbf{b}$, if $\operatorname{rank}(A)=n$, then $\operatorname{rank}\left(A^{\#}\right)=n$.

[^20]:    ${ }^{8}$ Note that it now makes sense to speak of $A^{-1}$, whereas prior to proving in the preceding paragraph that $A$ is invertible, it would not have been legal to use the notation $A^{-1}$.

[^21]:    ${ }^{9}$ The material in the remainder of this section is not used elsewhere in the text.

[^22]:    ${ }^{1} \mathrm{~A}$ unit vector is a vector of length 1 .

[^23]:    ${ }^{2}$ This statement is even true if $k=0$.

[^24]:    ${ }^{1}$ A rational number is any real number that can be expressed as a fraction $a / b$ of two whole numbers $a$ and $b$, with $b \neq 0$. This set includes the set of integers as a subset, since any integer $n$ can be written as the fraction $n / 1$.

[^25]:    ${ }^{2}$ This is possible since $S$ is assumed to be nonempty.

[^26]:    ${ }^{3}$ It is important at this point that we have already established Example 4.3.13, so that $S$ is a subset of a set that is indeed a vector space.

[^27]:    ${ }^{4}$ Since a single (nonzero) vector in $\mathbb{R}^{2}$ only spans the line through the origin along which it points, it cannot span all of $\mathbb{R}^{2}$; hence, the minimum number of vectors required to span $\mathbb{R}^{2}$ is 2 .

[^28]:    ${ }^{5}$ The plural of basis is bases.
    ${ }^{6}$ Alternatively, the verification is a special case of that given shortly for the general case of $\mathbb{R}^{n}$.

[^29]:    ${ }^{7}$ Alternatively, we can start with the equation $c_{0} p_{0}(x)+c_{1} p_{1}(x)+c_{2} p_{2}(x)=0$ for all $x$ in $\mathbb{R}$ and show readily that $c_{0}=c_{1}=c_{2}=0$.
    ${ }^{8}$ The reader desiring extra practice at the computational aspects of verifying a basis is encouraged to pause here to check these examples.

[^30]:    ${ }^{9}$ There are many others, of course.

[^31]:    ${ }^{10}$ To find the equation of this plane, we can use methods from multivariate calculus. Specifically, we obtain a normal vector $\mathbf{n}$ to this plane by computing the cross product of the two given vectors in the plane: $\mathbf{n}=$ $(6,-1,4) \times(2,0,-4)=(4,32,2)$. Thus, the equation of the plane can be written as $4 x+32 y+2 z=0$.

[^32]:    ${ }^{1}$ Orthogonal vectors are commonly called perpendicular vectors.

[^33]:    ${ }^{2}$ In the remainder of the text, the only complex inner product that we will require is the standard inner product in $\mathbb{C}^{n}$, and this is only needed in Section 7.5.

[^34]:    ${ }^{3}$ Recall that if $z=a+i b$, then $\bar{z}=a-i b$ and $|z|^{2}=z \bar{z}=(a+i b)(a-i b)=a^{2}+b^{2}$.

[^35]:    ${ }^{4}$ This defines a valid inner product on $V$ by Problem 11 in Section 5.1.

[^36]:    ${ }^{5} \mathrm{It}$ is also possible to obtain the least squares solution by using optimization techniques from multivariable calculus, but the goal here is to illustrate the use of the geometry in inner product spaces.

[^37]:    ${ }^{1}$ The vector spaces $V$ and $W$ must either be both real vector spaces or both complex vector spaces in order that we use the same scalars in both spaces.

[^38]:    ${ }^{*}$ This section can be omitted without loss of continuity.

[^39]:    ${ }^{2}$ It is also easy to verify this fact directly by using Definition 6.3.1 and Theorem 4.3.2.

[^40]:    ${ }^{3}$ We assume that $U, V$ and $W$ are either all real vector spaces or all complex vector spaces.

[^41]:    ${ }^{4}$ We assume that $V$ and $W$ are either both real vector spaces or both complex vector spaces.

[^42]:    *This section can be omitted without loss of continuity.

[^43]:    ${ }^{1}$ If $\lambda<0$, then the transformed vector points in the direction opposite to $\mathbf{v}$, due to the minus sign.
    ${ }^{2}$ Notice that once more we will switch between vectors in $\mathbb{R}^{n}$ and column $n$-vectors.

[^44]:    ${ }^{3}$ Alternatively, this can be verified by induction on $n$, using the Cofactor Expansion Theorem.

[^45]:    ${ }^{4}$ Because of this characterization of orthogonal matrices, it might perhaps be more appropriate to call them orthonormal matrices. However, this would run contrary to the vast literature that has established the fundamental term orthogonal matrix as we have done in Definition 7.5.1.

[^46]:    ${ }^{5}$ The proof of this fact is beyond the scope of this text, but can be found in more advanced texts on linear algebra, such as S. Friedberg, A. Insel, L. Spence, Linear Algebra, Prentice Hall, 4th edition (2002).
    ${ }^{6}$ Here again note that such $S$ is invertible, since its columns are linearly independent.

[^47]:    ${ }^{7}$ Recall that an $n \times n$ matrix $A$ is called nilpotent if $A^{p}=0_{n}$ for some positive integer $p$.

[^48]:    ${ }^{8}$ In fact, it can be shown that any $n \times n$ invertible matrix has a square root.

[^49]:    ${ }^{1}$ According to Archimedes' principle, when an object is partially or wholly immersed in a fluid, it experiences an upward force equal to the weight of fluid displaced.

[^50]:    ${ }^{1}$ If $a_{12}=0$, we can determine $x_{1}$ directly from Equation (9.1.5), and then $x_{2}$ can be determined from Equation (9.1.6).

[^51]:    ${ }^{2}$ The linear independence can be readily verified by using the Wronskian introduced in this section.

[^52]:    ${ }^{3}$ This assumption should not be too surprising in view of the discussion of linear $n$ th-order differential equations in Chapter 8.

[^53]:    ${ }^{4}$ That is, we replace the constants in $\mathbf{x}_{c}$ by arbitrary functions.
    ${ }^{5}$ Note that $X^{-1}$ exists, since $\operatorname{det}(X) \neq 0$. (Why?)

[^54]:    ${ }^{6}$ In Problem 1, the reader is asked to fill in the missing details of this computation.

[^55]:    ${ }^{7}$ Notice that in this example $A$ is defective.

[^56]:    ${ }^{8}$ Other terms used for trajectories are phase paths or orbits.

[^57]:    ${ }^{9}$ By Theorem 7.2.5 or Problem 38 in Section 7.2, $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ must be linearly independent.

[^58]:    ${ }^{1}$ For example, the switch in an RLC circuit may be turned on and off several times, or the mass in a spring-mass system may be dealt an instantaneous blow at $t=t_{0}$.

[^59]:    ${ }^{2}$ It is very important in this chapter to be able to perform partial fractions decompositions. A review of this technique is given in Appendix B.

[^60]:    ${ }^{3}$ Recall that an infinite series of the form $a+a r+a r^{2}+a r^{3}+\cdots$ is called a geometric series with common ratio $r$. If $|r|<1$, then the sum of such a series is $a /(1-r)$.

[^61]:    ${ }^{4}$ Recall that we can always write $x^{2}+a x+b=(x+a / 2)^{2}+b-a^{2} / 4$. This procedure is known as completing the square.

[^62]:    ${ }^{5}$ This represents the change in momentum of the object due to the applied force.

[^63]:    ${ }^{1}$ Recall that a necessary (but not sufficient) condition for the convergence of the infinite series $\sum_{n=0}^{\infty} a_{n} x^{n}$ is that $\lim _{n \rightarrow \infty} a_{n}=0$.

[^64]:    ${ }^{2} \mathrm{~A}$ recurrence relation is an equation that expresses an element $a_{n}$ in a sequence of numbers in terms of the previous term(s) $a_{n-1}, a_{n-2}, \ldots$ of the sequence.
    ${ }^{3}$ This power series is the Maclaurin expansion of $e^{x}$, so that we can write $f(x)=a_{0} e^{x}$.

[^65]:    ${ }^{4}$ This is true, for example, from the fact that the polynomials in the set each have a different degree.

[^66]:    ${ }^{5}$ Note that this is not just a fortuitous result for this particular example. The combination of terms multiplying $\ln x$ will always vanish at this stage of the computation.

[^67]:    ${ }^{6}$ Once more, we note that this will always happen at this stage of the computation.

[^68]:    ${ }^{7}$ The remainder of this section includes only a brief introduction to Bessel functions. For more details and the proofs of the results stated in this section, the reader is referred to N.N. Lebedev, Special Functions and their Applications, Dover (1972).

[^69]:    ${ }^{1}$ By a "real polynomial" we mean a polynomial with real coefficients.

